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Abstract: This paper considers the main approaches to building algorithms for the decision support
systems of information protection strategies against cyberattacks in the networks of automated
process control systems (the so-called recommender systems). The advantages and disadvantages
of each of the considered algorithms are revealed, and their applicability to the processing of the
information security events of the UNSW-NB 15 dataset is analyzed. The dataset used contains raw
network packets collected using the IXIA PerfectStorm software in the CyberRange laboratory of the
Australian Cyber Security Centre (Canberra) in order to create a hybrid of the simulation of the real
actions and the synthetic behavior of the network traffic generated during attacks. The possibility of
applying four semantic proximity algorithms to partition process the data into clusters based on attack
type in a distribution control system (DCS) is analyzed. The percentage of homogeneous records
belonging to a particular type of attack is used as the metric that determines the optimal method
of cluster partitioning. This metric was chosen under the assumption that cyberattacks located
“closer” to each other in the multidimensional space have similar defense strategies. A hypothesis
is formulated about the possibility of transferring knowledge about attacks from the vector feature
space into a semantic form using semantic proximity methods. The percentage of homogeneous
entries was maximal when the cosine proximity measure was used, which confirmed the hypothesis
about the possibility of applying the corresponding algorithm in the recommender system.

Keywords: attack vector; cyberattack; decision support system; automated process control system;
predictive information protection; collaborative filtering
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1. Introduction

The number of successful company attacks that have caused both financial and other
negative consequences has been on the rise throughout 2023. The number of attacks on
companies has increased by 27% compared to the previous year, with an average financial
loss of USD 1.1 million per attack. The Cybercrime Report, updated on 2 September 2023,
states that data breaches cost businesses an average of USD 4.35 million in 2022. Around
236.1 million ransomware attacks occurred globally in the first half of 2022 [1]. AI-powered
security algorithms are helping to reduce the time it takes to detect and respond to cy-
berattacks. Intelligence algorithms are helping to detect cyberattacks in several ways:
anomaly detection, behavioral analysis, predictive analytics, incident response, threat in-
telligence, network traffic analysis, endpoint protection, identity and access management,
fraud detection, compliance, and governance [2].

There are a large number of studies devoted to the detection of data anomalies and
the classification of the attacks that cause them [3]. The next stage in the development
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of intrusion detection systems (IDSs) is the development of predictive information pro-
tection systems. Issues related to decision-making algorithms in such systems are poorly
researched as evidenced by the limited number of articles on this topic [4]. Therefore, the
task of modeling decision support systems which would allow an information security
administrator to correctly and promptly choose the optimal information protection strategy
to prevent possible incidents or to reduce the negative consequences when they occur (the
so-called advisory systems) is very important.

Recommender systems are algorithms that analyze user behavior data to generate
personalized recommendations for users. They can be used in various domains, including
information security, to provide personalized security advice or to recommend security-
related products or services to users.

Currently, there is a sufficient number of scientific works devoted to improving the
quality of anomaly detection and identification and the multiclass classification of attacks,
which are both within the ACS and the Internet of Things. This is confirmed by works [5–14].
The authors are improving and inventing new approaches and detection standards aimed
at improving accuracy, but the issue of further actions in the case of the timely detection of
an anomaly is poorly studied. One of the subtasks is to build a recommender system with
different information security strategies which, depending on the anomaly/attack found,
should recommend to the security officer a set of actions aimed at reducing the degree of
damage from a cyberattack. For this reason, this paper investigates the practical approach
of building an information security recommendation system.

The possible advantages of using recommender systems in information security in-
clude the following:

• Increased user awareness and engagement: by providing personalized security rec-
ommendations, users may become more aware of potential security threats and take
action to protect themselves.

• Improved decision making: Recommender systems can analyze large amounts of data
and identify patterns that may be difficult for humans to detect. This can lead to better
decision making and improved security outcomes.

• Enhanced user experience: personalized recommendations can improve the user expe-
rience by making security advice more relevant and actionable for individual users.

However, there are also some potential disadvantages to using recommender systems
in information security, including the following [15]:

• Privacy concerns: Recommender systems rely on user data to generate recommenda-
tions. As such, there may be concerns about the privacy and security of user data.

• Biases in recommendations: the recommendations generated by a recommender
system may be biased if the system is trained on biased data or if it relies on outdated
or incomplete information.

• Lack of human expertise: while recommender systems can analyze large amounts of
data, they may lack the human expertise needed to identify complex security threats
or to provide nuanced security advice.

Our goal is to identify and formulate approaches for building recommender systems,
to analyze the existing recommender system methods in other fields, and to evaluate their
applicability to information security.

The main contribution of this article is the initial minimum number of records for
a basic information security decision support system run, characterized by fast speed and
variable multilevel partitioning for system construction, which allows us to define the
protection strategies for a specific anomaly in the data and for different types of attacks.

The remainder of this article is organized as follows: Section 2 gives a description
of previous works on the above topics. Section 3 analyses the construction of the recom-
mender systems used in retail, telecoms, etc., and assesses their applicability in the field
of information security. Section 4 describes the data for the experiment, the hypothesis,
the metrics, and the construction of the recommender system and how it can be applied in
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a production environment. Section 5 discusses the proposed recommender system, and
Section 6 concludes this study.

2. Related Works

The research gap in the field of cybersecurity is the lack of effective and efficient meth-
ods for detecting and responding to cyberattacks, particularly in the context of the Internet
of Things (IoT). Existing approaches often rely on technical and operational measures,
such as firewalls and intrusion detection systems, which can be insufficient in detecting
and mitigating modern cyberthreats.

To address this gap, the authors of [5] propose an improved attack identification
process that aggregates technical and organizational security metrics and detection sources.
This approach can help identify cyberattacks at an earlier stage and can provide a more
comprehensive understanding of the scale of an attack. However, the authors do not
address the limitations of their approach, such as the potential for false positives or the
need for further action after an anomaly is detected.

Another approach to addressing the research gap is the use of recommender systems
in cybersecurity as proposed by the authors of [6]. These systems can provide person-
alized recommendations for cybersecurity responses and mitigation strategies based on
the specific needs and circumstances of an organization. However, the authors note that
there is a lack of cybersecurity recommender applications, highlighting the need for further
research in this area.

The authors of [7,8] also address the research gap by using the UNSW-NB15 dataset
to develop and evaluate intrusion detection frameworks. These frameworks aim to com-
bine a knowledge transfer and resistance to zero-day attacks, including for devices con-
nected to the IoT. However, the authors do not fully address the limitations of their ap-
proaches, such as the need for further action after an anomaly is detected or the potential
for false positives.

To shed light on the research gap and the limitations of the existing approaches, a table
can be used to highlight the methods and shortcomings of other researchers and their
proposed methodologies.

The authors of [9] discuss the growing use of smart grids, which incorporate advanced
technologies to improve power distribution, but also present their vulnerabilities, particu-
larly in cybersecurity. The study identifies the three layers of the innovative grid network
that are vulnerable to cyberattacks: users, the network of smart devices and sensors, and
network administrators. To address these vulnerabilities, the authors propose security
solutions using various methods, including intrusion detection systems (IDSs) based on
deep learning.

However, the study also highlights the limitations and drawbacks of these methods.
For example, the authors note that traditional IDSs are not effective against newly emerging
threats and that deep-learning-based approaches can be computationally expensive and
require large amounts of training data. Moreover, the study acknowledges that there is
a lack of standardization in the field of smart grid cybersecurity, which makes it difficult to
compare and evaluate different approaches.

In contrast, [10] focuses on the importance of network traffic analysis in ensuring the
security of online food-security- and sustainability-related industries. The study proposes
an IDS for SCADA networks based on deep learning which can defend against both
conventional and SCADA-specific network-based attacks. The proposed approach achieved
a high detection accuracy, with the KNN and RF algorithms achieving a near-perfect score
of 99.99% and the CNN-GRU model achieving an accuracy of 99.98%.

The Table 1 highlights the strengths and limitations of the methods proposed in [9,10]:
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Table 1. The strengths and limitations of the methods proposed in [9,10].

Method Strengths Limitations

Traditional IDSs Effective against known attacks Not effective against newly emerging threats

Deep-learning-based IDSs Can handle newly emerging threats Computationally expensive, requires large amounts of training data

KNN High detection accuracy (99.99%) Limited by the quality of the training data

RF High detection accuracy (99.99%) Can be computationally expensive

CNN-GRU High detection accuracy (99.98%) Requires large amounts of training data

The Table 2 includes information on the approach, the research gap it addresses, and
the limitations or drawbacks of the approach.

Table 2. The strengths and limitations of the methods proposed in [3–6].

Approach Research Gap Addressed Limitations/Drawbacks

[3] Improved attack identification Limited scope and potential for false positives

[4] Cybersecurity recommender systems Lack of applications and limited personalization

[5] Intrusion detection frameworks Limited focus on IoT devices and potential for false positives

[6] Beta mixture technique for anomaly detection Limited action after anomaly detection and potential for false positives

Article [11] highlights the growing threat of industrial sector cyberattacks, which
exploit the vulnerabilities of networked machines in the context of Industry 4.0. The rise
in investment in innovation and automation has led to a rise in cybersecurity risks, with
targeted cyberattacks constantly evolving and improving their attack strategies. These
AI-based cyberattacks have the potential to cause exponential damage to organizations.
To address this gap, the study analyzes publications of AI-based cyberattacks and derives
cybersecurity measures to provide insights for developing defenses against potential
future threats.

However, the study also acknowledges the limitations of these measures. For in-
stance, the increasing use of AI in cyberattacks makes it challenging to defend against
unknown attacks. Moreover, the interdisciplinary nature of IoT security requires a collabo-
rative approach involving multiple stakeholders, including cybersecurity experts, network
architects, system designers, and domain experts [12].

The Table 3 highlights the strengths and limitations of the methods proposed in [11,12]:

Table 3. The strengths and limitations of the methods proposed in [11,12].

Method Strengths Limitations

AI-based cyberattack analysis Provides insights into potential future threats Limited by the availability of data and the
evolving nature of AI-based attacks

Cybersecurity measures derived from
AI-based cyberattack analysis

Can be used to make informed decisions
regarding cybersecurity measures May not be effective against unknown attacks

Interdisciplinary approach to IoT security Recognizes the complexity of IoT security and
the need for a collaborative approach

Requires the involvement of multiple stakeholders,
which can be challenging to coordinate

In conclusion, the research highlights the importance of proactive measures in ad-
dressing the growing threat of industrial sector cyberattacks. However, the limitations of
these measures underscore the need for a collaborative approach and ongoing research to
stay ahead of evolving threats. The previous table provides a comprehensive overview
of the strengths and limitations of the proposed methods, providing valuable insights for
future research and cybersecurity strategies.

In [13], the authors discuss the advancements in the connectivity and digitization of
critical infrastructure (CI) systems, which have led to enhanced efficiency, productivity, cost
savings, and quality. However, these improvements also bring forth the risks associated
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with digitalization, such as the generation of more data and increased connectivity. In
order to tackle these risks, appropriate CI security solutions must be developed. The
paper proposes a novel method to predict cyberattacks by utilizing a proactive approach to
identify CI security threats. The foundation of this method is a dataset used to minimize
false-positive alerts and to ensure the accuracy of predictions. Machine learning techniques
based on real data from various CI sectors are employed to train the dataset and to predict
cyberattacks. The prediction mechanism and models depend on factors such as the motiva-
tion of the attackers and the nature of the CI. The accuracy of this approach is contingent on
the quality of the dataset, which can be improved by incorporating more data. This method
can provide valuable insights and information for prioritizing security countermeasures to
management and security professionals.

One limitation of the method proposed in [13] is the reliance on the quality of the
dataset, which may be difficult to obtain or maintain, especially as the nature of cyberthreats
evolves. Additionally, the method may not be adaptable to different CI sectors, as the moti-
vation of the attackers and the nature of the CI can vary significantly between industries.

In [14], the authors discuss the growing threat of cyberattacks on the critical cyberin-
frastructure connected to advanced global networks. This infrastructure, which is complex
and distributed, generates large amounts of sensitive data and is vulnerable to a range
of cyberthreats. The study presents a critical view of the current cybersecurity issues and
proposes new approaches, models, and technologies to enhance cybersecurity. The text em-
phasizes that conventional security protocols are insufficient for addressing the challenges
posed by IoT-based CI and suggests that data science and advanced AI techniques will be
investigated to develop a more comprehensive and persistent model to deal with massive
cyberattacks in the future.

3. Materials and Methods
3.1. Approaches

Machine learning methods used in decision-making algorithms are conventionally
divided into two categories [3]:

• Content methods which analyze the types of attacks;
• Collaborative methods which use collaborative filtering.

In content-based filtering, the system recommends items that are similar to the ones
a user has liked or interacted with in the past. The system uses features or attributes of the
items to determine their similarity, such as text, images, or audio. This method is based on
the assumption that, if a user likes one item, they will also like items that are similar to it.
Content-based filtering is useful when there is a small number of users and a large number
of items, making it difficult to gather collaborative data. It is also useful when the items
being recommended have distinct and measurable features, such as books, movies, or songs.
Content-based filtering can lead to better accuracy and diversity in recommendations, as it
is not influenced by the preferences of other users.

In collaborative filtering, the system recommends items based on the preferences of
other users who have tastes and behaviors that are similar to those of the active user. The
system uses a collaborative matrix to calculate the similarity between users and items,
taking into account the ratings or interactions of all users. This method is based on the
assumption that, if a user likes an item, other users with similar preferences will also like it.
Collaborative filtering is useful when there is a large number of users and a small number
of items, making it easier to gather collaborative data. It is also useful when the items
being recommended have subjective features, such as movies, books, or music, where the
preferences of other users can provide valuable information. Collaborative filtering can
lead to better accuracy and personalization in recommendations, as it takes into account
the preferences of other users with tastes similar to those of the active user.

In summary, content-based filtering is more useful when there are distinct and mea-
surable features of the items being recommended, while collaborative filtering is more
useful when there are a large number of users and subjective features of the items being
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recommended. Both methods have their strengths and weaknesses, and hybrid approaches
that combine both methods can often achieve the best results.

Recommender systems can combine both methods to improve their quality. Content-
based methods are based on the similarity of element attributes, and collaborative methods
calculate the similarity of users’ content data based on the matrix of their interactions.

Within a mathematical model of information security, a content-based method can
use a set of N attacks and a set of M defense strategies that can be recommended to
an information security administrator (Table 4).

Table 4. Content method of the recommender system.

Attack_1 Attack_2 . . . Attack_N

Strategy_1 5 1 . . . 3

Strategy_2 4 4 . . . ?

Strategy_3 2 ? . . . 4

Strategy_4 ? 2 . . . ?

. . . . . .

Strategy_M 1 ? . . . ?

In the corresponding cells, there are numerical values denoting the degree of applica-
bility of the defense strategy for a particular attack on a five-point scale, where 5 means
Strategy_M is optimal for countering Attack_N and where 1 means Strategy_M is not
suitable for protecting against Attack_N.

A learning model for content methods based on retrospective data predicts a particular
strategy for each type of attack.

Collaborative methods work with an interaction or rating matrix [4]. The task of
machine learning is to determine a function which predicts the importance of an information
protection strategy for each attack or for each family of attacks. Such a matrix is usually
very large and sparse, with most values missing [5].

In the approach presented here, the base model could not account for zero-day ex-
ploits [5], which are understood to be methods used by attackers to attack systems with
previously undetected vulnerabilities.

Considering zero-day exploits, the recommender system algorithm could be imple-
mented as follows:

1. Each type of attack/anomaly is represented as a vector of a certain dimensionality.
2. When an attack is detected at the input of a model that is not in the knowledge base,

the attack vector is calculated according to step 1.
3. Using the cosine proximity method [6], the cyberattack from the knowledge base that

is closest to the newly detected one is selected.
4. A protection strategy is implemented according to the information obtained in step 3.
5. The simplest algorithm calculates the cosine or correlation similarity of rows (users)

or columns (elements) and recommends elements that have been selected as KNN [4].

Zero-day exploits pose several challenges to information security:

• Unknown vulnerabilities: Zero-day exploits target previously unknown vulnerabilities
in software, operating systems, or applications. These vulnerabilities are not yet
known to the software vendors or the security community, making it difficult to
defend against them.

• No patches or fixes: Since the vulnerabilities are unknown, there are no patches or
fixes available to address them. This means that organizations and individuals must
find alternative solutions to mitigate the risk posed by these exploits.

• Limited visibility: Zero-day exploits can be difficult to detect and analyze, as they
often use novel techniques and codes that have not been seen before. This limited
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visibility makes it challenging to determine the extent of the attack and the damage
that has been done.

• High risk: zero-day exploits can be highly risky, as they can be used to gain unautho-
rized access to systems and data, to steal sensitive information, or to disrupt critical
infrastructure.

• Difficult to mitigate: Zero-day exploits can be difficult to mitigate, as they often rely on
novel techniques and codes that are not yet understood. This can make it challenging
to develop effective defenses against them.

• Targeted attacks: Zero-day exploits are often used in targeted attacks, where the
attacker specifically targets a particular organization or individual. These attacks can
be highly sophisticated and difficult to detect.

Since zero-day exploits can combine combinations of already known attacks and the
recommender system solves the problem of learning without a teacher, with the proposed
approach, it would be able to identify the common behavior patterns of a new vulnerability
and to show attacks and, consequently, defense strategies that are as similar as possible to
the attacks already carried out rather than ignoring them like existing methods to classify
a limited set of attacks.

Methods based on matrix factorization [7] reduce the dimensionality of the interaction
matrix W of size n × v and approximate it by two or more small matrices with k latent
components, where n is the set of attacks and where v is the set of defense strategies
(Figure 1).
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The matrix factorization method can be described by the following equation [8]:

L =
∣∣∣∣∣∣W − P ∗QT

∣∣∣∣∣∣
2
+ λ(||P||2 + ||Q||2), (1)

rij = pT
i qj = ∑k pikqki, (2)

argminq,p∑i,j

(
rij − pT

i qi

)2
, (3)

where
L is the learning error function of the model;
W is the initial matrix of the interaction between protection strategies and types

of attacks;
P and Q are matrices of the rating of the applicability of current information protection

strategies for a particular information security event;
pikqki are elements of matrices P and Q;
rij is the correlation coefficient between the elements of matrices P and Q.
The features of the matrix factorization method [16] can be formulated as follows:

• Each parameter is updated independently;
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• The loss error function is calculated with respect to each parameter using the following
equation [17]: {

pt+1
ki = pt

ki + 2ζ
(
rij − pt

i q
t
i
)
qt

kj,
qt+1

ki = qt
ki + 2ζ

(
rij − pt

i q
t
i
)
qt

kj,
, (4)

where ζ is the parameter of the protection strategy preference function.
Matrix factorization is a technique commonly used in recommender systems to reduce

the dimensionality of large user–item interaction datasets and to identify latent factors
that can be used to make personalized recommendations. In the context of information
security, matrix factorization can be applied to various problems, such as anomaly detection,
intrusion detection, malware detection, risk assessment, and personalized security.

The most popular learning algorithm is the stochastic gradient descent, which min-
imizes losses through the gradient updating of columns and rows of matrices P and Q,
whose error function is described by the following equation [18]:

∀pi : L(pi) =
∣∣∣∣Wi − Pi ×QT

∣∣∣∣
2 + λ ||pi||2,

∀qi : L(qi) =
∣∣∣∣∣∣Wi − Pi ×QT

j

∣∣∣∣∣∣
2
+ λ ||qi||2,

(5)

where λ is a constant determining the step of parameter change (learning rate). As an
alternative to the stochastic gradient descent algorithm, we could use the method of
alternating least squares, which interactively optimizes the matrices P and Q [19]. Figure 2
shows a matrix of relationships between different events, where “clumps” are marked with
“similar” information security events [20].
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Figure 2. Matrix of associations.

The association matrix rules [21] can be used in a recommendation decision support
system. Elements that are often grouped together are connected by an edge in the graph.
Let us denote the following:

• I as the set of objects;
• D as the base of transactions;
• Smin as the minimum level of decision support;
• Amin as the minimum confidence threshold.

Rules extracted from the interaction matrix must have at least a minimum level of
decision support and a minimum confidence threshold [22] (Figure 3). Support is related to
the frequency of occurrence [23]. High confidence means that rules are violated infrequently.
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The scalability of the rule search can be improved with the APRIORI algorithm [19]
(Figure 3), which examines the state space of possible sets of frequent items and removes
branches of the search space that are not frequent [24].

The main metric for recommendation quality is the normalized discounted cumulative
gain (nDCG) metric [25]. The advantage of this metric is its finiteness: it takes values in the
range [0;1]. The closer its value is to 1, the better the ranking of protection strategies for
a particular event is [26]:

nDCG@K =
DCG@K
IDCG@k

, (6)

where

DCG@K =
K

∑
k=1

2rtrue(π−1(k)) − 1
log2(k + 1)

(7)

takes into account the order of items in the list by multiplying the relevance of an item by
a weight equal to the inverse logarithm of the item number [27], IDCG@K is the ideal value
of DCG metric, and k is the order number in the ranked list.

The normalized discounted cumulative gain (DCG) metric is a metric that is widely
used to evaluate the quality of recommendations in information retrieval and recommen-
dation systems. It measures the usefulness or gain of a recommendation based on the
user’s feedback, such as clicks or purchases. The DCG metric is calculated as the sum of
the gains of all recommendations, where the gain of each recommendation is discounted
by a decaying function of the time elapsed since the recommendation was made. The
discounting factor allows the metric to prioritize more recent recommendations, as they are
considered to be more relevant and useful to the user.

The DCG metric is normalized to ensure that the scores are on the same scale regardless
of the number of recommendations made. Normalization is typically done by dividing
the DCG score by the maximum possible score, which is the sum of the gains of all
recommendations. To assess the quality of recommendations using the DCG metric, we
could compare the score of each recommendation to a threshold value. If the score is above
the threshold, the recommendation is considered to be of high quality and is likely to be
relevant to the user. If the score is below the threshold, the recommendation is considered
to be of low quality and may not be relevant to the user.

Thus, a decision support system for information security tasks can be built using
two methods [28] based on the following:

• Collaborative filtering of information security events;
• Matrix decomposition of the matrix “cyberattack–strategy”.
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Both methods assume that the knowledge base contains retrospective data about the
administrator’s actions when an information security event occurs [29]. However, the
collaborative filtering method is resistant to zero-day vulnerabilities.

3.2. Proposed Recommender System

A general algorithm for conducting research on the construction of a recommender
system in the field of IS is as follows:

1. Review the basic algorithms for building recommender systems, which are widely
used at this moment in all areas of the information industry.

2. Analyze and collect a set of data for the research. A prerequisite is that the dataset must
relate specifically to the specifics of anomaly detection or attack classification in order
to realize a decision support system based on it in the field of information security.

3. Determine the hypothesis and possible variants of the research. Identify the algo-
rithms that can be used to solve the problem. A hypothesis about the possibility of
transferring knowledge about the attacks from the vector space of the features into
semantic form using semantic similarity (cosine similarity and Pearson correlations or
normalized cosine similarity [30]) was formulated.

4. Formulate metrics for evaluating the quality of the developed algorithm.
5. Evaluate the approaches under consideration with respect to maximizing the

quality metric.
6. Describe the advantages and disadvantages of the chosen approach.

4. Experiment

This section identifies the datasets used in this study, the exploratory dataset, the
explanation and reason for the applicability of the quality metrics, and the progress of
the experiments.

4.1. Exploratory Data Analyses

This study examined the UNSW-NB 15 dataset. Unprocessed network packets from the
UNSW-NB 15 dataset were created using the IXIA PerfectStorm software in the laboratory
of the Australian Cyber Security Centre (UNSW Canberra) to create a set of normal real-
world actions and synthetic modern attacks. This dataset allows for simultaneous training
to identify normal system behavior and different types of anomalies.

Using the utility “tcpdump” [31], which captures and analyzes the network traffic,
100 GB of raw traffic was generated. Figure 4 shows the general data collection algorithm
used during the simulation for the implementation of attacks:

• Pcap files were generated using the tcpdump tool;
• The signs of network traffic were extracted with the Argus and Bgo IDS tools;
• Synthetic traces were generated, and records were stored in a database.

This dataset includes data on abnormal system behavior when exposed to nine types
of attacks:

• Fuzzer;
• Analysis;
• Backdoors;
• DoS;
• Worm;
• Shellcode;
• Reconnaissance;
• Generic;
• Exploit.
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Figure 5 shows the distribution of the target variable, which is close to exponential in
shape. We can clearly see that the sample is unbalanced and contains the largest number
of records with normal system behavior as well as data affected by the generic, exploit,
and fuzzer attacks. The smallest number of records contain data affected by backdoor,
shellcode, and worm attacks. Each event is a set of 42 attributes of the system state, which
is represented in the form of a vector of finite dimensionality.
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A hypothesis about the possibility of transferring knowledge about the attacks from
the vector space of the features into a semantic form using semantic similarity (cosine
similarity and Pearson correlations or normalized cosine similarity [31]) was formulated.

4.2. Semantic Proximity Methods

Let us consider each of these methods in more detail:

1. When cosine similarity is used, the closeness of two attacks is calculated as the cosine
of the angle between the vectors corresponding to their rows in the score matrix [32].
Thus, the cosine similarity of users u and v is defined by the following:
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sim(u, v) = ∑i∈I ruirvi√
∑i∈I r2

u,i

√
∑i∈I r2

v,i

, (8)

where rui is the vector element u and rvi is the vector element v.

2. The Pearson correlation coefficient reflects the degree of linear dependence between
two centered vectors. The closeness is determined by the extent to which the system
parameters for the two time sections are similar to each other [33]. For the user vectors
u and v, the correlation coefficient Formula (2) takes the following form:

sim(u, v) = ∑i∈I (rui − ru)(rvi − rv)√
∑i∈I(rui − ru)

2
√

∑i∈I(rvi − rv)
2

(9)

where rui is the vector element u and rvi is the vector element v.

3. The normalized cosine similarity [34] computes the user similarity like the cosine
convergence but does so using the vectors of the deviation in the user ratings from
the average object ratings [35]. Thus, the more similar the user ratings for some object,
the less deviation there is from the “generally accepted” ratings of the object, and the
more similarity the function shows between users [36].

The normalized cosine similarity is a measure of the similarity between two vectors
that is often used in the context of document similarity in information retrieval or text
classification tasks. Given two normalized vectors (i.e., vectors with a length of one) A and
B, the cosine of the angle between them is computed. This cosine value ranges from −1 to
1, where −1 indicates complete orthogonality (no similarity), 0 indicates orthogonality (no
similarity), and 1 indicates complete similarity. The normalized cosine similarity is obtained
by dividing the cosine value by its maximum possible value, which is one, resulting in
a value between zero and one. This normalization ensures that the similarity values are
comparable across different vector lengths and dimensions.

Pearson correlation is a measure of the linear relationship between two continuous
variables. It is based on the covariance of the variables, normalized by their standard devia-
tions, resulting in a value between −1 and 1. A value of 1 indicates a perfect positive linear
relationship; 0 indicates no linear relationship; and −1 indicates a perfect negative linear
relationship. Pearson correlation is particularly useful when the variables are measured on
an interval or ratio scale and they follow a linear trend. It is widely used in various fields,
including finance, psychology, and social sciences, to assess the strength and direction of
the linear relationship between two variables.

After selecting a similarity function for each attack, it is necessary to determine the set
of close attacks K, the estimates of which will add up to the estimate of the object. To do
this, the following approaches are used [37]:

• Setting a threshold: the user whose proximity measure exceeds a certain value is
considered a neighbor.

• Finding the KNN: the set consists of k users with the greatest similarity, where k is
a preselected constant.

The choice between one or another approach is determined by what is more important
for the calculation of the estimate, quality (the first approach) or quantity (the second
approach) [38]. By having a set of close users, we can find the estimate using Formula (4):

r̂ui = ru +
∑i∈I (rui − ru)sim(u, k)

∑i∈I |sim(u, k)| , (10)

where sim(u, k) are the cosine similarity vectors u and k, ru is the mean vector u, and rk is
the mean vector k.

In this study, the events were grouped into clusters using the methods described
above. Each event was represented as a vector of dimension 86. A quality assessment
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was measured using the heap, data homogeneity, and elbow methods. The most sensitive
metrics were the heap and data homogeneity methods.

4.3. The Reliability of the Proposed System

Figure 6 shows the distribution of the five states of the system on a two-dimensional
plane for easier visualization, which was compressed using the principal component
method. The graph indicated below was plotted using the following algorithm: each
event was compared to a known set of one-to-all attacks, the cosine of the proximity was
calculated, and the given event referred to the type of attack that was closest [29]. The
different states of the system are highlighted with different colors: blue—normal, light
green—generic, yellow—exploits, purple—fuzzers, and green—DoS.
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Table 5 compares the three approaches with respect to quality metrics such as unifor-
mity and fidelity. The method based on the cosine closeness of two vectors had the highest
quality metrics. Pearson correlation showed the worst homogeneity of the data in one
cluster. Data homogeneity was defined as the percentage of identical attack families in the
same cluster.

Table 5. Comparison of quality metrics.

Cosine Similarity Pearson Correlation Normalized Cosine Similarity

Homogeneity 76% 64% 72%

Coverage 68% 44% 60%

The advantage of this approach is the independence of determining the similarity
between attack types from the distance between the points in the Euclidean space since this
distance does not determine the angle between the corresponding vectors: the smaller the
angle, the higher the similarity is.

As part of the approach evaluation, the LAST.FM dataset was analyzed to build the
recommender system. The authors of [15] used it to build a hybrid recommender system,
named NRH (Node2vec-side and Ripplenet Hybrid Model), for personalized recommenda-
tions. This dataset includes 92,834 rating data from 1892 users and 17,632 implementers,
and the corresponding knowledge graph contains 15,518 triples with 9366 entities with
60 links. For each user, a vector of their behavior was generated and projected into the
multidimensional space. Table 6 shows the results of the collaborative filtering approaches
and the previously proposed approach. This approach showed a small increase in coverage
(by 1%) and a marked improvement in homogeneity (by 15%).
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Table 6. Comparison of collaborative filtering and an event recommendation approach using
cosine proximity.

Collaborative Filtering An Event Recommendation Approach
Using Cosine Proximity

Homogeneity 64% 79%

Coverage 83% 84%

5. Discussion

As part of this study, the main algorithms of recommendation systems were considered.
The following problems of modern recommendation systems were highlighted [39]:

• The insufficient accuracy of recommendations: A lack of data on users or items can
lead to problems with the accuracy of recommendations. If the system does not have
enough information on user preferences or item descriptions, it may give incorrect
recommendations or miss relevant suggestions. For example, if the user does not have
a large volume of interactions with the system or if the subjects have limited data, then
the recommendations may not be too accurate.

• The problem of the “filtering bubble”: Recommendation systems can create “filtering
bubbles” when recommendations are limited to the preferences and interests of the
user. This means that users may be limited in their experience since the system offers
them only those items or content that match their previous preferences. As a result,
users may miss out on new and diverse offers that might interest them.

• The cold start problem: When a recommendation system encounters new users or
new items, it may experience the cold start problem. This happens when the system
does not have enough information to create relevant recommendations. This makes it
difficult to create accurate recommendations in such situations.

• The problem of a lack of diversity: recommendation systems sometimes tend to offer
items or content that are too similar based on the user’s previous preferences.

• The interpretation of the results: recommendation systems often do not provide
explicit explanations or justifications for their recommendations, which can cause
distrust and dissatisfaction among users.

As mentioned above, most researchers implement various machine learning models
for the early detection of attacks and anomalies, but it is worth paying special attention to
the cases of what to do after a specific attack has been detected and what actions should be
performed. In this study, an approach to building a recommendation system in the field of
information security was proposed rather than an algorithm—a method to detect an attack.
A successful experiment was conducted to build such a system on a specific dataset. The
advantage of the proposed approach is the independence of determining the similarity
between attack types from the distance between the points in the Euclidean space since this
distance does not determine the angle between the corresponding vectors: the smaller the
angle, the higher the similarity is.

The proposed recommender system can be used in a production environment in the
following scenarios:

(1) The configured logging system automatically generates an algorithm for the infor-
mation security administrator’s actions when an anomaly/attack is detected in the
network and, subsequently, when a similar event is detected; it indicates in advance
that event N is similar to a given percentage of an earlier event K, where the given
actions were taken.

(2) The security administrator, while investigating the incident, automatically records the
conclusions on anomaly prevention, and, when a new, very similar event occurs, this
algorithm is immediately shown to the administrator.

There are two limitations:
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• The first is either setting up a good logging system or manually marking, by the
information security administrator, the implemented protection strategies, forming
a so-called knowledge base so that the system can be guided by this knowledge base
when recommending future protection strategies.

• The second is the need for a knowledge base, as the problem of a cold start is acute.

In the future, it is proposed to develop approaches to create a unified base of informa-
tion security strategies in order to level out the limitations identified earlier.

One of the disadvantages of this method is that it requires the periodic verification by
the security administrator of past anomalies to reduce false positives.

However, for a new anomaly/attack, which may combine several previously con-
ducted attacks, this algorithm will produce a set of defense strategies for all the events
that are similar to the current one by a given threshold, which increases the stability of the
system. In addition, this approach allows the semiautomated marking of events.

6. Conclusions

In this study, the approaches to building recommender systems in information secu-
rity were considered. Each approach has its own advantages and disadvantages, but an
important factor in the application of collaborative filtering is its resistance to zero-day
vulnerabilities. The study hypothesized that, by using the semantic proximity of different
types of attacks, it is possible to implement an advisory model to search, rank, and issue
protection strategies which have been applied to similar attacks. For this purpose, the
applicability of the cosine similarity, Pearson correlation, and normalized cosine similarity
methods in building recommender systems in information security was analyzed. The
most qualitative partitioning of attack families was obtained using the cosine similarity
method, with the quality metric being the proportion of homogeneous objects in the same
cluster. Thus, a qualitative partitioning of attack types into clusters based on their semantic
state was obtained, which allowed us to apply the cosine similarity method to determine
the type of attack.
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