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Abstract

:

In recent years, the problem of potential-induced degradation (PID) phenomenon has been deeply associated with solar power issues because it causes serious power attenuation of solar panels and results in lowering its power generation efficiency. Thus, effectively identifying the PID problem from insights of industry data analysis to reduce production costs and increase the performance of power generation is an interesting and important subject for the solar power industry. Moreover, by the traditional standard rule (IEC62804) and the condition of a 96 h testing time, the costs of testing time and assembling materials against PID are very high and must be improved. Given the above reasons, this study proposes a hybrid procedure to organizes four mathematical methods: the mini-module testing, solar cell testing, a settling time, and a neural network, which are named as Method-1–Method-4, respectively, to efficiently solve the PID problem. Consequently, there are four key outcomes from the empirical results for solar power application: (1) In Method-1 with a 96 h testing time, it was found that the large module with higher costs and the mini module with lower costs have a positive correlation; thus, we can replace the large-module testing by the effective mini module for lower cost on module materials. (2) In Method-2 with a 24 h testing time, it was also found that the mini module and the solar cell are positively correlated; this result provides evidence that we can conduct the PID test by the easier solar cell to lower the costs. (3) In Method-3, the settling time achieves an average accuracy of 94% for PID prediction with a 14 h testing time. (4) In Method-4, the experimental result provides an accuracy of 80% when identifying the PID problem with the mathematical neural network model and are obtained within a 2 h testing time. From the above results, these methods succeed in reducing cost of materials and testing time during the manufacturing process; thus, this study has an industrial application value. Concurrently, Method-3 and Method-4 are rarely seen in the limited literature review for identifying PID problem; therefore, this study also offers a novel contribution for technical application innovation.
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1. Introduction


This section first illustrates related issues on potential induced degradation (PID) phenomenon for solar panels, including basic knowledge and research motivation, limitations in previous studies, research intentions, and novelty and contribution of this study.



1.1. Basic Knowledge Related and Research Motivation of the Study


Due to limited natural resources, the energy crisis is a serious issue globally, showing an urgent need for green energy and in particular for solar power. Solar power is vital form of energy, with an unlimited natural resource in inexhaustible supplies because it can continuously convert useful energy from raw sunlight into usable power. In practice, two forms of energy, heat and electricity, are generated through the use of solar panels to real-world use in order to solve the problem of energy crisis. There are two kinds of spontaneous reduction of power generation efficiency in solar panels; one is light-induced degradation (LID) [1,2,3], and the other is potential-induced degradation (PID) [4,5,6,7]. Degradation occurs due to sunlight in LID, but in PID, it is induced by high voltage. Specifically, PID is a phenomenon that negatively affects the cells of photovoltaic (PV) modules, and it causes an accelerated degradation in transformation performance [8,9]. Since PID causes a significant decline in the power of solar cells, it is important to effectively prevent the PID phenomenon in the implemented field. Identifying and solving the related problems of the PID phenomenon is the motivation of this study, in order to provide new and significant insights for both researchers and practitioners.



In previous studies, there has been a focus on the improvement of solar-cell materials to prevent PID [10,11], especially crystalline silicon solar cells [12,13]; thus, control of the base resistivity of materials is one of the methods to reduce PID. Earlier studies have pointed out that the PID problem can be effectively slowed down [14] when the base resistivity is higher. In addition, it is also an effective method to change the reflection index (RI) value of the anti-reflective coating of solar cells [14]; generally, a higher RI value in the anti-reflection coating has better PID resistance. There is a frequently used approach in PID prevention to improve module packaging materials [15]; the main structure of the general module includes front glass, ethylene vinyl acetate (EVA), solar cells, and back-sheet. From the study of Kambe et al. [16], the use of chemically strengthened glass package module can effectively reduce the occurrence of PID. Kapur et al. [17] pointed out that the encapsulation of EVA between the glass layer and the solar panel can also prevent PID. Thus, it is found that if the volume resistivity of EVA is increased or the ionomer film is used, the solar cells can be more resistant to PID [18]. From the descriptions mentioned above, most previous studies contribute to the improvement of materials for lowering the PID phenomenon; however, this method’s shortcoming is time and cost efficiency. Interestingly and importantly, various factors may influence practical PID issues; thus, it is a meaningful issue to effectively recognize the identifiable factors from of the benefiting industry data analysis. This method of appliable data analysis is emphasized in this study.




1.2. Shortcomings and Contributions of Previous Studies and Research Purposes of This Study


Furthermore, we have further reviewed and studied past research [10,11,12,13,14,15,16,17,18], and it is clear that most of the articles are focused on large modules (also known as standard modules) for the PID test. However, there are three influential differences from past studies for different combinations of modules, which contribute different degrees of production variances but result in some shortcomings such as testing time and production costs. (1) Packaging materials of large modules require a larger amount of production costs, which is cost consuming. (2) The factory tested by the mini module instead of the large module can only save costs on module packaging materials. (3) Solar cell testing is mainly to simulate high-voltage stress on the large module for solar power to induce degradation of the solar cell, and then measure the shunt resistance and analyze the PID by measuring results [19], which is both time consuming and costly. Furthermore, the shunt resistance can decrease with testing time [19]; therefore, how to shorten the testing time and accurately predict the PID phenomenon simultaneously is the key objective of this study. It is expected that using an effective method, such as mathematical models, can not only save testing costs, but it can also obtain testing results quicker, thereby overcoming the relevant shortcomings of testing time and production costs.



Given the above reasons, this study first tests and compares the PID phenomenon by sequentially organizing two methods of the large module with the mini module and the mini module with the solar cell. We aim to further propose a third method of a settling time to also test the PID, because the attenuation of parallel resistance for PID is like a capacitor discharge that releases the charge, and solar cell degradation is like a feature pattern. Based on this information, to find out and predict the PID problem in advance by using collected and measured industry data is aligned with application analysis. In addition, from a limited review, the traditional methods for prediction are contributing to the use of intuitionistic fuzzy logic [19] and C-means clustering [20] for industrial data, etc. However, due to the uncertainty and complexity of real-life industry data, the prediction process is filled with a considerable noise, and the problem makes the prediction results of traditional methods less robust. Therefore, an emerging requirement and challenge to cover the traditional methods are focused on an appropriated mathematical algorithm that can eliminate noise and accurately predict the data results of industry applications through some useful values, like generalized tricking eigenvalues. Hereafter, a variety of neural network (NN) structures, such as convolution neural network (CNN) [21,22] or back propagation neural network (BPNN) [23], that can bridge the research gap, because it is like a black box system and can be used for different applications in different industry fields, particularly in those that can be trained only with input and output data without having a well-defined mathematical model framework. Thus, this study uses a good alternative of a NN model as the fourth method to effectively address the PID issues to provide a prevention purpose against the PID problem in advance. Summarily, this study proposes a hybrid procedure to organize four methods, which are named Method-1–Method-4 for easy presentation. This is to drive an effective testing and prediction method from the perspective of industry data application, in order to suitably identify the PID phenomenon with comparative studies, and to enhance solar power performance as a green and clean energy source in this industry.




1.3. Novelty and Contribution of the Study


Importantly, this study proposes a hybrid four-method model in order to achieve the key purpose of reducing costs of materials and testing time during manufacturing process of solar panels; more interestingly, the proposed model is not yet found in past studies on the function of identifying PID for solar power industry. Simultaneously, both the proposed Method-3 and the organized Method-4 were also infrequent in the limited literature review on testing the PID phenomenon of solar panels; this study thus has a novel contribution with a technologically innovative application for industry fields. Afterwards, the experiments are executed in a practical way from a solar power industry perspective, and thus have industrial application value with managerial advantages and benefits. The study concludes with positive novel contributions for both developments of technology and application when compared to previous studies.



The remainder of this study is described as follows: Section 2 reviews the related issues and factors of the PID phenomenon. Subsequently, Section 3 introduces the proposed hybrid procedure of a four-method model, including mini module testing, solar cell testing, a settling time, and a mathematical neural network, for identifying the PID problem. Section 4 presents the empirical results of industry data analysis conducted in the four-method model. Finally, a conclusion and possible future research studies are presented and discussed in Section 5.





2. Literature Review


In this section, we review descriptions of the related research applications concerning background knowledge on the PID issue. This includes the PID phenomenon with a testing application for large modules and prevention applications, as well as the critical factors influencing the PID phenomenon for mini modules.



2.1. PID Phenomenon with a Testing Application Case


The induction-induced decrease in PID electric potential refers to solar module panels composed of solar cells. These panels utilize series and parallel connections on the module board to generate electrical power when exposed to outdoor sunlight. Once the module board generates power outdoors, the sequential connection of multiple solar module panels, leads to an increase in system voltage. This, in turn, causes a spontaneous decline in power induction when the solar module board is exposed to higher terminal voltage. This situation is called the PID phenomenon [3,14]. Figure 1 shows the schematic diagram for the PID effect, which causes a leaked current to make and block the parallel resistance decline. In detail, two images labelled Figure 1a,b are described as follows: (1) Several manufacturing steps, as well as the inherent material quality of solar cells, have been identified as contributing significantly to the degree of PID susceptibility in solar cells. Ion migration is also a mechanism related to PID in photovoltaic modules. Under certain conditions, particularly when subjected to high pressures and temperatures, the migration of ions through the front glass and encapsulant of traditional crystalline silicon PV modules can cause PID, as shown in Figure 1a. (2) Sodium ions naturally exist in the structural glass materials of photovoltaic modules. Under normal operating conditions, these ions remain relatively stationary. However, when the module is exposed to elevated voltage, Na+ ions may drift through the module structure due to the presence of an electric field. The high-temperature conditions often encountered in photovoltaic systems can accelerate this drift. Leakage current can flow from the module frame to the solar cell along several different paths, as shown in Figure 1b. In addition, solar module panels affected by the PID phenomenon can be imaged by Electroluminescence (EL) [24], and can be distinguished from the phenomena of decline. The main reason for the occurrence of the PID phenomenon [25] is that the solar cell after evoking the potential, due to the situation of polar dispersion caused by the leakage of the current after the accumulation of ions, so that the battery is influenced by the evoked current impact, causes damage. The PID decline is a significant phenomenon associated with a decrease in rated power [4]. According to Schütze et al.’s study [4], when a solar panel experiences the PID phenomenon, both the short-circuit current (Isc), represented on the Y-axis, and the open-circuit voltage (Voc), represented on the X-axis, decrease with the maximum power point (MPP) of the modules. This reduction is also influenced by a potential induction decay within the module panel. Moreover, it is worth noting that for crystalline silicon solar modules, approximately 10 square meters are required for each 1 kW installation. If 10 kW is installed, the required space is approximately 100 square meters. According to a survey conducted by the International Energy Agency (IEA), 46% of global terminal electricity consumption is used for motor equipment. In this context, the Integrated Motor & Drive (IMD) can improve operating efficiency and energy-saving benefits; in this context, the use of solar power and the design of drive and control systems becomes crucial. High-efficiency motors must comply with a power range from 0.37 kW to 200 kW, motor voltage < 600 V ± 10%, and a 60 Hz frequency. IE5 is currently the highest level of motor energy efficiency.



Importantly, from the research results of Schütze et al. [4], it is established that the PID phenomenon leads to a decline in the maximum power output of solar module panels, thereby reducing the power generation efficiency of the module board. Therefore, it is absolutely necessary to carry out testing on the PID problem on solar modules. However, the costs of labor and material resources are too large when testing with large-module boards. Given this constraint, a general testing method is recommended by replacing large modules with mini-module panels. This practical approach can reduce the costs of testing time, but it necessitates an increase in the number of samples. Moreover, insights from Wang et al.’s study [26] indicate that a small module (e.g., mini module) is composed of important materials commonly found in solar cell packaging. These materials mainly include glass, packaging material for EVA, solar cells, and a waterproof backsheet.




2.2. Different Testing Methods and Prevention Applications


Accordingly, following the end of Section 1.2, which focuses on green and clean energy sources, reliability becomes a key priority alongside increasing its power generation efficiency. With an increasing demand for solar energy alternatives, recent years have seen an increasing emphasis on attaining both high conversion rates and high stability in these energy sources. Therefore, the reliability testing of solar modules [27] has become an integral part of how to produce dependable batteries for solar module use, as well as pursuing a minimum 25-year lifespan through reliability testing [28,29]. The reliability testing regulations for solar panels are constantly updated, mainly limited by the test regulations in IEC61215 and specified by IEC62804, which was issued in 2015 for the PID test. These regulations aim to ensure that solar panels provide the benefits of stable power generation.



An effective verification method for PID testing is a meaningful concern for promoting the manufacturing process of solar power. There are four types of testing verifications, which can be used for identifying the PID problem.



	(1)

	
Large-module testing the most time- and cost-consumption: As mentioned earlier, most studies addressing the PID phenomenon have focused on packaging solar panels into large modules [30] for further study, although packaging in solar module panels requires coordinating with automatic and semi-automatic machines from the packaging factory; it generally consumes a lot of materials and production costs, including module glass, copper band (ribbon), EVA, waterproof backbone, solar cell panels, and module aluminum frames for packaging testing.




	(2)

	
Mini-module testing with higher costs: In line with current conservation efforts in solar cell factories, PID verification is carried out by saving on material size of the module packaging. This involves downscaling from a large-module board to a single-piece module (i.e., mini module) plate [26] for testing in general factories; although it undoubtedly saves on cost, the tested mini-module board gets discarded without reuse, which is still a cost burden. This real case exposes practical shortcomings of costs in the solar energy industry. In addition, due to the artificial welding, material cutting, and component assembly that mini modules require, it is easy to cause testing measurement errors because of labor operation omissions. Furthermore, the most widely adopted PID test method in practice is the use of mini-module boards, which control the temperature of the test sample at 60 °C, the relative humidity at 85%, and the test time at 96 h, to comply with the IEC62804 standard test regulation [31].




	(3)

	
Solar cell testing with reduced time and cost consumption: Since there is a lack with its the extended testing time and the mass production from solar cell manufacturing line pose a challenge for quickly identifying the quality of the batteries currently produced in regard to their resistance to the PID problem. Thus, the development of a good simulation test should be carried out directly at the solar cell production end, and the use of an effective PID test for solar cell [25] is relatively important in order to meet the requirements of the industry.




	(4)

	
A valuable model with minimal time and cost consumption: In a review of previous studies [4,14], they mainly focused on the differences of high-power point endured by the solar module ends to induce the battery decay phenomenon. To achieve this, a power supply of −1000 volts was used to simulate a series of high-power points for the differences carried out by practical data collection from solar power factories. The interconnected resistance was measured alongside the results in order to conduct the analysis of PID using industry data analysis [18]. Testing with this method, such as a settling time approach and a mathematical NN method, in data applications yields rich insights for a visually oriented effective analysis. This not only can save on cost of the testing, but also can get the testing results faster.









3. Materials and Methods


To minimize the costs of PID testing time, this study effectively proposes a hybrid procedure to organize four mathematical approaches. Thus, this section describes four testing comparisons for the proposed hybrid models on the PID issue, including the mini-module testing, solar cell testing, a settling time, and a mathematical neural network, for identifying PID problem into the following four subsections, respectively.



3.1. Mini-Module Testing


In this subsection, testing mini modules focuses on comparisons between large modules under the problem of PID, in order to verify whether there is positive correlation between mini modules and large modules.



PID susceptibility is tested with IEC62804 standard conditions (i.e., 60 °C, 85% relative humidity, negative bias 1000 V, and 96 h test time), and solar cells with three different RI values are prepared for comparison operation [31,32]. To make the experimental design closer to the general solar cell company’s solar cell design, the selected RI values of the three groups are 2.00, 2.10, and 2.16, respectively. In general, the higher the RI value indicates the denser the anti-reflection layer, the less likely it is to produce the PID phenomenon. Each group takes several large modules and mini modules for highlighting the results of comparison testing. To avoid interference with experimental results in the testing due to material factors, the mini modules use the same packaging material as the panel of large modules. In accordance with the specifications of IEC 62804, if the power measured during the PID testing exceeds 5% compared to the initial value, the module is deemed to have failed the PID test. Importantly, for the part of the mini modules, we add an EL image to observe and measure whether there is the situation of PID failure case. The following mathematical formations are defined as the process for comparison.



	(1)

	
Suppose that the number of large-module tests is   α  , while the percentage of the large module in the pass of PID test is called     α   p   ,   and the percentage of the large module in the failure of PID test is called     α   f   .   That is,     α   p   =   t h e   n u m b e r   o f   t h e   p a s s   o f   P I D   t e s t   α    . Similarly, the number of mini-module tests is   β  , while the percentage of mini modules in the passed PID test is called     β   p    , and the percentage of the mini modules in the failure of PID test is called     β   f   .   Then,     β   p   =   t h e   n u m b e r   o f   t h e   p a s s   o f   P I D   t e s t   β    .




	(2)

	
When       α   p   −   β   p     < 10 %   or       α   f   −   β   f     < 10 %  , it is identified that the testing result of large module and mini module exhibits a positive correlation.




	(3)

	
In the comparison result, if the large module has a positive correlation with the mini-module, the mini-module testing results can be used to analyze, thereby reducing the testing cost of time.







Based on the above process for the mini-module testing approach, the testing result can be identified; thus, the cost of verification time for a positive correlation can be greatly reduced.




3.2. Solar Cell Testing


Afterwards, in the PID testing, due to the testing results distortion caused by personal error in manual welding and packaging, use of a mini module can offer the benefit of cheaper testing costs and more sample data than a large module. Therefore, in order to reduce the potential manual error (usually due to abnormal welding or material contamination), it is important that the solar cell is accordingly used for PID testing in this experiment to determine whether the testing results of the solar cell and the mini module are positively correlated. In the experimental method of setting, experimental comparison tests will be carried out using the solar panels produced in the same batch as in the previous subsection. In this study, we use the PID-simulation tester in order to test the comparison results [18]. When PID phenomenon occurs in solar cells, the parallel resistance shows a decreasing state. If we continuously observe and record the data related to PID testing, it is shown and known that parallel resistance tends to decrease with time. For the solar cell testing approach, we have the following four processes to address it:



	(1)

	
First, when the parallel resistance is less than 100 ohms, it is determined to be a PID failure case.




	(2)

	
Accordingly, this experiment uses the approach of several solar cells for PID testing [25], and the PID testing cells with each group of different RI values are divided into two groups: Group1 and Group2. In order to achieve the experimental target, we increase the number of sample tests for a single PID testing, and each set of testing samples for the different RI values are the numbers that Group1 and Group2 take   γ   slices continuously at different production time points. To improve testing accuracy, we take the same number of cells that the testing is performed on, in order to create the same conditions for a second test. In other words, in each group of RIs, single PID testing is divided into two groups, or Group1 and Group2. Doubling the test number ensures that the experimental planning aligns with the current situation, and data from Group1 and Group2 are continuously obtained at different production times for the two sets of data.




	(3)

	
The number of solar cells in PID testing is called   γ  , and the percentage of the pass case of PID testing is called     γ   p    ; similarly, the number of mini-module tests is also called   β  , and the percentage of mini modules in the pass of the PID testing is called     β   p    . When       γ   p   −   β   p     < 10 %  , it is known as that the testing result of a solar cell is positively related to the mini-module testing result.




	(4)

	
It is assumed that the solar cell and mini module for the PID testing results are positively correlated, and the solar cell can replace mini modules for PID testing, thereby reducing production costs.








3.3. A Settling Time


This subsection mainly discusses a simple settling time analysis method for detecting and calculating the average stable time in order to rapidly detect PID phenomena. First, Figure 2 shows a typical test curve of PID failure cases. Since the solar cells’ resistance attenuation decreases with time, the parallel resistance decreases rapidly at the beginning of the testing, and it becomes stable in the late stage. The falling process of parallel resistance is like the discharge process of a capacitor. The discharge process of the resistance capacitance (RC) circuit is shown in Figure 3. That is, the process of a solar cell’s parallel resistance changing with time is like the discharge process in the RC circuit [33]. Thus, when the discharge voltage reaches 95%, it is at the safe threshold voltage. Given the above reason, this study takes the discharge process of the RC circuit as reference and combines the resistance attenuation characteristic of the solar cells. Thus, this study accordingly defines a settling time analysis method for addressing the resistance attenuation of solar cells. Through the settling time analysis method, the solar cells with PID phenomenon can be effectively found [34]. More importantly, this method can shorten the testing time and improve the production efficiency for the factory by appropriately judging the phenomenon of PID problem earlier.



According to the decline characteristics of solar panel resistance, if solar panel is good for PID resistance, the parallel resistance will not have a great decline after implementing the PID simulation tester; however, if it has the poorest resistance for PID, it is easy to produce PID phenomenon for a solar cell failure case. The solar cells that have the failure cases of PID phenomena will be in the PID simulation testing stage, and its parallel resistance will change dramatically with the test time; in the final stage, its resistance decline will be down to less than 100 ohms. Thus, in order to find out the settling time point of the solar cell, we employed the gaps of resistance change.



Accordingly, we use the following four key mathematical procedures to illustrate and highlight the importance of settling time model in order to effectively identify the PID test in detail:




	(1)

	
First, assume that the measured solar sequential impedance database is defined as   S  , resistance value is defined as   x ( i Δ t )   and   x ( i Δ t ) ∈ S  .   i   is a natural number and   i =   0,1 , 2 , ⋯ , n   ,   Δ t   is a time interval,   S =   x   0   , x   Δ t   , x   2 Δ t   , ⋯ , x   n Δ t     =   x   i Δ t     i ∈ N ∪     0   , 0 ≤ i ≤ n     is defined as sequential resistance data. The sequence database is cut, and the data of   x ( i Δ t )   is obtained. The training data of solar cells with PID is defined as   t  . The testing data of solar cells mixed with PID and without PID are defined as   t  .




	(2)

	
Second, the starting time point of the parallel resistance measured by the PID simulation tester is defined as     T   0    ; its initial value is defined as     R   0   ,   the end detection time point is defined as     T   f     with a     T   R     chips, and the final resistance value is defined as     R   f    . In addition, assuming that     T   S     is a steady-state time point, the corresponding measurement value is     R   S   =     R   f   −   R   0     ∗ 5 % +   R   f    .     R   S       and     T   S     are calculated by the testing data of each solar cell. The average steady-state time value of the steady-state time point is defined as     t   s a v g    . The flow chart for calculating the settling time model is shown in Figure 4, and its training process is described as the following pseudo-codes example.









The training process is formatted with the following pseudo codes for setting the mathematic settling time model into Algorithm 1:



	Algorithm 1: Settling time model



	1. Input: Resistance sequence database S

2. Output: Settling time model with PID test

3. Method:

4.     S   1     = find all seqeunces_PID(S)

5. for each     x   1     i ∆ t   ∈   S   1    {

6.      R   0   =   x   1     0    ;

7.     R   F   =   x   1     F i n a l ∆ t    ;

8.     R   s   = |   R   F   −   R   0   | × 5 % +   R   F    ;

9. find     t   s   (   R   s   )   from     x   1       t   s     =   R   s    

10. add     t   s   (   R   s   )   to     T   s        ;

11. }

12.     t   S a v g   =  Avg (    T   s   )  ; //Settling time of PID








	(3)

	
Third, after receiving the average steady-state time value     t   s a v g    , it searches all the corresponding resistance values in the testing data and calculates the average resistance value. Then, it can be used to judge the threshold value. The mathematical formula is formatted as follows:   Δ R = r ×   R   f   ,   r ∈ Q    ,   Q   is a rational number. The flow chart for optimizing the steady-state time threshold of solar cells is shown in Figure 5.







To further implement the global optimum threshold function of solar cells into Algorithm 2 in detail, its pseudo codes are formatted and described as follows:



	Algorithm 2: Global optimum threshold function of solar cells



	1.   Input :   Resistance   sequence   database   S ,   t   S a v g    , target(S)

2.   Output :   Optimized   threshold   ∆ R   is a resistance value

3. Method:

4. for each   ∆ R ∈   m i n ( x   i ∆ t     f o r _ A l l _ S ) ~ m a x ( x   i ∆ t     f o r _ A l l _ S   )  {

5. for each     x   2     i ∆ t   ∈ S  {

6. if (    x   2       t   S a v g     < ∆ R  ){

7. predictvalue=PID;

8.   e l s e   

9. predictvalue=NoPID;}

10. add predictvalue to predict;

11 }

12.   E r r o r =        ( matrix ( target (  S  ) )   -   matrix ( predict ) )     

13. add Error to GlobalError;

14. }

15. Optimize   ∆ R = ∆ R   m i n   GlobalError     ;   //global optimize threshold value








	(4)

	
Finally, the followed experiment uses the testing data. As long as the impedance in the average steady-state time     t   s a v g     is lower than the threshold of the   Δ R  , it is determined that the test on solar cells has the PID phenomenon. The flow chart for calculating the steady-state test of solar cells is shown in Figure 6 in detail.







In the experiment of settling time model, the relationship between time and resistance can be deduced from the variations in impedance. However, the settling time method can only determine the time point after the resistance has changed; it cannot detect the PID phenomenon during the initial resistance change. It is a core gap that the time required to reach the settling time point often exceeds 10 h, which means along wait is needed for the decay of impedance in the measurement of solar cells. That is, the entire process of measuring solar cells is conducted in the latter part of the process, which results in a relatively high test-time cost. Furthermore, the settling time method demonstrates that the resistance variation characteristics of solar panels during testing can be used to identify solar cells with the PID phenomenon. In the above highlight, the purpose of this experiment is to use the settling time model to make full use of identifying the resistance to change characteristics on solar panels of PID attenuation and to detect solar cells with PID phenomenon in a shorter time.




3.4. A Mathematical Neural Network


Since shortening testing time can reduce costs of production and lead to cost savings, the best results can be achieved in considering multiple inputs of mapping processing capabilities for a single output and the ability to counter the error tolerance of input data, such as mathematical artificial neural network (ANN) models. Considering the priority capabilities of multiple inputs to one output and the resilience against input noise, this study thus employs a mathematical ANN approach to appropriately identify the occurrence of the PID phenomenon for solar cells industry.



Before training ANN works, it is necessary that the training example data, the size of the mathematical neural network model, the number of hidden layers, and the neuron in each layer, be determined in advance; however, the input layer and output layer should be determined according to the type of problems. In the setting of neurons in hidden layer, Kwok and Yeung’s network constructive algorithm is used [35]. This method sets the minimum number of hidden layer neurons and increases the neurons until the error reaches the tolerance range. The structure of the neural network is shown in Figure 7. Moreover, for the constructive algorithm [35] on the number of hidden neurons, its setting method is formatted by the following statements: (1) set the minimum number of hidden layer neurons, (2) increase the neurons, (3) train the networks, (4) stop only until the error reaches the tolerable range, (5) otherwise, increase the number of neurons gradually, and (6) determine the number of neurons.



In the learning process of training a neural network algorithm, the neural network parameters are calculated by forward propagation and reverse backward propagation, respectively. The output is obtained by weighting the input items through the activation function   f ( . )  . The input value of the calculation neuron is the output value of the previous neuron. The value     y   j   l     of the l-th output layer of the neural class can be calculated using the following Equation (1):


    y   j   l   = f (   ∑  i        w   j i   l   y   i   l − 1   ) = f (   n e t   j   l   )    



(1)






    n e t   j   l   =   ∑  i      w   j i   l     y   i   l − 1      



(2)






   f     n e t   j   l     =   max ( 0 , a +   n e t   j   l   )   



(3)







In Equation (2),     n e t   j   l     represents the accumulation of output value weights in the l − 1 layer of the network, and     w   j i   l     represents the weight of the output of the i-th neuron in the l − 1 layer for the input of the j-th neuron in the l layer. The back-transfer process of neural architecture in this article is a supervised learning method. The final output will have a target value d as the purpose of learning to reduce the error between the network input and the target output. The correction process that minimizes the error function E becomes the learning process of the network. The error function E can be expressed by the following equation:


  E =   1   2     ∑  k      (   d   k   −   y   k   )   2      



(4)







In Equation (4),     d   k     is the target output value of the neuron at position k, and     y   k     is the output value of the neuron at position k. In the process of minimizing E, the network will be adjusted by changing the weight value for each training data by the following equations:


  ∆   w   j i   = − η   ∂ E   ∂   w   j i      



(5)






    w   j i   r   =   w   j i   r − 1   + ∆   w   j i   r − 1    



(6)







In Equation (5),   ∆   w   j i     is the adjusted weight, the degree of change is proportional to the weight differential of the error function, and   η   is the learning rate. Finally, through continuous iteration of Equations (5) and (6), the weight values of the neural network can be trained to a robust neural network. In Equation (6),     w   j i   r     is the     w   j i     of the r-th iteration, and   ∆   w   j i   r − 1     is the   ∆   w   j i     of the (r − 1)-th iteration.



In this study, the mathematical neural network is divided into the following three stages: training stage, validation stage, and testing stage. Training data is defined as     T   R    , validation data is defined as     T   V    , and testing data is defined as     T   T    . The data types employed in all three stages are consistent and are composed of independent datasets, aiming to achieve fair and impartial detection purposes. If the training data is 2 or 3 times more than validation data, the experimental results will have a high accuracy [36,37]; if training data is 4 times more than testing data, the results can provide good accuracy [38]. Therefore, the ratio for the training data, validation data, and testing data is set in 4:2:1. Diagram of mathematical neural network data construction is shown in Figure 8. From Figure 8, the training data of this neural network includes datasets A, B, C, D, E, and F, the verification data includes G, H, I, and J, and the final testing data is K. Each piece of data is equal and can be randomly rearranged multiple times for experiments.



The ANN model has the properties of modifiable neural connectivity weight, so that when using the method of mathematical neural network calculation, it is possible to produce characteristics like human ability, giving specific data to train, allowing each group of input to have corresponding output. The ANN model has the following three stages with a detailed explanation for the solar power case.



	(1)

	
(a) First, in the training stage with the study example, the parallel resistance data obtained from the solar cell through the PID simulation tester is used as input layer for input   X =     r   1   ,   r   2   , ⋯ ,   r   n      . For each sampling time in   Δ t   seconds, the number   i   measuring impedance value is defined as   r   i Δ t   =   r   i    , the resistance values from the first to n will be inputted to the nth neurons of input layer.



(b) Under the premise of the initial weight value and the partial weight of the given network, the input value is led to the output layer. Each solar panel is given a set of input   X   and output   Y   data.



(c) Not every training stage can achieve the ideal network weight immediately, and it is necessary that the weight of each connection be constantly adjusted. Therefore, this study uses supervised learning to judge and correct the weight value. Then, we use back propagation neural network (BPNN) [39] to adjust the weight until it can get the result whether there is a PID phenomenon or not.




	(2)

	
In the validation stage, part of the data defined as     T   V     is provided to verify the appropriateness of the parameters and architecture of the training stage. We selected the most suitable neural network architecture as the testing stage of model.




	(3)

	
During the testing stage, the trained and validated mathematical neural network is evaluated using the testing data     T   T     to assess its suitability for real-world industry applications.







The 11 procedure steps of BPNN mathematical algorithms are described as the following: (1) Set the network parameters; (2) adjust the initial network weight and preference values by a random way; (3) gradually calculate the hidden layer and output layer output according to the front feed network; (4) calculate instant error function values; (5) calculate weight correction and preferential value correction; (6) adjust each layer’s weights and preferences values; (7) determine whether there are still training samples; (8) if not, go to verify the Stop principle of the network; if there are still training samples, go back to Step 3; (9) verify whether it is Stop principle; (10) if it does not comply with the Stop principle, go back to Step 3 and continue the calculation; (11) if it complies with the Stop principle, the network stops.





4. Empirical Results of Industry Data Analysis


This section describes a comprehensible experiment result from the four main perspectives (models) of the previous section after implementing a real case data analysis on solar power industry. Narrative discussions of the empirical mathematics results are also found in the following four subsections, respectively.



4.1. Results and Discussions on Mini-Module Testing


In the first subsection, we mainly show comparable results between the large module and the mini module to compare PID testing results based on the IEC62804 standard of testing.



Figure 9 shows the three testing results of different RI values from the difference in the anti-reflective layer in the solar panel for α = β = 10; the anti-reflective layer is a type of optical coating used for reducing reflection. From Figure 9, the Y-axis represents the power decay rate caused by the PID test, the X-axis represents three different RI values, and the red line is the baseline for the test. The point beyond this line represents the module, and its power is decreased by more than 5% because of potential induced attenuation; thus, we can identify and judge that the module is a failure case in the PID test. According to the different RI values of solar cells, 10 large modules (also called standard module) of each group are compared with those of the mini module, and three empirical results are identified. Firstly, it shows that when RI is 2.16, both large modules and mini modules are a PID-pass case. Secondly, when RI is 2.10, five sets of test items is a PID pass case, and the other five groups are a PID failure case. Third, when RI is 2.00, this group is all failure cases in the PID test.



The calculation results from judging whether the large module is positively related to the mini module are presented as follows:




	(1)

	
When RI is 2.16, the number of tests for the large module is 10 and the number of tests passed by PID is 10, then     α   P      = 100%. The number of tests for the mini module is 10, and the number of passed PID tests is also 10,     β   P      = 100%,     α   P      −     β   P     = 0% < +10%. That is to say, the large module and the mini module are positively related to the PID test at RI = 2.16.




	(2)

	
When RI is 2.10, the number of tests for the large module is 10, and the number of pass tests in the PID test is 5,    α   P      = 50%. The number of tests for the mini module is also 10, and the number of pass tests in the PID test is 5,     β   P      = 50%,     α   P   −     β   P      = 0 < +10%. That is also to say, the large module and the mini module are positively related to the PID test at RI = 2.10.




	(3)

	
When RI is 2.00, the number of tests for the large module is 10, and the number of pass tests in the PID test is 0,     α   P      = 0. The number of tests for the mini module is 10, and the number of pass tests in the PID test is 0,     β   P      = 0, and     α   P   −   β   P      = 0 < +10%. That is to say, the large module and the mini module also have a positive relation to the PID test at RI = 2.00.




	(4)

	
Moreover, in this study, 30 pieces of large modules and 30 pieces of mini modules are used for PID validation of three different RI values. In accordance with the IEC62804 standard specification, both sets of testing results are positively correlated. Therefore, the test cost can be initially recognized as successfully reducing material consumption. This has a cost saving effect on the PID test of solar cells.









Furthermore, referring to the phenomenon in Section 2.1, when PID phenomena occurs in the solar cell, we can observe it from the EL image of the solar power, so we process the EL image measurements for all mini-module boards and find out the cases of PID pass or failure; thus, the EL image can be distinguished for the PID test in this study. Because the solar cells selected in the experiment differ in the RI values, the situation is different in the EL image after the PID test. Figure 10 shows the EL image results on the PID test for three different RI values. From Figure 10, there are four highlights identified:




	(1)

	
In the group of RI = 2.16 from Figure 10a, all the EL images show that there is no obvious difference in the images before and after the test.




	(2)

	
In the group of RI = 2.10 from Figure 10b, it is found that when the module is passed through the PID test, some dark shadows appear on the EL image after the test; however, the image of PID failure cases can be clearly detected as black-shade blocks.




	(3)

	
In the group of RI = 2.00 from Figure 10c, because this group is a failure case for the whole number on the testing of the PID, a clear black area is also found in the image of the EL. This image result matches with the previously referenced literature review.




	(4)

	
Finally, with the help of experts, the large module and the mini module perform at different RI values for the PID test, and the testing results are positively related; thus, it is also found out that we can replace the large-module testing with the mini-module PID testing when using the EL image measurements.










4.2. Results and Discussions on Solar Cell Testing


To further verify that the mini module also has a positive relation to the solar cell, the testing time is set at 24 h, based on the recommendation given by reference [18]. Figure 11 shows the test results on the parallel resistance of 20 samples for different RI values. From Figure 11, there are three main benefits defined for comparison of PID test results between mini modules and solar cells. First, under the conditions of 24 h of negative voltage of 1000 V and potential-induced attenuation at a temperature of 60 degrees Celsius, since the parallel impedance is greater than 100 ohms, the 20 sets of solar cells have passed the PID test at RI is 2.16. Second, when RI is 2.10, the testing results for the measurement resistance of the 10 pieces of solar cells are greater than 100 ohms, but the other 10 pieces of solar cells are less than 100 ohms; thus, the testing results show that half of the PID tests have passed, while the others are failure cases. Finally, in a group of solar cells for RI value 2.00, its parallel resistance for 20 pieces of solar cells are less than 100 ohms, so this group of solar cells is a failure case for the PID test.



Similarly, we use the judgment rules presented on Section 3.1 for judging the correlation between the solar cell and the mini module, and four key points are addressed, as follows:




	(1)

	
When RI is 2.16, the number of tests for the solar cell is 20, and the number of passing the PID test is also 20, that is     α   P      = 100%. The number of tests for the mini module is 10 and the number of passing the PID test is 10,     β   P      = 100%, and     α   P      −      β   P      = 0% < 10%. That is, the solar cell and the mini module have a positive relation to the test at RI = 2.16.




	(2)

	
When RI is 2.10, the number of tests for the solar cell is 20, and the number of passing the PID test is 10,     α   P      = 50%. The number of tests for the mini module is 10, and the number of passing the PID test is 5,     β   P     = 50%,     α   P      −      β   P      = 0% < 10%. That is to say, the solar cell and the mini module are positively related to the test at RI = 2.10.




	(3)

	
When RI is 2.00, the number of tests for the solar cell is 20, and the number of passing the PID test is 0,     α   P      = 0%. The number of tests for the mini module is 10, and the number of passing the PID test is 0,     β   P      = 0%,     α   P      −      β   P      = 0% < 10%. That is to say, the solar cell and the mini module are positively related to the test at RI = 2.00.




	(4)

	
By utilizing the simulated testing apparatus provided in the referenced materials and performing the PID verification on solar cells with the same RI value as the solar cell test, this method can successfully show that the solar cell simulation test and the mini module test have positive correlation. This result not only reduces the cost of the PID test but also eliminates testing errors caused by manual operations during the encapsulation of solar cell for solar modules.










4.3. Results and Discussions on the Settling Time


In this subsection, the comparison of test results is shown with the settling time model in order to shorten the PID test time.



First, from the previous data analysis, although the experimental results show that solar cells and mini modules have a positive correlation, a big drawback is that the experiment needs 24 h to obtain the result; it is undoubtedly a cost-ineffective burden. Therefore, this study uses the settling time method to further verify whether other prediction methods can get test results in advance to effectively reduce the cost of testing time.



According to the above conclusions, the PID phenomenon can be predicted by using the parallel resistance data obtained from the PID simulation tester in the PID test. Accordingly, in the 24 h test time, we collect a number of 8641 sample data and 118 pieces of solar cells to be tested. In the 118 pieces, 70 of them show a PID case, while 48 without a PID. Subsequently, the PID phenomenon of solar cells carried out in the settling time model is predicted, and the steps are described as follows:




	(1)

	
48 pieces of solar cells are randomly picked up from the 70 pieces with a PID case, and 30 pieces of solar cells are randomly selected from the 48 pieces as training data.




	(2)

	
Accordingly, perform the above step to replace the testing data repeatedly 10 times, which can find out the average steady-state time point     t   S a v g    .




	(3)

	
In order to find the threshold, 70 pieces of solar cells are selected randomly from 118 pieces, which have mixed with/without a PID problem. Then, 30 pieces are randomly selected from these 70 pieces to use and perform the threshold retrieval. Next, 30 of the remaining 40 pieces are selected at random to test and predict the given data.




	(4)

	
Finally, the previous 3 steps are executed repeatedly 10 times to achieve better prediction accuracy.









In the experimental results, Figure 12 and Figure 13 show the average steady-state time point and testing accuracy in a bar chart. In Figure 12, the X-axis represents the series number of simulation tests for settling time, and the Y-axis represents the steady-state time values (h) of each cell. After implementing the settling time analysis, the average steady-state time is about 14 h from Figure 12, and the hit rate (accuracy) is about 94% from Figure 13; as a result, it is a good outcome.



Finally, the samples with PID phenomenon and without PID phenomenon are tested separately to further verify the testing results of the settling time model. The X-axis represents the number of testing counts for solar cells, and the Y-axis represents the average steady-state time. Figure 14 and Figure 15 show the empirical results of with PID phenomenon and without PID phenomenon in the type of line graph, respectively.



For the partly explained results, this study has confirmed that the solar cell for simulation tests can be positively correlated with the large module of solar testing method. In accordance with the standard test specification, 96 h of testing is still authentically consuming time cost. Therefore, the characteristics of parallel resistance are used to effectively make the settling time analysis. In addition, the test data of 118 pieces used in this study to verify the testing results can achieve on average about 14 h and an average accuracy of about 94%. This outstanding result is significantly less than the 96 h specified by the large module of the PID test.




4.4. Results and Discussions on the Mathematical Neural Network


Although we have used the settling time method to predict the PID phenomenon in shorter time than the practical testing process, it can be tracked that a predicted pattern, which is not presented in this paper due to the difficulty of comprehensive integrity and smoothness, shows a scattered situation when predicting PID phenomenon. Thus, this study further uses a mathematical neural network model to predict PID in order to solve this scattered problem.



In this experiment, we used the data, which is the same as the data used in the settling time model, for parallel resistance values. Testing time is set at 24 h, and the number of sampling data is 8641 (six data per minute, 360 data per hour, totally 24 h of testing data). The cells data of 118 pieces are divided into three groups: training data, validation data, and testing data. The parameters and environment setting are presented as follows: (1) Data range:   ∆ t = 10  , sequential data of parallel resistance for solar cells are sampled every 10 s. (2) Training data:     T   R   = 60  , the parallel resistance sequential data of 60 solar cells are collected as the training data. (3) Validation data:     T   V   = 30  , the sequential data of parallel resistance for 30 solar cells are collected as the validation data. (4) Testing data:     T   T   = 10  , the sequential data of parallel resistance for 10 solar cells are collected as the testing data. (5) Finally, output one result to judge whether there is a PID case. Importantly, the simulations are performed in MATLAB R2011b by using the BPNN method.



Accordingly, when training the mathematical neural network, the accuracy of the neural network with different numbers of neurons in the hidden layer is measured. Figure 16 shows the experimental results of different numbers of neurons in a hidden layer in the type of bar chart. It is found that when the neural network has the highest hit rate, the number of hidden layers is five; therefore, the number of neurons in the hidden layer is determined to be five neurons.



Next, to further compare the accuracy of the inputting time data, the experiment uses 60 training data, 30 validation data, and 10 testing data of the solar cells. The whole training process is repeated 10 times to compare the output accuracy of the mathematical neural network in using different inputting sequential data. When comparing the accuracy between the unvalidated process (without using validation data) and the validated process (with using validation data), Figure 17 and Figure 18 show results of accuracy, respectively. From Figure 17 and Figure 18, it is found that the accuracy of unvalidated process has about 5–10% less than the accuracy with validated process. In Figure 17, accuracies in 0.5 h to 10 h are ranked as the following: 58.76, 67.95, 69.72, 72.08, 72.95, 73.32, 73.78, 74.41, 74.73, 75.16, 75.59, 75.94, and 76.36, respectively; from Figure 18, they are in the order of 65.29, 75.50, 77.47, 80.09, 81.06, 81.47, 81.98, 82.68, 83.04, 83.52, 83.99, 84.38, and 84.84. From the above testing results, it is found that when testing time is prolonged, the accuracy rate of increasing tends to slow down, and the more testing time, the more the accuracy. This situation means that it cannot obtain higher accuracy even if the simulation time is extended. In addition, in the research and development process of solar cells, the testing and verification processes take most of the development time. Therefore, if the accuracy of identifying the PID problem is obtained in a shorter time, it is clear to shorten the testing time of solar cells. When this study uses the mathematical neural network model, it is seen from Figure 18 that the accuracy for testing achieves over 80% within two hours, which is very effective in shortening the PID test time.



Finally, we offer a valuable discussion on the advantages of neural network model. Since the interconnected resistance will decrease with the testing time, how to determine the testing time and accurately predict the test results of PID phenomenon are the focus for experiments in this study. Therefore, we utilize the characteristics and advantages of an artificial neural network for a black box system that only requires input and output data, without the need for the architecture of a well-defined mathematical model to train entire neural networks for identifying the PID phenomenon of solar panels [40]. The neural networks technique is a principal focal point in this study.





5. Conclusions and Future Research


We have proposed a hybrid procedure of implementing four approaches to, respectively, identify the PID problem in order to test and measure their costs of time and materials used for solar power industry. As a whole, there are five main directions addressed to conclusively summarize the study for managerial purposes, as follows:




	(1)

	
For solving the existing shortcomings of previous studies: In order to effectively reduce energy costs, the continuous development of various alternative energies is focused, particularly for solar energy as the most readily available alternative. To provide stable and continuously effective solar energy under the drawbacks of the increasing cost of electricity, it is the first lesson to avoid solar cells with PID phenomenon. Early studies have focused on improving the structure of general modules and the production conditions of solar cells during the manufacturing process. The costly solar cell modules still require verification of the PID phenomenon, which is a heavy cost burden for both solar-cell manufacturers and solar-module manufacturers. Interestingly, most of the methods used to solve PID were to change the material, material size, or thickness to reduce the PID phenomenon; there were no scholars using effective testing methods to reduce material costs and time costs for testing PID. This study has solved these existing gaps in previous studies.




	(2)

	
For showing the numerical results of empirical studies: For the empirical results of real cases, there are five key outcomes achieved. Table 1 lists the empirical results, including time, rank of cost, accuracy, and limitations of the four methods. (a) This study further used 30 large modules and 30 mini modules for PID authentication under three different RI values. In accordance with the IEC62804 standard normative test, the two sets are positively correlated from the testing results; thus, we can replace the large module with a time-consuming test with the mini module with a time-saving test, thereby simultaneously reducing the consumption of material and time in the PID test cost initially. (b) In addition, by referring to the data provided by the PID simulation tester, it is found that mini modules and solar cells test also have a positive correlation in a IEC62804 standard test, and they use the same RI values and successfully performed the PID authentication. This not only reduces of the cost of the PID testing but also avoids the error in the test caused by manual operation of the single solar module packaging. (c) In accordance with the standard test specification, the 96-h test is still a time-consuming cost, so we use the settling time analysis model for the solar cell in the PID test with a change of time and parallel resistance; we used the testing data of 118 solar cells to make further verification. As a result, we obtained an average of about 14 h for testing results with an accuracy rate of 94%, which is far less than the time of the standard PID testing regulation 96 h. (d) We then use the mathematical neural network model to make a PID prediction. According to the results of the experiment, it is shown that under the architecture of the five neurons of mathematical neural networks in hidden layers, about 80% of the prediction accuracy can be achieved within two hours. More importantly, for solar power plant and for the developer, the early testing of product design will save more than 90% of the testing time. (e) From Table 1, in the testing time of numerical results, Method-4 (96 h) → Method-3 (24 h) → Method-2 (14 h) → Method-1 (2 h). Method-1 is best for using testing time less. In the rank of cost of numerical results, Method-4 → Method-3 → Method-2 → Method-1. Method-1 is also best for spending material cost less. In the accuracy of numerical results, Method-4 (100%) → Method-3 (100%) → Method-2 (94%) → Method-1 80%). Method-3 and Method-4 are best for achieving the most accuracy. As for the limitations of the four methods used, the four descriptions are “Test in the high-cost equipment with complicated environment”, “Simpler equipment for a solar cell”, “The equipment with timely data record collected”, and “The equipment with a shorter time data record collected”, for Method-1–Method-4, respectively.



Thus, this method can facilitate development and production of solar cells method based on the above empirical results.




	(3)

	
For reaching a novel technical contribution: This study proposes a hybrid model to integrate a four-method testing of the PID problem. This hybrid model has not yet been proposed for the solar power industry. Moreover, since the proposed Method-3 and used Method-4 are not seen in reviewing the limited literature to effectively identifying the PID problem, this study thus has a valuable contribution for benefiting a technological application innovation.




	(4)

	
For reaching an industrial application contribution: From the study results, these four methods highlight the key components for cost reduction of materials and testing time during the manufacturing process of solar panels in practice. Given the real industrial values, the study has achieved an industrial application contribution of green energy technology with some advanced advantages.




	(5)

	
For doing the future research: Although the empirical results with remarkable advantages of the study have identified many research benefits, it is still necessary to further make more rooms to improve the proposed hybrid method in the near future. Thus, the research direction in the future can be focused on collecting more data or applying other classification methods of artificial intelligence (AI) to analyze the PID phenomenon on solar cells. Then, searching for better algorithms or models, we can achieve better prediction accuracy and shorter test time to reduce PID testing time and increase test accuracy for exceeding 94% accuracy within 14 h or 80% accuracy within 2 h in the future. It is expected that the improvements offer useful references to subsequent researchers and practitioners for pacing a small stone for solar power industry.












 





Table 1. The empirical results of the four methods used.






Table 1. The empirical results of the four methods used.





	Evaluation Item
	Method-1
	Method-2
	Method-3
	Method-4





	Time
	96 h
	24 h
	14 h
	2 h



	Rank of cost
	4 *
	3
	2
	1



	Accuracy
	100%
	100%
	94%
	80%



	Limitation
	Test in the high-cost equipment with complicated environment
	Simpler equipment for a solar cell
	The equipment with timely data record collected
	The equipment with a shorter time data record collected







Note: * For the rank of cost, 4 indicates most costly and 1 refers to least cost.
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Figure 1. A schematic diagram for the PID effect of causing the leaked current to make the downward parallel resistance. (a) Formation of reverse charge in solar cell and (b) leakage current simulation circuit of solar cell module. 
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Figure 2. Diagram of a PID failure case. 
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Figure 3. Discharge process diagram of RC circuit. 
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Figure 4. The training flow chart for calculating the settling time model of solar cells. 
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Figure 5. Flow chart for optimizing the steady-state time threshold of solar cells. 
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Figure 6. Flow chart for calculating the steady-state test of solar cells. 
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Figure 7. A diagram of mathematical neural networks structure. 
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Figure 8. A diagram of neural network data construction. 
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Figure 9. Large-module and mini-module PID test result distribution diagram for α = β = 10. 
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Figure 10. The EL image results of the PID test for three different RI values. (a) Information on EL image for RI = 2.16, (b) Information on EL image for RI = 2.10, and (c) Information on EL image for RI = 2.00. 
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Figure 11. The distribution diagram of PID test results at different RI values for the mini module and the solar cell. 






Figure 11. The distribution diagram of PID test results at different RI values for the mini module and the solar cell.



[image: Mathematics 11 04044 g011]







[image: Mathematics 11 04044 g012] 





Figure 12. The bar chart of the average steady-state time point. 
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Figure 13. The bar chart for the best accuracy (hit rate) of the settling time model. 
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Figure 14. The line graph for settling time model with PID phenomenon. 
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Figure 15. The line graph for settling time model without PID phenomenon. 
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Figure 16. The bar chart for hit rate on different number of neurons in the hidden layer. 






Figure 16. The bar chart for hit rate on different number of neurons in the hidden layer.



[image: Mathematics 11 04044 g016]







[image: Mathematics 11 04044 g017] 





Figure 17. The bar chart for hit rate without using validation data. 
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Figure 18. The bar chart for hit rate using validation data. 
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