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Abstract: In the face of problems such as information overload and the information cocoon resulting
from big data, it is a key point of current research to solve the problem of semantic fuzziness of
online reviews and improve the accuracy of personalized recommendation algorithms by using
online reviews. Based on the advantage of the probabilistic language term set to deal with fuzzy
information and the historical data of online hotel reviews, this paper proposes a collaborative
filtering recommendation algorithm for hotels. Firstly, the text data of hotel online reviews are
crawled by a crawler and processed by jieba and TF-IDF tools. Secondly, the hotel evaluation attribute
set is constructed, and the sentiment analysis of the review statements is carried out with the help
of the HowNet sentiment dictionary and manual annotation method. The probabilistic language
term set is used to classify the data and derive statistics, and the maximum deviation method is
used to determine the weight of each attribute. Then, the cosine similarity formula is fused with
the modified cosine similarity formula to calculate the similarity and construct the decision matrix.
Finally, combined with the historical data of the user’s hotel selection, the hotel recommendation
results are generated. This paper collected review data from 10 hotels in Macau from the official
“Ctrip” website. The proposed recommendation algorithm model was then applied to process and
analyze the data, resulting in the generation of a ranked list of hotel recommendations. To validate
the accuracy and effectiveness of this research, the recommendation results were compared with
those produced by other algorithms.

Keywords: hotel recommendation; probabilistic language term set; modified cosine similarity; cosine
similarity; online review

MSC: 68T09; 94A16

1. Introduction

With the continuous development of Internet technology and the widespread applica-
tion of e-commerce, people’s consumption patterns have gradually shifted from offline to
online. As the pandemic subsides, there is a growing demand for travel, and users can book
hotels online through various platforms [1]. However, the explosive growth of data has
led to the increasingly serious problem of “information overload,” making the extraction
of useful information from massive data increasingly important [2]. Online reviews can
assist users in hotel selection, but when faced with a large amount of hotel information
and online reviews, users often find themselves in a dilemma. Personalized recommenda-
tion systems can help users choose suitable hotels by mining user preferences and hotel
features. Research has shown that collaborative filtering recommendation algorithms are
more suitable and widely used in hotel recommendations [3].

Online reviews contain information such as user preferences and hotel features and
have strong interpretability. They have been widely used in hotel recommendation algo-
rithms. Determining how to extract user preferences and hotel features from online reviews
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is crucial to improving the accuracy of hotel recommendation algorithms [4–6]. Tao et al. [7]
conducted an instance analysis of hotel online reviews using the λ-fuzzy measure and the
Choquet integral operator, considering the correlation between different features, and gen-
erated hotel recommendation rankings for travelers. Wang et al. [8] used statistical methods
to construct a recommendation index based on online reviews to generate recommendation
results. Cui et al. [9] built a scenario-based user profile, calculated similarity using the
improved P-J correlation coefficient, and proposed a collaborative filtering recommenda-
tion algorithm. Qian et al. [10] applied uncertain variables and uncertain sets to design a
sentiment analysis model, analyzed user preferences, and designed a new nearest-neighbor
search method based on the sentiment analysis model to generate recommendation results.
Li et al. [11] proposed a hybrid approach that used the LSTM (long short-term memory)
algorithm to calculate user preference information from online reviews and combined it
with matrix decomposition recommendation algorithms to improve recommendation accu-
racy. Cao et al. [12] established a CNN sentiment classifier to classify emotions in online
review text, then merged the classification results into user ratings, improving collaborative
filtering algorithms.

However, due to the strong semantic ambiguity of online review information and the
presence of malicious reviews, the above methods have their limitations. In the field of
natural language processing, scholars such as Pang [13] have proposed the concept of the
probabilistic linguistic term set (PLTS) as an effective tool for handling fuzzy information.
PLTS can describe the importance of different evaluation terms and has been used to
solve problems such as sentiment analysis, text classification, and information retrieval,
and has been widely applied in hotel reviews [14], engineering evaluation, logistics man-
agement, medical services [15], and other fields. Some researchers have combined PLTS
with recommendation algorithms. Zhou et al. [16] used PLTS to extract user emotions
from review information, proposed a VIKOR-based probabilistic linguistic multi-criteria
decision-making method, and conducted experimental analysis using movie informa-
tion recommendations. Chen et al. [17] proposed a user-friendly function to transform
personalized semantics of online reviews into probability distributions corresponding to
user ratings. They constructed a probability language rating matrix and used integrated
probabilities to represent the fuzziness of trust, proposing a user collaborative filtering
recommendation algorithm based on probability language and dual trust networks. Cui
et al. [18] used PLTS to aggregate user preferences from online reviews while eliminat-
ing ambiguity in online reviews. They calculated similarity using the cosine similarity
formula and generated recommendation results. In the above studies, there is room for
improvement in the richness of the user sentiment hierarchy extracted from online reviews
(using five-granularity linguistic terms), and the similarity calculation formulas used did
not consider the influence of the evaluation scale, resulting in limited differentiation of
evaluation results.

To address the above issues, this paper proposes a collaborative filtering recommen-
dation algorithm based on a probabilistic linguistic term set (PLTS). When extracting
user sentiment from online reviews, a seven-granularity linguistic term is used to more
accurately reflect user preferences in online reviews and improve the accuracy of recom-
mendation results. In attribute weight calculation, the maximum deviation method is used
to determine attribute weights. In similarity calculation, given that a single cosine similarity
calculation tends to be optimistic [19], while corrected cosine similarity calculation tends
to be pessimistic, a fusion similarity calculation formula is used, taking into account the
influence of the evaluation scale, to improve the quality of the recommendation algorithm.

2. Preliminaries
2.1. Probabilistic Language Term Set

In 2016, Pang et al. [13] proposed the probabilistic linguistic term set (PLTS), which uses
probability distributions to represent different levels of importance of linguistic evaluation.
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Lin and Xu [20] proposed the standardization of PLTS, the distance formula, and other
related theories.

Definition 1. Assuming that S = {sα|α = −τ, · · · ,−1, 0, 1, · · · , τ} is a Linguistic Term Set
(LTS) where τ is a positive integer, then the probabilistic linguistic term set L(p) can be defined as:

L(p) =
{

Lk
(

pk
)∣∣∣Lk ∈ S, pk ≥ 0, k = 1, 2, · · · , #L(p), ∑#L(p)

k=1 pk ≤ 1
}

(1)

where Lk represents the kth term, pk is the probability of the kth term, and Lk
(

pk
)

represents

the language term Lk with a probability value pk. #L(p) represents the number of terms in the
probabilistic language term set L(p).

With reference to [18], it is assumed that there is a linguistic term set:

S =

{
s−3 : Extremely poor, s−2 : Very poor, s−1 : Poor,

s0 : Generally, s1 : Good, s2 : Very good, s3 : Extremely good

}
If 40% of the users give a “Very good” rating of the hotel, 45% give a “Generally” rating of the

hotel, and 15% give a “Poor” rating of the hotel, then there is L(p) = {s−1(0.15), s0(0.45), s2(0.4)}.
The sum of the term probabilities in PLTS is ∑

#L(p)
k=1 pk. When ∑

#L(p)
k=1 pk = 1, this PLTS is

called the complete probabilistic language term set; when ∑
#L(p)
k=1 pk < 1, this PLTS is called the

incomplete probabilistic language term set. In PLTS operation or information aggregation, the
existence of an incomplete PLTS will lead to the loss of the final information and the inaccuracy of
the result, so it is necessary to standardize the incomplete PLTS before the operation or information
aggregation. Pang’s standardized formula is as follows:

L̃(p) =
{

Lk
(

p̃k
)∣∣∣k = 1, 2, · · · , #L(p)

}
(2)

where p̃k = pk

∑
#L(p)
k=1 pk

.

Definition 2 [13]. When the number of terms in two probabilistic language term sets is different, it
will increase the difficulty of calculation and comparison. Therefore, it is necessary to standardize the
number of terms in the two probabilistic language term sets, fill in the missing terms, and make the
number of terms in the two probabilistic language term sets the same. The supplementary process is
as follows:

Suppose there are two arbitrary sets of probabilistic language terms Ln(p) and Lm(p).
Ln(p) =

{
Lk

n

(
pk

n

)∣∣∣k = 1, 2, . . . , #Ln(p)
}

, Lm(p) =
{

Lk
m

(
pk

m

)∣∣∣k = 1, 2, . . . , #Lm(p)
}

,
#Ln(p) and #Lm(p) the number of terms for Ln(p) and Lm(p), respectively. When the num-
ber of the two is not equal, the missing parts needs to be completed. If #Ln(p) > #Lm(p), then the
language terms #Ln(p)− #Lm(p) are added to Lm(p), and the added element is the smallest term
in Lm(p), and its probability is 0, and vice versa.

Definition 3 [13]. Assume that the probability of two arbitrary linguistic term set Ln(p) and
Lm(p), Ln(p) =

{
Lk

n

(
pk

n

)∣∣∣k = 1, 2, . . . , #Ln(p)
}

, Lm(p) =
{

Lk
m

(
pk

m

)∣∣∣k = 1, 2, . . . , #Lm(p)
}

,
and #Ln(p) = #Lm(p), the distance Ln(p) and Lm(p) as follows:

d(Ln(p), Lm(p)) =
√

∑#Ln(p)
k=1 (pk

nrk
n − pk

mrk
m)

2/#Ln(p) (3)

where rk
n and rk

m represent subscripts of the language terms Lk
n and Lk

m, respectively, and satisfy the
following properties:

(1) d(Ln(p), Ln(p)) = 0;
(2) d(Ln(p), Lm(p)) = d(Lm(p), Ln(p)).
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2.2. Cosine Similarity

Cosine similarity is used to calculate the distance between two vectors, mainly by
calculating the cosine value of the angle between two vectors to calculate the difference
between them [21].

Definition 4 [22]. Assume that there exists an arbitrary set of probabilistic language terms
Li(p) = Lk

i

(
pk

i

)∣∣∣k = 1, 2, · · · , #L(p), (i = 1, 2, · · · , n) , where Lk
n, Lk

m ∈ S. Set C represents the

properties of the hotel, C =
{

cj
∣∣c1, c2, . . . , cn

}
; then, according to the cosine similarity formula,

under the same attribute cj, the formula for the similarity between Ln(p), Lm(p) two probabilistic
language term sets Simcs(Ln(p), Lm(p)) is as follows:

Simcs(Ln(p), Lm(p)) =
∑

#L(p)
k=1

((
τ(Lk

n pk
n)/τ

)(
τ(Lk

m pk
m)/τ

))
√

∑
#L(p)
k=1

(
τ(Lk

n pk
n)/τ

)2
√

∑
#L(p)
k=1

(
τ(Lk

m pk
m)/τ

)2
(4)

where τ(Lk
n pk

n)/τ and τ(Lk
m pk

m)/τ represent the respective score sets of hotel n and hotel m under the
attribute cj , respectively. The cosine similarity satisfies the following properties:

(1) Simcs(Ln(p), Lm(p)) = 1;
(2) Simcs(Ln(p), Lm(p)) = Simcs(Lm(p), Ln(p)).

2.3. Modified Cosine Similarity

Modified cosine similarity is a variant of cosine similarity. Although cosine similarity
can be used to measure the difference between two vectors [21], it pays more attention to
the relationship between vector angles and is insensitive to the absolute values of specific
data such as size and length. Therefore, in 2001, Sarvar et al. [23] proposed the concept
of modified cosine similarity, and subtracted the average value of corresponding features
in the calculation to reduce the problems caused by these deficiencies. Considering the
influence of the degree of scoring bias on the score [24], the calculation of similarity is
more reasonable.

Definition 5 [23]. Assume the existence of an arbitrary set of probabilistic language terms
Li(p) = Lk

i

(
pk

i

)∣∣∣k = 1, 2, · · · , #L(p), (i = 1, 2, · · · , n) , where Lk
n, Lk

m ∈ S, Set C represents

the properties of the hotel, C =
{

cj
∣∣c1, c2, . . . , cn

}
. Under the same attribute cj, according to the

modified cosine similarity formula, Ln(p) and Lm(p) can obtain the similarity between the two
probabilistic language term sets Simacs(Ln(p), Lm(p)); the formula is as follows:

Simacs(Ln(p), Lm(p)) =
∑

#L(p)
k=1

((
τ(Lk

n pk
n)/τ − τn

)(
τ(Lk

m pk
m)/τ − τm

))
√

∑
#L(p)
k=1

(
τ(Lk

n pk
n)/τ − τn

)2
√

∑
#L(p)
k=1

(
τ(Lk

m pk
m)/τ − τm

)2
(5)

where τn and τm represent the respective average score sets of hotel n and hotel m, respectively, and
the modified cosine similarity satisfies the following properties:

(1) Simacs(Ln(p), Lm(p)) = 1;
(2) Simacs(Ln(p), Lm(p)) = Simacs(Lm(p), Ln(p)).

3. Materials and Methods
3.1. Model Proposal

With the widespread development and adoption of various travel apps and websites,
tourists often refer to evaluations of hotels by other users. They combine these evaluations
with their own preferences for hotel attributes such as service, price, and location when
assessing and choosing hotels. However, due to time constraints and the abundance of
hotel review information, tourists can only access a portion of the information, leading to
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a lack of comprehensive and objective assessments of hotels. Addressing the challenge
of providing valuable information to tourists from vast amounts of data is essential, and
recommendation algorithms are a commonly used approach to solve this problem.

Considering the aforementioned issues, current research on hotel recommendation
algorithms rarely integrates users’ historical data, such as textual reviews. Furthermore,
probabilistic linguistic term sets (PLTSs) exhibit favorable characteristics. They can ef-
fectively capture users’ perceptions and intentions from textual data, enabling precise
recommendations. Hence, this paper proposes a model that combines PLTS with online
reviews to enhance the accuracy of hotel recommendation algorithms. This model consists
of three main modules.

Module 1: Sentiment Analysis.
Using the jieba tool for tasks such as word segmentation and part-of-speech tagging,

the original review text is processed. Sentiment words and intensity adverbs are analyzed
to construct the PLTS for the review text.

Module 2: Attribute Weight Calculation and Similarity Computation.
Based on the PLTS of the review text, attribute weights and similarities are computed

to obtain a hotel similarity evaluation matrix.
Module 3: Prediction and Recommendation.
Utilizing the hotel similarity evaluation matrix based on the probabilistic linguistic

dataset and incorporating user historical data, the model generates a recommendation list.

3.2. Material and Methods

With the large-scale development and popularization of various tourism software
packages and websites, tourists prefer to read other users’ evaluation of hotels and evaluate
and choose hotels based on their own preferences for hotel attributes, such as service, price,
and transportation. However, due to the limited time and the large amount of hotel review
information, tourists can only obtain partial information and lack a comprehensive and
objective evaluation of the hotel. Determining how to provide tourists with valuable infor-
mation from a large number of data is an urgent problem to be solved, and recommendation
algorithms are common used to solve this problem.

In this paper, the set H = {hi|h1, h2, . . . , hm} will be employed to represent the set of
hotels, while the set

{
cj
∣∣c1, c2, . . . , cn

}
will represent the hotel attributes that users consider

when referencing other users’ review information during the hotel selection process. A
large number of online review texts are processed based on the probabilistic language term
set, and after obtaining useful information, the system will recommend multiple hotels
according to the historical data of hotel selection by tourists. The specific idea is shown in
Figure 1.

3.3. Data Acquisition and Preprocessing

After determining the research content, the data will be crawled and processed to
prepare for the subsequent recommendation algorithm. The specific steps are shown in
Figure 2.

3.3.1. Data Crawling

In this paper, Python 3.6 is used to crawl the hotel review data of a tourism website in
the same period of time, and the set H represents the hotel set, that is,
H = {hi|h1, h2, . . . , hm}, where m is the number of hotels. Each hotel is crawled for l
review information, which is exported to a csv file.

3.3.2. Online Comment Text Processing

After obtaining the review data, the jieba tool performs word segmentation and parts-
of-speech tagging processing on the original review text. In addition, we select and refer to
the stop word table UTF-8 provided by IKAnalyzer to delete words with little or no value,
such as modal words and function words, so as to reduce the interference of stop words on
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sentence analysis, and the sentences with ambiguous semantics are processed manually.
After word segmentation and stop word processing, the words describing hotel attributes
and evaluation in the review are obtained. In this paper, Zk

i = zk1
i , zk2

i , · · · , zkm
i , · · · , zkp

i
represents the word set of the k comment statement of the i hotel, and zkm

i represents the m
word in the word set Zk

i .
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3.3.3. Word Analysis of Hotel Evaluation

(1) Construct word knowledge base

As there is currently no sentiment dictionary specifically for hotel review analysis,
this paper developed its own vocabulary for this model, which was constructed by a
professional familiar with the web terminology of online hotel reviews, by manually
examining the review content. Tourists’ online evaluations of hotels generally involve
multiple attributes of the hotel and represent different attitudes, such as the attitude
towards hotel facilities and services, as shown in Table 1. By looking at online reviews of
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various hotels, we can identify the attribute objects evaluated in the reviews and judge
their tendency fields. After consulting experts, we finally built a word knowledge base for
analyzing hotel reviews [25].

Table 1. Categories of words for hotel evaluation.

Category Definition Example

Attribute words Words that describe some aspect of a hotel “service”, “facilities”, “price”, etc.

Emotional words Words that express emotional attitudes towards
hotel properties “comfortable”, “convenient”, “affordable”, etc.

Adverb of degree Words that modify emotional words and express
emotional levels “very”, “very”, “quite”, etc.

(2) Establish standard attribute words
In the model, the attribute words in the reviews reflect the tourists’ attention to some

aspects of the hotel when choosing the hotel, but the expression of the attributes is slightly
different. Therefore, before the analysis and processing of the attribute words, the word
frequency of the reviews is analyzed, the standard attribute words are selected, and the
common attribute words are classified. The properties of the hotel are represented by the
set C, C =

{
cj
∣∣c1, c2, . . . , cn

}
, and Zk

ij is used to represent the set of attribute words involved

in the comment k of the i hotel, Zk
ij = zk

i1, zk
i2, · · · , zk

in. Assuming that zc
j represents the

common attribute words in the comment, and zc
j represents the selected standard attribute

words, the similarity between zc
j and zc

j is calculated according to the calculation method of
semantic similarity in the Synonymous Word Forest [19], and the common attribute words
are transformed into standard attribute words.

(3) Determine sentiment analysis rules

Since the expression of comments is highly flexible, the HowNet sentiment dictionary
and manual annotation methods are used for sentiment analysis of comment statements [22].
In the analysis of hotel emotion words, in addition to the positive and negative emotion
analysis, 7-granularity is also adopted to distinguish the degree of emotion. As shown in
Table 2 below, the positive and negative of emotion words express the tourists’ positive,
neutral, or even negative attitudes towards the hotel, while the degree adverbs describing
emotion are mainly used to describe the intensity of the attitude, such as “extremely”,
“very” and other degree adverbs.

Table 2. Reference for emotion analysis and intensity ranking of emotion word classification scale.

Example of Expression Scale Expression and Intensity Ranking Example

Positive emotion s1 < s2 < s3 “Clean”, “comfortable”, “cost-effective”, etc.
Neutral emotion s0 “Ok”, “average”, etc.

Negative emotion s−3 > s−2 > s−1 “Dirty”, “noisy”, “disorderly”, “remote”, etc.

In this paper, we construct a more detailed 7-granularity classification of emotion words,
transform emotion adverbs into 7-granularity language terms, and explore the intensity of
emotion words. Suppose S is a 7-granularity size scale set, S = {s−3, s−2, s−1, s0, s1, s2, s3},
where the positive and negative signs of the s subscript represent positive and negative
emotions, respectively, s0 represents a neutral attitude, and the number of subscripts
represents the degree of attitude. The larger the number, the stronger the attitude. s−3
represents “very poor”, s−2 represents “very poor”, s−1 represents “bad”. s0 represents
“general”, s1 represents “good”, s2 represents “very good”, s3 represents “very good”.

In order to make the degree of positive and negative emotions more accurate, the
division method follows the following rules:

(a) Positive or negative words without degree adverbs are classified as s−1 or s1;
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(b) Other degree adverbs are uniformly classified as s−2 or s2 according to the classifica-
tion of emotion words;

(c) Emotion intensity words containing “extreme”, “invincible”, “only”, and “very” are
classified as s−3 or s3 according to the positive and negative direction of emotion words.

3.3.4. Conversion of Online Comments

After the hotel reviews are preprocessed, the data are described and counted using
probabilistic language term sets (PLTSs). After data crawling, the attributes in the q review
data of each hotel are transformed with language terms, and all attributes and the frequency
of language terms are counted. This is represented by a probabilistic language term set,
which is divided into the following three steps, as shown in Figure 3:
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Step 1: Assume that hotel k exists, analyze its review text set Zk
i = zk1

i , zk2
i , · · · , zkm

i , · · · ,

zkp
i , attribute word set Zk

ij = zk
i1, zk

i2, · · · , zk
in, and then transform the emotion words in the

evaluation text into 7-granularity language terms according to the rules.
Step 2: Calculate the frequency Sumj

sα of each evaluation language term in each
attribute word, and count the total frequency Sumcj of each attribute cj.

Step 3: Calculate the evaluation term probability p(α) of attribute words. The calcula-
tion formula is shown in Formula (6). After calculating the p(α) of all attribute words, use
the probabilistic language term set Lij(p) to describe the evaluation set of the jth attribute
of the i hotel.

p(α) =
Sumj

sα

Sumcj

(6)

3.4. Steps for Recommendation Algorithms

After the comments are converted into a probabilistic language term set, the recom-
mendation algorithm will be constructed. The specific steps are shown in Figure 4.
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Step 1: Construct evaluation matrix

The evaluation matrix P of the hotel is constructed to describe the obtained probabilis-
tic language term set. Lij is used to represent the evaluation information about the hotel hi
attribute cj. i ∈ [1, m], j ∈ [1, n], i and j are integers.

P =


L11(p) L12(p) · · · L1n(p)

L21 · · · · · · L2n(p)
...

...
...

...
Lm1 Lm2 · · · Lmn(p)


Step 2: Determine the attribute weights

Each tourist has different needs for hotels, so they will pay different degrees of
attention to the attributes of hotels [18]. In this paper, the maximum deviation method is
adopted to determine the attribute weight. In general, the greater the attribute weight, the
greater the deviation degree between hotels, and the stronger their attribute differentiation
degree [20]. Assuming that there is a hotel hi, under the same attribute cj, the deviation
degree between the hotel hi and other hotels is first calculated, and then the total deviation
degree between the hotel hi and other hotels is calculated. Secondly, the total deviation of
attributes in the evaluation matrix is calculated, and the maximum deviation optimization
model is constructed. Finally, the Lagrange function is used to solve the problem, and the
standardized attribute weights are obtained. Specific calculations are as follows:

Suppose that there is an attribute weight set w =
{

wj
∣∣j = 1, 2, · · · , n

}
. According to

Formula (3), under attribute cj, the deviation degree between hotel hi and other hotels is:

dij(w) = ∑m
l=1,l 6=i d

(
Lij(p), Ll j(p)

)
(7)

where d
(

Lij(p), Ll j(p)
)
=

√
∑

#Lij(p)
k=1 (p(k)ij r(k)ij − p(k)l j r(k)l j )

2
/#Lij(p).

The total deviation degree between hotel hi and each hotel is:

dj(w) = ∑m
i=1 dij (8)

In the evaluation matrix P, the total deviation degree between all attributes is:

dP(w) = ∑n
j=1 wjdj (9)

The maximum deviation optimization model is constructed as follows:maxdP(w) = ∑n
j=1 wj ∑m

i=1 ∑m
l=1,l 6=i d

(
Lij(p), Ll j(p)

)
∑n

j=1 (wj)
2 = 1, wj ≥ 0

(10)

Then, the Lagrange function is constructed to solve the model:

L(w, λ) = ∑n
j=1 wj ∑m

i=1 ∑m
l=1,l 6=i d

(
Lij(p), Ll j(p)

)
+

λ

2

(
∑n

j=1 (wj)
2 − 1

)
(11)

Finally, the normalized attribute weights are obtained:

wj =
∑m

i=1 ∑m
l=1,l 6=i d

(
Lij(p), Ll j(p)

)
∑n

j=1 ∑m
i=1 ∑m

l=1,l 6=i d
(

Lij(p), Ll j(p)
) (12)
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Step 3: Construct the similarity matrix

The method of weighted similarity is used to calculate the similarity between hotels,
that is, the similarity of two hotels under the same attributes is first calculated, and then the
weight of attributes is added to calculate the weighted similarity, and finally the similarity
matrix between hotels is constructed, from which the similarity between the two matrices
can be directly observed.

In view of the fact that the cosine similarity calculation results tend to be optimistic [19],
while the modified cosine similarity calculation results tend to be pessimistic, this pa-
per adopts a compromise and an improved similarity calculation formula, as shown in
Formula (13), where α is the adjustment coefficient:

Sim = αSimcs + (1− α)Simacs (13)

(1) According to Formula (13), calculate the similarity of hi and hl of two hotels under
the same attribute cj, #Lij(p) = #Ll j(p),

Sim
(

Lij(p), Ll j(p)
)
=

1
2

Simcs

(
Lij(p), Ll j(p)

)
+

1
2

Simacs

(
Lij(p), Ll j(p)

)
(14)

(2) The weighted similarity between the two hotels is obtained according to the
attribute weights.

Sim(hi, hl) = ∑n
j=1 wj × Sim

(
Lij(p), Ll j(p)

)
(15)

(3) Construct the hotel similarity matrix M:

M =


Sim(h1, h1) Sim(h1, h2) · · · Sim(h1, hm)
Sim(h2, h1) Sim(h2, h2) · · · Sim(h2, hm)

...
...

...
...

Sim(hm, h1) Sim(hm, h2) · · · Sim(hm, hm)


Step 4: Hotel recommendation ranking

According to the similarity matrix obtained in Step 3 and the historical hotel stays of
tourists, the hotels that reach the threshold are recommended and sorted according to the
similarity size, and the hotel recommendations are made to tourists. Assume that hi is the
hotel where the visitor has previously stayed, i is the hotel subscript, and the recommended
threshold is ∆. When Sim

(
hi, hj

)
≥ ∆, the system will recommend the hotel hj to the tourist;

otherwise, the hotel hj will not be recommended.

4. Case Application
4.1. Data Crawling

In the case analysis, this paper randomly selected 10 hotels in Macau according to
their popularity, including five-star, four-star, and three-star hotels. In accordance with
the principle of priority of recent reviews, Python was used to crawl 200 pieces of recent
online review information, and “hotel name” and “review content” were selected as valid
fields for subsequent analysis. Table 3 shows the 10 hotels selected, namely two three-star
hotels, three four-star hotels and five five-star hotels. The hotel collection can be used as
H = {h1, h2, h3, h4, h5, h6, h7, h8, h9, h10}.

4.2. Definition of Hotel Standard Attributes

Based on the word frequency analysis of reviews and the analysis of historical residents’
concerns about hotels, hotel attribute words can be divided into the following five attribute
sets C = {c1, c2, c3, c4, c5}, as shown in Table 4, from which it can be seen that there are five
standard attribute words, such as zc

1 for “service”, zc
2 for “location”, etc.
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Table 3. Selected hotels in Macau.

Hotel Code (hi) Hotel Name Hotel Class

h1 Emperor Hotel Three-star level
h2 Fu Hua Hotel Three-star level
h3 Hotel Beverly Plaza Four-star
h4 Casa Real Hotel Four-star
h5 Hotel Golden Dragon Four-star
h6 The Parisian Macao Five-star
h7 Riviera Hotel Macau Five-star
h8 Hotel Lisboa Five-star
h9 The Venetian Macao Five-star
h10 Sheraton Grand Macao Five-star

Table 4. Standard hotel property categories.

Standard Attribute
Word Character (zc

j )
Standard Attribute

Word Name Definition Example

zc
1 Service

Refers to the necessary labor provided to meet
the material or spiritual needs of the guests,
including the hotel’s service content, mode,

attitude, speed, and efficiency.

“Check-in”, “Room type
upgrade”, “late check-out”,

“Reception”, “drop-off
service”, etc.

zc
2 Position

Refers to the geographical location and traffic
conditions of the hotel, considering the distance
from the airport, station, business center, tourist
attractions and other environmental factors, as

well as whether it is easy to find and
other factors.

“Bus station”, “walking”,
“attractions”, “airport”,

“shopping”,
“transportation”, etc.

zc
3 Facility

Refers to the hardware and software facilities
provided by the hotel, mainly including the

necessary accommodation facilities, hot water
supply facilities, communication facilities,

fire-fighting facilities, etc.

“WIFI”, “projection”, “bed”,
“TV”, “bathtub”,

“Restaurant”, “gym”, etc.

zc
4 Price Refers to the price of staying at the hotel and the

cost performance.
“Cost performance”, “cheap

price”, etc.

zc
5 Environment

Refers to the hotel’s environmental comfort and
cleanliness, mainly including the two aspects of

the internal and external environment.

“Quiet”, “clean”,
“comfortable”, “bright”, etc.

4.3. Data Preprocessing

Firstly, word segmentation of the online review data retrieved by jieba is performed,
and then the stop words are deleted to obtain the attribute words, emotion words, and de-
gree adverbs of emotion in the review, and the attribute set Zk

i =
{

zk1
i , zk2

i , · · · , zkm
i , · · · , zkp

i

}
is formed. Then, according to the method of synonym merging, attribute words are con-
verted into standard attribute words, and emotion words and emotion degree adverbs are
analyzed and converted into 7-granularity language terms. The number of occurrences
Sumj

sα of each evaluation term in each standard attribute word is counted, and the total
number of occurrences Sumcj of each attribute cj is counted. For example, for the hotel h1,
Table 5 shows the analysis results.

Thus, its probabilistic language term set L1j is represented as follows:

L11 = {s3(0.125), s2(0.470), s1(0.110), s0(0.200), s−1(0.035), s−2(0.035), s−3(0.025)}

L12 = {s3(0.030), s2(0.295), s1(0.190), s0(0.485)}

L13 = {s2(0.070), s1(0.055), s0(0.755), s−1(0.060), s−2(0.055), s−3(0.005)}
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L14 = {s3(0.065), s2(0.095), s1(0.245), s0(0.550), s−1(0.010), s−2(0.005), s−3(0.030)}

L15 = {s3(0.030), s2(0.185), s1(0.495), s0(0.200), s−1(0.040), s−2(0.035), s−3(0.015)}

Table 5. Statistics of the occurrence of evaluation terms of hotel h1.

Hotel (hi)
Standard

Attribute (zc
j ) s−3 s−2 s−1 s0 s1 s2 s3 Sumcj

h1

Service (zc
1) 5 7 7 40 22 94 25 200

Position (zc
2) 0 0 0 97 38 59 6 200

Facility (zc
3) 1 11 12 151 11 14 0 200

Price (zc
4) 6 1 2 110 49 19 13 200

Environment (zc
5) 3 7 8 40 99 37 6 200

4.4. Hotel Recommendation Result Generation

Step 1: After the preliminary data processing, the evaluation matrix of 10 hotels can
be constructed according to the probabilistic language term set.

P =




s3(0.125), s2(0.470),
s1(0.110), s0(0.200),

s−1(0.035), s−2(0.035),
s−3(0.025)


{

s3(0.030), s2(0.295),
s1(0.190), s0(0.485)

}
· · ·


s3(0.030), s2(0.185),
s1(0.495), s0(0.200),

s−1(0.040), s−2(0.035),
s−3(0.015)


s3(0.005), s2(0.120),
s1(0.185), s0(0.660),

s−1(0.025), s−2(0.005)

 {
s0(0.554), s1(0.446)

}
· · ·


s3(0.005), s2(0.051),
s1(0.198), s0(0.633),

s−1(0.103), s−2(0.009)


...

...
. . .

...
s3(0.070), s2(0.500),
s1(0.085), s0(0.280),

s−1(0.030), s−2(0.010),
s−3(0.025)




s3(0.030), s2(0.130),
s1(0.400), s0(0.435),

s−2(0.005)

 · · ·


s3(0.029), s2(0.166),
s1(0.275), s0(0.483),

s−1(0.026), s−2(0.015),
s−3(0.006)




10×5

Step 2: First, the probabilistic language term set Lij is standardized, and then the
maximum deviation method is used to calculate the weight of each attribute.

For example, for hotel h1 and h2, for the same standard properties, the standardized
treatments of L11 and L21 are as follows:

L11 = {s2(0.470), s3(0.125), s1(0.110), s0(0.200), s−1(0.035), s−2(0.035), s−3(0.025)}

L21 = {s2(0.120), s1(0.185), s3(0.005), s0(0.660), s−2(0.000), s−2(0.005), s−1(0.025)}

According to Formula (7), under the standard attribute zc
1, the difference between

hotel h1 and h2 is d(L11(p), L21(p)) = 0.3185. In the same way, the mutual difference
between different attributes of each hotel can be calculated, and finally the deviation degree
of each attribute can be obtained: d1(w) = 13.3258, d2(w) = 14.1691, d3(w) = 3.9918,
d4(w) = 6.0544, d5(w) = 7.3635. Then, according to Formula (8), the total deviation degree
can be obtained as follows:

dP(w) = 13.3258w1 + 14.1691w2 + 3.9918w3 + 6.0544w4 + 7.3635w5

The maximum deviation degree optimization model is constructed and solved using
the Lagrange function L(w, λ). The normalized attribute weights are as follows:

w1 = 0.3035, w2 = 0.3227, w3 = 0.0909, w4 = 0.1151, w5 = 0.1677
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Step 3: Calculate the similarity between pairwise matrices and construct the
similarity matrix.

Taking hotels h1 and h2 as an example, the cosine similarity and modified cosine
similarity of the two hotels can be calculated according to Formulas (4) and (5), and then
the final similarity of the two hotels can be calculated according to Formula (13) (Table 6).

Table 6. Similarity calculation process of hotel h1 and h2 for the same attribute.

L11(p), L21(p) L12(p), L22(p) L13(p), L23(p) L14(p), L24(p) L15(p), L25(p) L11(p), L21(p)

Simcs 0.9988 0.9960 0.9999 0.9995 0.9999 0.9988
Simacs 0.9996 0.2460 0.8983 0.8731 0.9944 0.9996

Sim 0.9992 0.6210 0.9491 0.9363 0.9972 0.9992

Based on the formula and attribute weights, the final similarity between the two hotels
is 0.8650. Similarly, the similarity between the two hotels is calculated, and the similarity
matrix M is constructed.

M =



1 0.865 0.874 0.858 0.970 0.850 0.846 0.810 0.965 0.874
0.865 1 0.995 0.959 0.848 0.977 0.951 0.940 0.838 0.977
0.874 0.995 1 0.965 0.859 0.978 0.958 0.926 0.842 0.980
0.858 0.959 0.965 1 0.837 0.973 0.979 0.906 0.849 0.971
0.970 0.848 0.859 0.837 1 0.857 0.853 0.806 0.956 0.855
0.850 0.977 0.978 0.973 0.857 1 0.987 0.960 0.860 0.981
0.846 0.951 0.958 0.979 0.853 0.987 1 0.940 0.861 0.981
0.810 0.940 0.926 0.906 0.806 0.960 0.940 1 0.854 0.953
0.965 0.838 0.842 0.849 0.956 0.860 0.869 0.854 1 0.877
0.874 0.977 0.980 0.971 0.855 0.981 0.981 0.953 0.877 1


Step 4: Set a threshold ∆ to generate the hotel recommendation order based on the

historical check-in data of the passenger. If there are two hotels with the same similarity,
the recommendation order is the same.

Assuming that the preset recommendation threshold is ∆ = 0.805, if the passenger
has used hotel h1 before, the sequence of hotel recommendation is h5 � h9 � h3 � h10 �
h2 � h4 � h6 � h7 � h8, and the same can be obtained in other cases.

Assuming that the preset recommendation threshold is ∆ = 0.805, if the passenger
has used hotel h8 before, the sequence of hotel recommendation is: h6 � h10 � {h2, h7} �
h3 � h4 � h9 � h1 � h5, and the same can be obtained in other cases. For hotel h8, since
the similarity between h2 and h7 is the same, hotel h2 and hotel h7 are recommended in the
same order. Similarly, for hotel h10, there is the same recommendation ranking situation.

5. Comparative Analysis

In this paper, the hotel recommendation algorithm based on the probabilistic language
term set can make use of the online review information of users, intelligently provide
users with hotel recommendations that match their preferences, and at the same time sort
multiple recommended hotels. In order to highlight the excellent performance of this
algorithm, we conducted an in-depth analysis and comparison with the recommended
algorithms proposed by Cui et al. [19] and Zhou et al. [16], as shown in Table 7. In order
to prove the feasibility of the algorithm, we performed the calculations. According to
the law, for the h2 hotel, the recommended hotels are ranked. To rank the recommended
hotels, h6 � h10 � {h2, h7} � h3 � h4 � h9 � h1 � h5, the results are consistent with the
outcomes obtained using the algorithm proposed in this paper. According to the attribute

weight formula (wj =
Nj

∑n
j=1 Nj

) and the VIKOR method criteria from the literature, the

recommended hotel ranking is h6 � h10 � {h2, h7} � h3 � h4 � h9 � h1 � h5, which
aligns with the results obtained by the algorithm presented in this paper. Except for hotel
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h2, the optimal hotel recommendations are the same as those in this paper, effectively
validating the feasibility of the proposed method.

Table 7. Algorithm comparison.

Recommended
Algorithm Attribute Weight Attribute Similarity Ranking Method Recommended

Method

Textual algorithm Maximum deviation
degree method

Sim =
αSimcs + (1− α)Simacs

The similarity
between hotels

Combined with
historical data, based

on hotel similarity
Cui et al. [19],

literature algorithm
Maximum deviation

degree method Simcs
The similarity

between products
Based on similarities

between products
Zhou et al. [16],

literature algorithm
Number of occurrences

of subject terms - VIKOR method Based on user product
evaluation score

As observed from the table above, this paper employs the maximum deviation method,
consistent with Cui’s literature algorithm, for handling weights. Meanwhile, Zhou’s study
primarily relies on the frequency of occurrence of keywords, which can be easily influenced
by the quantity of keywords. Regarding attribute similarity, this paper combines cosine
similarity with modified rectangular similarity, while Cui’s article relies solely on cosine
similarity. Concerning the sorting method, this paper primarily ranks the hotels based
on their similarity to generate a recommendation list. In terms of the recommendation
approach, this paper combines user’s historical hotel selection data with the generated
hotel similarity list for recommendations. In summary, the method proposed in this paper
exhibits superiority.

6. Conclusions and Future Research Directions

In response to the application challenges of a large volume of hotel online review
data in recommendations, this paper employs a probabilistic language terminology set
to express hotel attributes and user preferences within online reviews. It uses a seven-
level granularity language terminology to more precisely capture the fuzzy emotional
semantics in online reviews and proposes a hotel collaborative filtering recommendation
algorithm based on PLTS. We utilize jieba for text segmentation, conduct sentiment analysis
using the HowNet sentiment dictionary, and effectively transform the review terms into
PLTS using the TF-IDF statistical method. We compile probability language information
by constructing an evaluation matrix, determine attribute weights using the maximum
deviation method, calculate the weighted similarity between hotels using an improved
fusion similarity computation formula, and present the recommendation results. Via a case
analysis with examples from Ctrip, the effectiveness of the recommendation algorithm
proposed in this paper is validated. Furthermore, via a comparative analysis with other
methods, the relative advancement of the recommendation approach presented in this
paper is demonstrated.

Limitation and Future Work: The data acquisition and attributes in the case study
are relatively small, and the selection of hotel attributes relies on subjective experience. In
the future, these shortcomings will be addressed; we plan to extract hotel attributes from
online reviews based on the model, and use larger-scale data to optimize the algorithm.
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