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Abstract

:

As an important indicator that can reflect a country’s macroeconomic situation and future trend, experts and scholars have long focused on analyses and predictions of gross domestic product (GDP). Combining principal component analysis (PCA), the mixed-frequency data sampling (MIDAS) model and the error correction model (ECM), this investigation constructs the principal-component-based ECM-MIDAS and co-integration MIDAS (CoMIDAS) models, respectively. After that, this investigation uses the monthly consumption, investment and trade data to build a mixed-frequency model to predict quarterly GDP. The empirical results can be summarized as follows: First, the predictive effectiveness of the mixed-frequency model is better than that of the same-frequency model. Second, the three variables have a strong correlation, and applying the principal component idea when modelling the same and mixed frequencies can lead to more favourable predictive effectiveness. Third, adding an error correction term to the principal-component-based mixed-frequency model has a significant coefficient and a higher predictive accuracy. Based on the above, it can be concluded that combining the MIDAS model with error correction and a principal component is effective; thus, this combination may be applied to support real-time and accurate macroeconomic prediction.
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1. Introduction


This investigation explores the predictive effectiveness of the mixed-frequency data sampling (MIDAS) model with error correction and a principal component. As gross domestic product (GDP) is an important indicator reflecting the macroeconomic operations of countries, the prosperity or recession of the national economy is closely related to this indicator. The time lag of macroeconomic policy means its formulation must be forward-looking, to which end the analysis and prediction of GDP are particularly essential. GDP is released by the National Bureau of Statistics as quarterly data, while the variables used to predict GDP are mainly monthly data, such as consumption, investment, trade, inflation rate and money supply. Due to the difference in data frequency, mixed-frequency data must be processed before establishing the traditional model. The summing method, average approach and alternative technique must be precisely applied to convert the monthly data into quarterly data [1,2] and then build the same-frequency model to predict quarterly GDP. However, these conversion methods may cause a loss of information or a simulated increase, lowering the predictive effectiveness of GDP. Against the background that the current predictive method and accuracy need to be enhanced, the MIDAS model and its expanded forms may be employed to predict quarterly GDP in a more timely and accurate manner, thus supporting real-time and effective macroeconomic policy formulation.



In order to overcome the limitations of the same-frequency models, scholars have proposed mixed-frequency models that can be modelled based on mixed-frequency data without processing the original sequences. Among them, the MIDAS model is widely used, and existing studies have expanded its modelling theory and application field. Ghysels et al. [3,4] developed the MIDAS model based on the modelling theory of the autoregressive distributed lag (ARDL) model, which constructs a mixed-frequency model by giving several weights to high-frequency explanatory variables and puts forward the corresponding weight functions (e.g., almon, beta and step weight functions). Although the existing studies have explored the MIDAS model extensively, the research on the MIDAS model with error correction is insufficient, and few scholars have considered it from the perspective of the principal component. Hence, the contributions of this investigation are primarily threefold: To begin with, we consider the strong correlation among consumption, investment and trade sequences selected in this paper, which was ignored in previous studies. In order to eliminate the estimated bias caused by the collinearity problem, we utilise the principal component analysis (PCA) method to extract the principal component of these three variables, and build the MIDAS model to probe whether the mixed-frequency model based on the principal component is effective. Secondly, the extant research hardly considers the adjustment of the long-term relationship by using the short-term one, in which process some data information is lost. Thus, relying on the error correction is another novelty of this study, in which the predictive effectiveness of the principal-component-based mixed-frequency error correction model is verified by constructing the ECM-MIDAS and CoMIDAS models and taking the extracted principal component as the predictor of GDP. Thirdly, through quantitative analysis, we further improve the modelling theory of the mixed-frequency model and provide new ideas for more accurate GDP prediction, which constitute relevant insights into how related authorities might better predict GDP and formulate macroeconomic policies.



The investigation is organised as follows: Section 2 reviews the extant literature. The materials and methods are introduced in Section 3. Section 4 and Section 5 present the results and discussion. Finally, the conclusions are drawn in Section 6.




2. Literature Review


As GDP prediction is essential to the development of a country, existing studies have predicted the GDPs of various countries and regions using different methods, falling into two categories. One is to forecast GDP based on its lag periods, such as with the autoregressive moving average (ARIMA) model [5,6], grey prediction model and its extended form [7,8], BP neural network model [9], etc. But these methods have certain downsides; therefore, some scholars have included GDP-related variables in the prediction, mainly employing same-frequency data [10,11]. In order to avoid information loss, Ghysels et al. [3,4] proposed the MIDAS model, which was initially designed to analyse and predict the stock market’s volatility based on mixed-frequency data. Since then, many researchers have used this model to analyse the stock market [12,13]. Although the MIDAS model is effective in analysing the volatility of the stock market, since Engle et al. [14] proposed the generalised autoregressive conditional heteroscedasticity MIDAS (GARCH-MIDAS) model and Colacito et al. [15] developed the dynamic-condition-associated MIDAS (DCC-MIDAS) model, researchers have been more inclined to use these two methods to analyse the stock market [16,17,18,19,20,21,22].



Then, Clements and Galvao [23] produced the MIDAS model with autoregression terms (MIDAS-AR), such as GDP, thereby solving the sequences using auto-correlation. They provided evidence that the addition of autoregressive terms to the MIDAS model makes it more effective at predicting quarterly GDP growth in the U.S. based on monthly indicators. Since its launch, scholars have made more use of the MIDAS model to predict the GDPs of various countries. Through in-sample and out-of-sample empirical analyses, Hogrefe [24] proved that a model built based on mixed-frequency data could improve the revision of GDP prediction. According to the modelling theory of the MIDAS model, Andreou et al. [25] offered evidence that the predictive effectiveness for quarterly GDP is improved after the addition of daily financial indicators. Aprigliano et al. [26] predicted the quarterly GDP growth rate of the eurozone based on monthly and daily indicators and suggested that combining the unconstrained MIDAS (U-MIDAS) model with a smaller mean square error and larger weight produces higher predictive accuracy. Fu et al. [27] suggested that the MIDAS model has a smaller root mean squared error (RMSE) than the VAR system in short-term forecasting, which provides more stable real-time predictions and short-term forecasts of quarterly GDP growth rates in China. Mishra et al. [28] found that the values of RMSE were low in their sample and when predicting the out-of-sample one- and four-quarter horizons, while RMSE increased if predicting the ten-quarter horizon. In addition, Chikamatsu et al. [29], Pan et al. [30], Chernis et al. [31], Xu et al. [32], Jiang et al. [33], Pettenuzzo et al. [34], Barsoum and Stankiewicz [35] and Degiannakis [36] also ascertained the effectiveness of MIDAS model in forecasting from different perspectives.



However, in the construction process of the above mixed-frequency models, a growth rate sequence or first-order difference series is adopted to avoid the “spurious regression” problem in the smooth modelling process, which means part of the important information is lost. In order to overcome this problem, Miller [37] contributed the idea of co-integration into the MIDAS model and, accordingly, constructed the co-integration MIDAS (CoMIDAS) model for predicting the variables of real global economic activities. Gotz et al. [38], meanwhile, added an error correction item to the MIDAS model and constructed the error correction MIDAS (ECM-MIDAS) model for forecasting the monthly inflation rate of the U.S. Their results showed that the ECM-MIDAS and CoMIDAS models had improved predictive effectiveness.




3. Materials and Methods


3.1. Data


This investigation was based on the GDP in China (denoted as GDP) from the first quarter of 1998 to the second quarter of 2023, and the total retail sales of consumer goods (denoted as C), completed investment in fixed assets (denoted as I) and total import and export (denoted as T) from January 1998 to June 2023. All the sequences were taken from the National Bureau of Statistics of China, and the descriptive statistics and trends are shown in Table 1 and Figure 1. In Table 1, the mean values of GDP, C, I and T are 115611.0, 15179.32, 22230.41 and 2196.215, indicating that the selected variables were concentrated on these four levels. The skewness of GDP, C, I, and T is positive, highlighting that these sequences had right-skewed distributions. Their kurtosis is less than 3, which indicates the features of low peaks and thin tails. In addition, the Jarque–Bera test result evidences that GDP, C, I and T conformed to the standard normal distributions at the 1% level.



It can be observed from Figure 1 that GDP, C, I and T had distinct seasonal effects; thus, we applied the X-12 seasonal adjustment technique [39] to eliminate the seasonal impact on these four sequences, to ensure accuracy. Furthermore, we conducted transformations in GDP, C, I and T in this investigation, which were completed by taking the natural logarithm after seasonal adjustments (denoted as LNGDP, LNC, LNI and LNT) in order to avoid the negative effect of excessive unusual fluctuations. The first-order difference sequences of the above data are denoted as DGDP, DC, DI and DT. In addition, this investigation took the monthly data from February 1998 to June 2021 and the quarterly data from the second quarter of 1998 to the second quarter of 2021 as the in-sample data with which to build models, while the quarterly data from the third quarter of 2021 to the second quarter of 2023 was used as the out-of-sample data for prediction. Then, we used the RMSE to measure the predictive effectiveness of mixed-frequency models [40,41,42], which can be written with the following formula.


  R M S E =      ∑  i = 1   T        ∆   D G D P   i   − ∆   D G   D  ^  P   i       2       T     



(1)




where i is the number of periods to predict DGDP, and its value ranges from 1 to T. T is the highest number of periods, which equals 8 in this investigation; for example, i = 8 refers to the prediction of DGDP for the second quarter of 2023. In addition,   ∆   D G D P   i     and   ∆   D G   D  ^  P   i     are the real and predicted values for period i, respectively.




3.2. Methodology


The MIDAS model produced by Ghysels et al. [3,4] is mainly used to construct the mixed-frequency data in the same model without co-frequency processing. After that, the low-frequency explained variables can be estimated and predicted based on the high-frequency explanatory ones. Since the MIDAS model can then make full use of different-frequency data, it is conducive to enhancing predictive effectiveness.



3.2.1. Basic MIDAS Model




    Y   t   =   β   0   +   β   1   B (   L   1 / m   ; θ )   X   t   ( m )   +   ε   t    



(2)




where     X   t   ( m )     is the explanatory variable (e.g., high-frequency data),     Y   t     is the explained variable (e.g., low-frequency data) and m represents the frequency multiplier between explanatory and explained sequences. This investigation set     X   t   ( m )     as the monthly data and     Y   t     as the quarterly data; thus, the value of m was 3.   B (   L   1 / m   ; θ ) =   ∑  k = 1   K    ω ( k ; θ )   L   ( k − 1 ) / m      , where   ω ( k ; θ )   is the weight function, K − 1 is the highest lag order calculated at the high frequency, and     L   ( k − 1 ) / m     X   t   ( m )   =   X   t − ( k − 1 ) / m   ( m )     is the lag operator.     β   0     and     β   1     are coefficients,     ε   t     is the random error term.



Specifically, we set     Y   t     as the data of the fourth quarter of a certain year. When K = 6, there were six high-frequency explanatory variables, which were the monthly data from July to December of the year (      X   t − 5 / 3   ( 3 )   ,     X   t − 4 / 3   ( 3 )   ,     X   t − 1   ( 3 )   ,     X   t − 2 / 3   ( 3 )   ,     X   t − 1 / 3   ( 3 )   ,   X   t   ( 3 )    ). Then, the MIDAS model could be rewritten as the following formula.


    Y   t   =   β   0   +   β   1     ω ( 1 ; θ )   X   t   ( 3 )   + ω ( 2 ; θ )   X   t − 1 / 3   ( 3 )   + … + ω ( 6 ; θ )   X   t − 5 / 3   ( 3 )     +   ε   t    



(3)








3.2.2. MIDAS Model for h-Step Forward Prediction


The introduction of h-step forward prediction into the MIDAS model enabled it to revise the previous prediction according to the latest published high-frequency data, which solved the problem where the predictive effectiveness was weakened due to the time lag of data publication in the same-frequency model [43,44,45]. This model has the following form:


    Y   t   =   β   0   +   β   1   B (   L   1 / m   ; θ )   X   t − h / m   ( m )   +   ε   t    



(4)







When h = 1, it is one-step forward prediction. We still set K = 6, since the highest lag order of high-frequency data was 6 instead of 5; this was different from Equation (3). The six high-frequency explanatory variables were monthly data from June to November of that year, which can be expressed as:


    Y   t   =   β   0   +   β   1     ω ( 1 ; θ )   X   t − 1 / 3   ( 3 )   + ω ( 2 ; θ )   X   t − 2 / 3   ( 3 )   + … + ω ( 6 ; θ )   X   t − 2   ( 3 )     +   ε   t    



(5)








3.2.3. MIDAS Model with Autoregression Terms


Generally, economic variables (e.g., GDP) may have strong auto-correlation; therefore, the low-frequency variables with lag order (    Y   t − j    ) should be introduced into the MIDAS model to further improve its predictive effectiveness [23]. This is expressed as Equation (6), where p and     γ   j     are the optimal lag order and coefficient.


    Y   t   =   β   0   +   ∑  j = 1   p      γ   j       Y   t − j   +   β   1   B (   L   1 / m   ; θ )   X   t − h / m   ( m )   +   ε   t    



(6)








3.2.4. Weight Functions of the MIDAS Model







	
Beta weight function










  ω ( k ;   θ   1   ,   θ   2   ) =   f   k / K ;   θ   1   ,   θ   2         ∑  k = 1   K    f   k / K ;   θ   1   ,   θ   2          



(7)




where   f   X ; a , b   =     X   a − 1     ( 1 − X )   b − 1   Γ ( a + b )   Γ ( a ) Γ ( b )    ,   Γ ( a ) =   ∫  0   ∞      e   − x     x   a − 1   d x    .



	
BetaNN weight function







   ω ( k ;   θ   1   ,   θ   2   ,   θ   3   ) =   f   k / K ;   θ   1   ,   θ   2         ∑  k = 1   K    f   k / K ;   θ   1   ,   θ   2         +   θ   3     



(8)





  θ   in Equation (8) cannot be zero, while it could be zero in Equation (7), which was obtained if     θ   3   = 0  .



	
Expalmon weight function







   ω ( k ;   θ   1   ,   θ   2   , … ,   θ   P   ) =   e x p (   θ   1     k + θ   2     k   2   + … +   θ   p     k   P   )     ∑  k = 1   K    e x p (   θ   1     k + θ   2     k   2   + … +   θ   p     k   P   )       



(9)





This analysis set P = 2, and its general constraints were     θ   1   ≤ 300  ,     θ   2   < 0  .



	
Almon weight function







     β   1   ω ( k ;   θ   1   ,   θ   2   , … ,   θ   P   ) =   θ   0   ′   +   θ   1   ′   k +   θ   2   ′     k   2   + … +   θ   P   ′     k   P     



(10)





This weight function is the most general form, which can be estimated directly by applying the least squares method. Hence, neither     β   1   ω ( k ; θ )   nor   ω ( k ; θ )   on the left side of Equation (10) would significantly impact the result. Then, in the investigation, we chose     β   1   ω ( k ; θ )   to reduce the parameters to be estimated, and set P = 3.








	
Step weight function










    β   1   ω ( k ;   θ   1   ,   θ   2   , … ,   θ   P   ) =   θ   1   ′     I   k ∈ [   b   0   ,   b   1   ]   +   ∑  p = 2   P      θ   p   ′       I   k ∈ [   b   p − 1   ,   b   p   ]    



(11)




where     b   0   = 1 <   b   1   < … <   b   P   = K  .     I   k ∈ [   b   p − 1   ,   b   p   ]     is an indicative function. If   k ∈ [   b   p − 1   ,   b   p   ]  ,   k = 1  ; if   k ∉ [   b   p − 1   ,   b   p   ]  ,   k = 0  . In addition, the hysteresis term of the high-frequency variables is segmented by 3n (n = 1, 2, 3, …).




3.2.5. MIDAS Model with Error Correction


First, we considered the same-frequency ECM. Regardless of whether modelling based on consumption, investment, trade or principal component, the analysis utilised two variables (one of the above and GDP). Therefore, the construction of the ECM was also based on two variables, where     Y   t     was set as the explained variable and     X   t     as the explanatory one. The specific process is as follows: Step one is to test the stationarity of the time series. When there is a unit root, according to Granger theorem [46], the ECM must be established to describe their short-term dynamic relationship if there is a co-integration between non-stationary variables. Step two is to construct the same-frequency ECM. We carried out co-integration regression on the non-stationary time series to obtain the residual term, and we took it as the error correction term, denoted as     e c m   t − 1   =   Y   t − 1   −     α  ^    0   −     α  ^    1     X   t − 1    . The ECM could be expressed as Equation (12), where   ∆   Y   t   =   Y   t   −   Y   t − 1    ,   ∆   X   t   =   X   t   −   X   t − 1    , and     β   1     and     μ   t     are the coefficient and random error term.


    ∆   Y   t   =   β   1   ∆   X   t   − λ e c m   t − 1   +   μ   t    



(12)







Then, the coefficient of the error correction term could be obtained using least squares estimation, a method widely used in econometric analysis. In Equation (12),   0 < λ < 1   reflects the speed of error correction, which is negative under normal circumstances. Specifically, when     Y   t   >   α   0   +   α   1     X   t − 1    ,     e c m   t − 1   > 0   and     − λ e c m   t − 1   < 0  , which causes     ∆ Y   t     to decrease, and vice versa.



Next, we introduced the ECM-MIDAS and CoMIDAS models. According to Gotz et al. [30], an analysis constructs the ECM-MIDAS model based on the same-frequency co-integration. Their method referred to the data of a certain period being selected from the high-frequency sequence and converted into the low-frequency one, that is, choosing     X   t − i / m   ( m )     (  i ∈ [ 0 , m − 1 ]  ) and     Y   t     for co-integration regression. The residual term after regression is the mixed-frequency error correction term, denoted as     e c m   t − 1   =   Y   t − 1   −     α  ^    0   −     α  ^    1     X   t − 1 − i / m   ( m )    . Then, the ECM-MIDAS model can be expressed as the following formula:


    ∆ Y   t   =   β   0   +   ∑  j = 1   p − 1      γ   j       ∆ Y   t − j   +   β   1   B (   L   1 / m   ; θ )   ∆   1 / m     X   t − h / m   ( m )   − λ   e c m   t − 1   +   ε   t    



(13)




where     ∆   1 / m     is the difference in the high-frequency variable. In this case, since the economic data of each month in a quarter would not fluctuate significantly except for exceptional circumstances, the value of i may not cause a huge difference in practical application.



The CoMIDAS model can also be regarded as a mixed-frequency ECM built based on same-frequency co-integration. The difference between the CoMIDAS model and the ECM-MIDAS model lies in how the period of high-frequency and low-frequency variables of the latter is the same (for example, these two variables should be in the same quarter), but in the former, the two sequences’ periods may differ. Take h = 1 as an example, the low-frequency variable is in the first quarter, the corresponding high-frequency one is in the second month of the second quarter, and the mixed-frequency error correction term is     e c m   t − 1   =   Y   t − 1   −     α  ^    0   −     α  ^    1     X   t − 1 / m   ( m )    .



After testing (Polyzos and Siriopoulos, [47]), we determined that the predictive effectiveness and the parameter significance were better when h = 1 and p = 2 in Equation (13). Therefore, Equation (13) could be simplified as:


    ∆ Y   t   =   β   0   +   γ   1     ∆ Y   t − 1   +   β   1   B (   L   1 / m   ; θ )   ∆   1 / m     X   t − 1 / m   ( m )   − λ   e c m   t − 1   +   ε   t    



(14)







If     e c m   t − 1     does not exist, the above formula is the MIDAS model. If     e c m   t − 1   =   Y   t − 1   −     α  ^    0   −     α  ^    1     X   t − 1 − i / m   ( m )    , this formula is the ECM-MIDAS model, and only the data in the second month of each quarter are selected for analysis, that is   i = 1  . If     e c m   t − 1   =   Y   t − 1   −     α  ^    0   −     α  ^    1     X   t − 1 / m   ( m )    , Equation (14) is the CoMIDAS model; although the data in the second month of each quarter are also used, the quarter may be different from that of the low-frequency variable.






4. Results


4.1. Mixed-Frequency Prediction Based on Consumption, Investment and Trade


4.1.1. Unit Root Test


Our analysis utilised the Augmented Dickey–Fuller (ADF) method [48] to evidence the stationarity in the selected variables, and the results are presented in Table 2. It can be seen that LNGDP, LNC, LNI and LNT had unit roots, and their first-order difference DGDP, DC, DI and DT were stationary sequences.




4.1.2. Results of Mixed-Frequency Prediction


Since there was no unit root in the first-order difference sequences of LNGDP, LNC, LNI and LNT, the MIDAS models could be constructed based on DGDP, DC, DI and DT, respectively. The RMSEs of MIDAS models and corresponding same-frequency models are shown in Table 3.





4.2. Mixed-Frequency Prediction with Principal Component


4.2.1. Principal Component Analysis


Although the mixed-frequency model could improve the predictive effectiveness, there are downsides to constructing a univariate model to predict GDP. Therefore, this analysis utilised the three variables of consumption, investment and trade to predict GDP jointly. Since the direct regression of collinear variables may lead to inaccurate analyses and predictions, in this study, we first conducted the correlation analysis on the original consumption, investment and trade data after seasonal adjustment. The correlation coefficients are shown in Table 4.



It can be clearly observed from Table 4 that consumption, investment and trade were highly correlated, and the correlation of each pair of variables was greater than 90%. In order to make the analyses and predictions more accurate and avoid problems such as excessive parameters to be estimated in multivariate regression, in this study, we used the PCA technique to extract the principal components of these three variables. The results of the PCA are presented in Table 5.



From Table 5, we can observe that the proportion of principal component 1 was 96.93%, meaning that principal component 1 could represent 96.93% of the information on consumption, investment and trade. Thus, the linear combination of principal component 1 could be selected to replace the consumption, investment and trade data. In principal component 1, the linear combination coefficients of these three variables were 0.5762, 0.5766 and 0.5793, respectively. In the remainder of the paper, the weighted and summed linear combination sequence is denoted as PC, and its logarithmic and log-difference sequences are expressed as LNPC and DPC.




4.2.2. Results of Mixed-Frequency Prediction


The ADF test proved that LNPC was a non-stationary sequence, while its first-order difference was stationary. Therefore, when constructing the mixed-frequency model based on DPC and DGDP, the former from February 1998 to June 2021 and the latter from the second quarter of 1998 to the second quarter of 2021 were also selected as data to include in the sample of the MIDAS model to predict the next eight quarters. The results of RMSE with different lags and weight functions and the comparisons are shown in Table 6. Compared with consumption, investment and trade, the principal-component-based mixed-frequency model had better predictive accuracy; hence, only the principal-component-based mixed-frequency error correction model was selected for analyses and predictions in the following part of the study.





4.3. Mixed-Frequency Prediction with Error Correction and Principal Component


4.3.1. Data Description


In this research, LNPC in the second month of each quarter and LNGDP in that quarter were selected to construct the ECM-MIDAS model; and LNPC in the second month of each quarter and LNGDP in the last quarter were used to build the CoMIDAS model. The time range of data within the mixed-frequency error correction model sample was unchanged, meaning it could predict the next eight quarters. Hereon, we denote the second month of each quarter as LNPC2. By utilising the ADF approach, with LNPC2 as a first-order single integral sequence, it could be tested for co-integration with LNGDP.




4.3.2. Co-Integration Test


First, we carried out the least squares regression to obtain the residual terms of two regression models with LNPC2 and LNGDP or with LNPC2 and LNGDP (−1), which are denoted as ecm and ecmco, respectively. Then, we evidenced their stability by using the ADF test. In Table 7, it can be seen that ecm and ecmco rejected the null hypothesis of the existence of a unit root at the significance levels of 5% and 10%. Hence, we could conclude that both the LNPC2 and LNGDP model and LNPC2 and LNGDP (−1) model had long-term co-integration relations, meeting the conditions for constructing the mixed-frequency error correction model.




4.3.3. Results of Mixed-Frequency Prediction


Based on ecm and ecmco, two principal-component-based mixed-frequency error correction models were constructed in combination with Equation (14). The predictions of the ECM-MIDAS and CoMIDAS models and comparisons are shown in Table 8.



As can be seen from Table 8, the predictive effectiveness of the principal-component-based mixed-frequency error correction model was the highest when K = 27 and the weight function was beta, and that model was the ECM-MIDAS system. We list these estimated results in Table 9. We found that the coefficient of the error correction term (  λ  ) was significantly positive and belonged to 0 to 1, which conformed to the common practice; thus, constructing a principal-component-based mixed-frequency error correction model was appropriate.






5. Discussion


Previous studies confirmed the MIDAS model’s effectiveness in predicting GDP [16,17,18,19,20,21,22,23,24,25,26,27,28], and this analysis produced further evidence of that conclusion by considering consumption, investment and trade. In Table 3, it can seen that no matter whether consumption, investment or trade was an explanatory variable, the RMSE of the mixed-frequency model was smaller than that of the same-frequency one. The main reason is that the MIDAS model could make full use of the information of high-frequency data and avoid the problem of losing data when averaging monthly data into quarterly sequences, which is conducive to improving prediction accuracy. In addition, the same- and mixed-frequency models based on investment had the highest predictive accuracy, followed by trade and consumption. Furthermore, among the five weight functions, the beta class and almon weight functions had better predictive abilities, while the step weight function had poorer predictive effectiveness. Thus, the beta class and almon weight functions can be given priority when constructing a mixed-frequency model. However, the research base on the MIDAS model with error correction and a principal component is insufficient, and this paper only begins to fill the gap.



On the one hand, we probed the predictive effectiveness of the principal-component-based MIDAS model. From Table 6, we can confirm that the accuracy of mixed-frequency prediction based on the principal component was better than that of the same-frequency prediction, highlighting that the MIDAS model is more effective in forecasting than the the ARDL model. More importantly, the same- and mixed-frequency models based on the principal component had better predictive effectiveness, mainly because the extracted principal component contained information on consumption, investment and trade. Thus, combining the PCA and MIDAS models can enhance predictive accuracy. Additionally, we could further ascertain that the beta weight function had the highest predictive effectiveness.



On the other hand, we explored the predictive effectiveness of the principal-component-based mixed-frequency error correction model. From Table 8, we can determine that the mixed-frequency model not only had better predictive effectiveness without an error correction term but also held better predictive accuracy than the same-frequency error correction model after adding an error correction term, and the prediction based on the beta weight function still had the best effectiveness. Furthermore, the predictive error was reduced when the error correction term was added to the mixed- and same-frequency models. The primary cause for this is that some vital information of the original data may be lost if the first-order difference is used to avoid “spurious regression” and the error correction term is missing, resulting in unsatisfactory predictive effectiveness. But adding the error correction term can allow for adjustment according to the long-term relationship, making the prediction more effective. Moreover, the predictive accuracy of the ECM-MIDAS model was slightly better than that of the CoMIDAS model in this case, mainly because the fitting effect when constructing error correction terms based on data of the same period was better than that of different periods. However, the actual selection of these two mixed-frequency error correction models should be analysed in detail in the future.




6. Conclusions


In this analysis, we selected consumption, investment and trade in order to construct MIDAS models to predict quarterly GDP in China. Furthermore, we utilised PCA to extract the principal component, and built a principal-component-based mixed-frequency error correction model, following which we probed the predictive effectiveness. Based on the RMSE, which measures the predictive accuracy, the effectiveness of different models in forecasting could be compared, and the following conclusions are drawn:



Firstly, the predictive accuracy of the mixed-frequency model is better than that of the same-frequency model. This conclusion can be observed in the MIDAS models based on consumption, investment, trade and principal component, and the ECM-MIDAS and CoMIDAS models. Thus, making predictions based on the mixed-frequency model is effective. In doing so, relevant policymakers could combine mixed-frequency data to predict quarterly GDP in China, supporting the real-time and accurate formulation of macroeconomic policies.



Secondly, consumption, investment and trade have different forecasting effects on GDP. The same- and mixed-frequency models show that investment has the best predictive effectiveness on GDP, followed by trade and consumption. In addition, the predicted value based on consumption is higher than the real value, while investment and trade are moderate, meaning that consumption plays a greater role in boosting GDP than investment and trade in China. Hence, China should not only implement relevant policies to stimulate investment and foreign trade but also give full play to the potential of promoting consumption to boost GDP growth, which is beneficial to promote economic development.



Thirdly, PCA is effective in mixed-frequency prediction. When applying the PCA technique here, the principal component that could reflect 96.93% of the information on the three variables was extracted to build the MIDAS model. When making a comparison, it can be observed that the predictive accuracy of the principal-component-based MIDAS model was significantly better than the MIDAS model based on consumption, investment and trade. This is because the principal-component-based MIDAS model not only makes full use of multiple variables but also overcomes problems such as inaccurate predictions and excessive parameters caused by multivariable collinearity.



Fourthly, combining the ECM and MIDAS models is effective in forecasting GDP. By constructing same- and mixed- frequency error correction models, it was found that adding the error correction term improved the predictive accuracy. In this case, the predictive effectiveness of the ECM-MIDAS model was better than that of the CoMIDAS system. Although the choice between these two mixed-frequency error correction models still needs to be analysed in detail, we can conclude that constructing the principal-component-based mixed-frequency error correction model is appropriate, and its prediction is effective.



Fifthly, the beta weight function has better predictive effectiveness. The beta weight function generally has the smallest predictive error and significant parameters; thus, in this study, we could directly select this weight function to simplify the analysis process when performing the mixed-frequency prediction.



In the future, research should focus on the following aspects: First, the construction of mixed-frequency error correction models should not be limited to same-frequency co-integration; instead, the theory and method of mixed-frequency co-integration need to be further explored. Second, consumption, investment and trade are not the only data used to predict GDP. Other predictors (e.g., money supply and inflation) should also be taken into account, and we would advise studying which predictor or combination possesses the most powerful predictive effect. Third, according to Ang et al. [49] and Evgenidis et al. [50], researchers should also consider the yield curve in order to predict GDP.
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Figure 1. The trends of GDP, C, I and T. Notes: GDP is quarterly gross domestic product in China, C is monthly total retail sales of consumer goods in China, I is monthly completed investment in fixed assets in China, and T is monthly total import and export in China. 
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Table 1. The descriptive statistics of GDP, C, I and T.
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	GDP
	C
	I
	T





	Observations
	114
	342
	342
	342



	Frequency
	quarterly
	monthly
	monthly
	monthly



	Mean
	115,611.0
	15,179.32
	22,230.41
	2196.215



	Median
	85,683.55
	9985.000
	13,419.33
	2055.775



	Maximum
	335,507.9
	41,268.90
	82,409.00
	5861.160



	Minimum
	12,111.70
	1505.300
	221.835
	156.890



	Standard Deviation
	94,142.31
	12,917.45
	21,911.39
	1611.037



	Skewness
	0.676
	0.593
	0.724
	0.291



	Kurtosis
	2.182
	1.854
	2.166
	1.872



	Jarque–Bera
	11.863 ***
	38.735 ***
	39.766 ***
	22.968 ***



	Probability
	0.003
	0.000
	0.000
	0.000







Notes: GDP is quarterly gross domestic product in China, C is monthly total retail sales of consumer goods in China, I is monthly completed investment in fixed assets in China, and T is monthly total import and export in China. *** denotes significance at the 1% level.













 





Table 2. The unit root test results for selected variables.
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	Variables
	ADF Statistics
	Test Forms
	Critical Value (1%)
	Critical Value (5%)
	Critical Value (10%)
	p-Value





	LNGDP
	−0.8677 ***
	(c, t, 1)
	−4.083355
	−3.470032
	−3.161982
	0.9539



	DGDP
	−3.6414 ***
	(c, 0, 1)
	−3.520307
	−2.90067
	−2.587691
	0.0071



	LNC
	−2.3322 ***
	(c, t, 2)
	−3.99828
	−3.429398
	−3.138192
	0.4144



	DC
	−3.1383 ***
	(0, 0, 3)
	−2.575099
	−1.942218
	−1.615776
	0.0018



	LNI
	−1.1899 ***
	(c, t, 2)
	−3.99828
	−3.429398
	−3.138192
	0.9096



	DI
	−7.5555 ***
	(0, 0, 3)
	−2.575099
	−1.942218
	−1.615776
	0.0000



	LNT
	−0.6592 ***
	(c, t, 2)
	−3.99828
	−3.429398
	−3.138192
	0.9741



	DT
	−7.1026 ***
	(0, 0, 3)
	−2.575099
	−1.942218
	−1.615776
	0.0000







Notes: *** denotes significance at the 1% level.













 





Table 3. The RMSEs of mixed- and same-frequency models.
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Variables

	
Weight Functions

	
K = 6

	
K = 9

	
K = 12

	
K = 15

	
K = 18

	
K = 21

	
K = 24

	
K = 27

	
K = 30

	
Average

	
Same-

Frequency






	
DC

	
beta

	
1.0058

	
1.1229

	
1.1214

	
1.1208

	
1.1205

	
1.1203

	
1.1931

	
1.1483

	
1.1598

	
1.1237

	
1.3383




	
betaNN

	
1.2168

	
1.1619

	
0.8979

	
1.0594

	
0.9631

	
0.6876

	
0.8496

	
0.8394

	
0.8616

	
0.9486




	
expalmon

	
1.1769

	
1.1769

	
1.1769

	
1.0517

	
1.1851

	
1.0169

	
1.1762

	
1.1738

	
1.1667

	
1.1446




	
almon

	
1.2288

	
1.0496

	
1.0778

	
1.2767

	
1.2211

	
1.0191

	
0.9817

	
1.0186

	
0.9261

	
1.0888




	
step

	
1.2449

	
1.3233

	
1.33

	
1.602

	
1.6516

	
1.6351

	
1.6161

	
1.6744

	
1.6752

	
1.5281




	
DI

	
beta

	
0.7387

	
0.7464

	
0.735

	
0.7351

	
0.7509

	
0.7207

	
0.7632

	
0.7229

	
0.8179

	
0.7479

	
0.8334




	
betaNN

	
0.7414

	
0.7237

	
0.7612

	
0.7516

	
0.7409

	
0.7967

	
0.7238

	
0.7396

	
0.7871

	
0.7518




	
expalmon

	
0.7459

	
0.7543

	
0.7705

	
0.7936

	
0.7804

	
0.7843

	
0.7452

	
0.7385

	
0.7627

	
0.7639




	
almon

	
0.7511

	
0.7356

	
0.7566

	
0.7444

	
0.7493

	
0.7477

	
0.7465

	
0.7423

	
0.7582

	
0.7480




	
step

	
0.7602

	
0.7402

	
0.7554

	
0.7563

	
0.7582

	
0.7564

	
0.7532

	
0.7609

	
0.804

	
0.7605




	
DT

	
beta

	
0.865

	
0.7766

	
0.7726

	
0.7707

	
0.7696

	
0.7689

	
0.7528

	
0.7511

	
0.7479

	
0.7750

	
1.0841




	
betaNN

	
0.8492

	
0.8117

	
0.783

	
0.7641

	
0.8101

	
0.8841

	
0.7976

	
0.7167

	
0.7517

	
0.7965




	
expalmon

	
0.8606

	
0.8606

	
0.8606

	
0.8606

	
0.8606

	
0.8417

	
0.8516

	
0.8481

	
0.8383

	
0.8536




	
almon

	
0.8952

	
0.8972

	
0.8907

	
0.8557

	
0.79

	
0.7931

	
0.7196

	
0.9234

	
0.8709

	
0.8484




	
step

	
0.869

	
0.8913

	
0.8967

	
0.8769

	
0.8376

	
0.8225

	
0.8517

	
0.8804

	
0.9116

	
0.8709








Notes: The RMSE of the same-frequency model is an average value. The construction of the same-frequency model is to simply average the monthly data of consumption, investment and trade, and then use the quarterly data as explanatory variables to build the ARDL model. After that, the RMSE is obtained by selecting the lag order corresponding to the MIDAS model. In order to simplify the analysis, the specific process of calculating RMSE for the same-frequency model is not listed in this paper, and the following tables are the same.













 





Table 4. The correlation coefficients among C, I and T after seasonal adjustment.
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	C after Seasonal Adjustment
	I after Seasonal Adjustment
	T after Seasonal Adjustment





	C after seasonal adjustment
	1
	0.9444
	0.9578



	I after seasonal adjustment
	0.9444
	1
	0.9598



	T after seasonal adjustment
	0.9578
	0.9598
	1










 





Table 5. The results of PCA.
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	Proportion
	Cumulative Proportion





	Principal component 1
	0.9693
	0.9693



	Principal component 2
	0.0186
	0.9879



	Principal component 3
	0.0121
	1










 





Table 6. Comparisons of predictions based on different variables.
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	beta
	betaNN
	Expalmon
	Almon
	Step
	Same-Frequency





	K = 6
	0.7546
	0.7203
	0.7638
	0.7728
	0.7766
	-



	K = 9
	0.6986
	0.7331
	0.764
	0.6889
	0.7667
	-



	K = 12
	0.6913
	0.6977
	0.764
	0.7265
	0.7695
	-



	K = 15
	0.6893
	0.7849
	0.764
	0.7251
	0.7593
	-



	K = 18
	0.6882
	0.697
	0.764
	0.6994
	0.7474
	-



	K = 21
	0.6875
	0.7794
	0.6935
	0.7005
	0.7484
	-



	K = 24
	0.6721
	0.6705
	0.7461
	0.6658
	0.7464
	-



	K = 27
	0.6681
	0.6699
	0.74
	0.7362
	0.753
	-



	K = 30
	0.6706
	0.7128
	0.7461
	0.699
	0.7505
	-



	Averages of mixed- and same-frequency models based on DPC
	0.6911
	0.7184
	0.7495
	0.7127
	0.7575
	0.7923



	Averages of mixed- and same-frequency models based on DC
	1.1237
	0.9486
	1.1446
	1.0888
	1.5281
	1.3383



	Averages of mixed- and same-frequency models based on DI
	0.7479
	0.7518
	0.7639
	0.7480
	0.7605
	0.8334



	Averages of mixed- and same-frequency models based on DT
	0.7750
	0.7965
	0.8536
	0.8484
	0.8709
	1.0841










 





Table 7. The unit root test of residual terms.
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	Variables
	ADF Statistics
	Test Forms
	Critical Value (1%)
	Critical Value (5%)
	Critical Value (10%)
	p-Value





	ecm
	−2.0907 **
	(0, 0, 4)
	−2.6034
	−1.9463
	−1.6133
	0.0361



	ecmco
	−1.9442 *
	(0, 0, 3)
	−2.6028
	−1.9462
	−1.6134
	0.0502







Notes: ** and * denote the significance at the 5% and 10% levels.













 





Table 8. Comparisons of principal-component-based mixed-frequency error correction models.






Table 8. Comparisons of principal-component-based mixed-frequency error correction models.





	

	
beta

	
betaNN

	
Expalmon

	
Almon

	
Step






	

	
ECM

	
Co

	
ECM

	
Co

	
ECM

	
Co

	
ECM

	
Co

	
ECM

	
Co




	
K = 6

	
0.7789

	
0.8061

	
0.6498

	
0.7056

	
0.7251

	
0.7568

	
0.7202

	
0.7501

	
0.7433

	
0.7436




	
K = 9

	
0.6441

	
0.7279

	
0.6495

	
0.676

	
0.7252

	
0.757

	
0.629

	
0.6603

	
0.7449

	
0.7452




	
K = 12

	
0.6413

	
0.7065

	
0.6354

	
0.7176

	
0.7252

	
0.757

	
0.6649

	
0.6917

	
0.7315

	
0.732




	
K = 15

	
0.6401

	
0.6699

	
0.7352

	
0.7362

	
0.7252

	
0.757

	
0.6745

	
0.7019

	
0.7279

	
0.7284




	
K = 18

	
0.6395

	
0.6694

	
0.6262

	
0.6954

	
0.7252

	
0.757

	
0.6593

	
0.6834

	
0.732

	
0.7327




	
K = 21

	
0.6392

	
0.669

	
0.7399

	
0.7203

	
0.6864

	
0.757

	
0.6669

	
0.6954

	
0.7355

	
0.7359




	
K = 24

	
0.6247

	
0.655

	
0.6283

	
0.6559

	
0.7127

	
0.7472

	
0.644

	
0.6751

	
0.7302

	
0.731




	
K = 27

	
0.6212

	
0.6507

	
0.6441

	
0.7143

	
0.7086

	
0.742

	
0.7138

	
0.7368

	
0.7499

	
0.7509




	
K = 30

	
0.6237

	
0.6524

	
0.6552

	
0.7696

	
0.7177

	
0.7483

	
0.6936

	
0.7293

	
0.7563

	
0.7582




	
Averages of mixed-frequency error correction model

	
0.6503

	
0.6897

	
0.6626

	
0.7101

	
0.7168

	
0.7533

	
0.6740

	
0.7027

	
0.7391

	
0.7398




	
Averages of mixed-frequency model without error correction term

	
0.6911

	
0.7184

	
0.7495

	
0.7127

	
0.7575




	
Averages of same-frequency error correction model

	
0.7885




	
Averages of the same-frequency model without error correction term

	
0.7923








Notes: ECM and Co denote the ECM-MIDAS and CoMIDAS models, respectively.













 





Table 9. Estimated results of principal-component-based mixed-frequency error correction model.






Table 9. Estimated results of principal-component-based mixed-frequency error correction model.





	Variables
	     β   0     
	     β   1     
	     θ   1     
	     θ   2     
	     γ   1     
	   λ   



	Coefficients
	0.9798 ***
	0.5998 ***
	1.0271 ***
	13.2786 ***
	0.4247 ***
	0.0344 *







Notes: *** and * denote significance at the 1% and 10% levels.
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