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Abstract

:

Unsupervised feature selection (UFS) has received great interest in various areas of research that require dimensionality reduction, including machine learning, data mining, and statistical analysis. However, UFS algorithms are known to perform poorly on datasets with missing data, exhibiting a significant computational load and learning bias. In this work, we propose a novel and robust UFS method, designated PFA-Nipals, that works with missing data without the need for deletion or imputation. This is achieved by considering an iterative nonlinear estimation of principal components by partial least squares, while the relevant features are selected through minibatch K-means clustering. The proposed method is successfully applied to select the relevant features of a robust health dataset with missing data, outperforming other UFS methods in terms of computational load and learning bias. Furthermore, the proposed method is capable of finding a consistent set of relevant features without biasing the explained variability, even under increasing missing data. Finally, it is expected that the proposed method could be used in several areas, such as machine learning and big data with applications in different areas of the medical and engineering sciences.
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1. Introduction


Dimensionality reduction refers to the transformation of a high-dimensionality dataset into another dataset of lower dimensionality that preserves most of the information content [1,2]. When the transformation maps the original dataset into a transformed space, the corresponding reduction in dimensionality is known as feature extraction. On the other hand, when the transformation seeks to select a subset of relevant features from the original dataset, the reduction is known as feature selection [3].



Algorithms for feature extraction are particularly attractive for machine learning, since the derived features can be constructed to maximize information content while avoiding redundancy, therefore improving the performance of the learning step [3]. For instance, a principal components analysis (PCA) constructs a set of linearly transformed features that are orthogonal and ranked based on the explained variability of the original dataset [3].



There are several instances where feature selection is preferred over feature extraction: the interpretability of the features to understand the relationship between different variables; computational efficiency, where feature selection allows faster computing times; to reduce overfitting when the datasets used are small; domain knowledge of some important features and allowing them to be selected first; finally, when a high correlation between features is observed, feature selection can identify the most relevant ones and therefore reduce dimensionality.



Therefore, feature selection is an important preprocessing step for machine learning applications, since it removes features that are either redundant or irrelevant, reducing the computational load, it enhances the interpretation of results, and it allows the analysis of datasets that would be computationally unmanageable otherwise [1,4,5,6]. Methods for feature selection can be categorized as supervised or unsupervised, depending on whether or not a learning algorithm is available to provide feedback on the selection of relevant features [1].



In particular, unsupervised feature selection (UFS) algorithms have received considerable attention in research areas where datasets with thousands of features are present, such as pattern recognition, machine learning, data mining, and statistical analysis [7].



Since unsupervised data in the real world may contain irrelevant or redundant features that can affect the analysis and lead to biases or incorrect results [1], it becomes crucial to eliminate unnecessary features to improve computational efficiency and enhance the robustness of simple models on small datasets due to their lower variation in sample details [1,2]. By explaining the data with fewer features, we gain a deeper understanding of the underlying process, enabling the extraction of valuable knowledge [2]. This becomes especially relevant when seeking to understand the behavior of specific systems or phenomena [8].



In the context of missing data, the problem can be categorized into three types: coverage errors, total nonresponse, and partial nonresponse [9]. Addressing coverage errors is crucial during sample selection, while total nonresponse requires attention during the data collection phase. On the other hand, partial nonresponse can be effectively handled during the analysis phase.



Different strategies have been proposed to deal with missing data, including imputation and deletion. For imputation, the following techniques can be considered:




	
Consideration of central tendency metrics (e.g., mean, mode or median) [10].



	
Regression techniques [11].



	
K-nearest neighbors algorithms [12].



	
Expectation–maximization algorithms [13].



	
Neural networks [12].








Although imputation methods preserve the original dataset size, they introduce bias in the estimators and often require the fulfillment of certain assumptions for the data distribution. Regarding deletion, the elimination from the dataset of an entire observation that presents missing data (i.e., listwise deletion) is frequently used. Issues associated with deletion include a reduction in the total variability, the elimination of possibly important observations, and a decrease in the power of statistical significance tests [12,14].



This study proposes a novel UFS method based on an iterative nonlinear estimation of components by partial least squares, in which feature weights are calculated for each component and clustered considering a minibatch approach in order to reduce calculation time. These minibatches are subsets of the weights of each feature with respect to the components, finally delivering the cluster of similar features, and selecting the representative of each cluster. Our feature selection method offers a low computational load while preserving most of the original variance, working with missing data without the need for imputation or deletion.



This paper is organized as follows: the remaining portion of the introduction briefly summarizes the state of the art of UFS methods, specifically those based on a principal component analysis; Section 2 details the proposed method, while Section 3 describes the data and the experimental methodology. Subsequently, Section 4 presents and discusses the obtained results, while Section 5 presents the overall discussion and conclusions of this work.



Survey of UFS Methods


In the literature survey regarding the UFS methods, the terms of feature selection and feature extraction for unsupervised features are sometimes understood as the same. However, they are distinct: feature selection refers to the selection of a subset of features from the original space, while the feature extraction technique selects features in a transformed space, which do not have a clear physical meaning [3].



Principal component analysis (PCA) is frequently used as a feature extraction algorithm since it forms linear combinations of all available features. However, these features contemplated by each PCA does not have equal importance in the formation of PCs necessarily, since some features may be critical and others irrelevant or insignificant to the overall analysis [3].



Some authors linked PCs to a subset of the original features by selecting critical variables or eliminating redundant, irrelevant, or insignificant variables. In this sense, B2 (backward elimination) and B4 (forward binding) algorithms are probably the best-known approaches of this type [15]. The B2 algorithm discards variables that are highly associated with the last PCs, while B4 algorithm selects variables that are highly associated with the first PCs.



As shown in [3], fundamental problems are solved: the first is based on finding a UFS algorithm with low computational time and the second is based on giving interpretability to the PCA. For this, the author relies on the evaluation of features for their ability to reproduce the projections on the main axes, by using regression through ordinary least squares (OLS) and by selecting forward features and eliminating backward features.



On the other hand, a new hybrid approach to PC-based unsupervised gene selection is developed in [16], which is divided into two steps: the first retrieves subsets of genes with an original physical significance based on their capabilities to reproduce sample projections into principal components by applying the evaluation through an OLS estimation, and the second step looks for the best subsets of genes that maximize the performance of the cluster. In [7], a moving range threshold is proposed, which is based on quality control and control charts to better identify the significant variables of the dataset.



On the other hand, obtaining the eigenvectors to identify critical original features based on the nearest-neighbor rule to find the predominant features is proposed in [17].



In [18], a method called principal feature analysis (PFA) is proposed. This method uses PCs to calculate the eigenvalues and eigenvectors, which are grouped using k-means and return the feature closest to the center.



Later, a convex scattered principal component algorithm (CSPCA) is proposed in [19], applied to feature learning. It is shown that PCA can be formulated as a robust low-rank regression optimization problem for outliers. They also mention that the importance of each feature can be analyzed effectively according to the PCA criteria, since the new objective function is convex, and they propose an iterative algorithm to optimize it, generating weights for each original feature.



On the other hand, an improved and unsupervised difference algorithm called sparse difference embedding (SDE) to reduce the dimensionality of data with high numbers of features and few observations was developed in [20]. SDE seeks to find a set of projections that not only affects the locality of the intraclass and maximizes the globality of the interclass but also simultaneously applies the lasso regression to obtain a sparse transformation matrix.



An algorithm coupling a PCA regularization with a sparse feature selection model to preserve the maximum variance of the data is proposed in [21], where an iterative minimization optimization is designed in order to optimize an objective function. In this way, it looks for a significant adjustment result and the selection of informative features, respectively.



On the other hand, another type of feature selection algorithm, called the globally sparse probabilistic PCA (GSPPCA) was generated in [22], which is based on a Bayesian procedure that allows the obtention of several sparse components with the same scatter pattern to identify relevant features. This selection of features by GSPPCA is achieved using Roweis’s probabilistic interpretation in PCA and isotropic Gaussian functions in the load matrix, providing calculations of the marginal probability of a Bayesian PCA model.



However, other types of unsupervised feature selection methods exist, based on the usage of filters and not necessarily by means of a principal component analysis. In [23], unsupervised feature selection methods based on filters received more attention due to their efficiency, scalability, and simplicity. Therefore, the most recent articles are presented as follows:



In [24], a method called FSFS (feature selection using feature similarity) is proposed, with the primary objective of reducing the redundancy between the characteristics of a dataset by measuring the dependency or statistical similarity between them using the variance and covariance of the features to be later grouped in clusters. Features with similar properties are located in the same cluster. Finally, the feature selection is performed iteratively using the kNN principle (k-nearest neighbors). At each iteration (one for each feature), FSFS selects one feature of each cluster to create a final subset of features.



In [25], a method called MCFS (multicluster feature selection) is proposed, with the objective of selecting subsets of features from a dataset, preserving the overall structure of the clustered data. MCFS is an algorithm that uses spectral analysis and regression with the   L 1   norm to measure the importance of the features, considering the local data structure to later select a subset of features based on the regression coefficients. The final objective is to maximize the preservation of the internal data structure of the selected subset of features.



In [26], a method called UDFS (unsupervised discriminative feature selection) is proposed, with the objective of selecting a subset of features that discriminates among the data to perform regression and classification tasks. The algorithm uses discriminant information from the sparse matrices and correlates the features to assign weights to each characteristic and select the most relevant ones. This facilitates the overall efficiency and precision of the automatic learning models by reducing the number of features while maintaining the most informative attributes.



In [27], a method called NDFS (nonnegative discriminative feature selection) is presented, which is a technique for feature selection combining different steps. First, it uses spectral analysis to learn pseudoclass labels, representing the relations between the data and their features. Then, a regression model with a norm   L  2 , 1    regularization is performed to be optimized using a specific solver. Finally, p features are selected that relate the best with the previously learned pseudoclass labels. This process allows the authors to identify a set of relevant and discriminant features to solve classification problems.



In [28], a method called DSRMR (dual self-representation and manifold regularization) is proposed. It is a learning algorithm based on a representation of the features and has the objective of selecting an optimal set of relevant features for a learning problem. DSRMR achieves this by considering three fundamental aspects: a representation of the features using an   L  2 , 1    norm, the local geometrical structure of the original data, and a weighted representation of each feature based on its relative importance. The optimization is performed efficiently using an iterative algorithm and the final results are based on the resulting weighted features.



In [29], an innovative method for feature selection is proposed based on the sample correlations and dependencies between features. This model is composed of two main elements: to preserve the global and local structure of the dataset and to consider the global and local information. This is achieved by using mutual information and learning techniques, such as dynamical graphs and low-dimensionality restrictions to obtain reliable information and a correlation of the feature samples.



Finally, it is worth mentioning that in [30], a method was proposed using two convolutional neural networks (CNN) to extract the principal features of different datasets, obtaining excellent results in comparison to other state-of-the-art methods. This method was tested using IoT devices to study signals and identify them as malicious or normal.



All these algorithms mentioned above propose to take PCs as the central core to select relevant features, either as a means of feature selection or as a means of interpretability for PCs. However, none of them solve the problem of missing data, having to perform a preprocessing of the datasets to correct them.





2. Description of the Proposed Method: PFA-Nipals


This study introduces a new approach to feature selection, named principal feature analysis based on nonlinear iterative partial least squares or PFA-Nipals. This algorithm was developed to select attributes or features considering unsupervised data using filters, allowing the identification of the most significant variables that also explain the most sources for variability among the data. This approach is especially valuable in that it can adapt effectively to situations where missing data are observed without the need to perform an imputation of them. This algorithm is considered with a filter approach, selecting the most relevant features by examining the data without algorithms performing a particular search.



The algorithm works by selecting variables based on the desired number of features k, and creates k groups that bring together variables that share similar behavior patterns or variability within a transformed mathematical space by means of orthogonal projections. Then, the most representative variable is selected for each group.



The algorithm can be described in three large steps:




	
Dataset rank and orthogonal projection transformation.



	
Groups of features with equal variance.



	
Selection of the representative variables for each group.








2.1. Dataset Rank and Orthogonal Projection Transformation


Let   X  n , d    be a set of data with n observations and d dimensions of rank a. The value of a is used to identify a eigenvalues different from zero in the dataset. To calculate the rank, the average ranking algorithm is used.



When the method is applied to datasets with missing data, the missing values are considered as separate elements, and a special rank is usually considered and typically denoted as   N a N  . These missing data are treated as values that do not interact with the rank assignments to the rest of the nonmissing elements.



Therefore, for the   X  n , d    dataset, the orthogonal projection based on the principal component analysis is used, described in [31,32] and is presented as follows:



Fundamentally, a singular value decomposition (SVD) of a data matrix is carried out by means of iterative sequences of orthogonal projections [32], using a centered and reduced dataset, defined as   X =  x  i , j     with rank a, n corresponds to the number of observations and p the number of features. Hence, the decomposition of the matrix X can be described as follows:


  X =  ∑  h = 1  a   t h   p  h    ′    



(1)




where    t h  =   (  t  h 1   , . . . ,  t  h n   )    ′     and    p h  =   (  p  h 1   , . . . ,  p  h p   )    ′     are the principal components and vectors, respectively, for each component number   h i   and the superscript      ′    means a transposition of the corresponding vector.



It is important to mention that   p  h j    represents the regression coefficient   X  h − 1 , j    before the normalization, over the component   t h  . Then, each variable can be written using a principal component analysis, deriving the following approximation:


   x j  ≈  ∑  h = 1  a   t h   p  h , j    ′   + R e s i d u a l ,  ∀ j = 1 . . . p  



(2)







Once convergence is achieved, i.e., the residual is less than a given tolerance, the preceding matrix is deflated to ensure the orthogonality of each of the components.



If there are missing data, in the same way, the components   t h   and the vectors   P h   are obtained, which then allows us to reconstruct the matrix X. This is because PFA-Nipals works with a series of scalar products as the sum of products of the elements paired. This allows us to handle missing data, adding available pairs in each operation. Geometrically, the missing elements are taken as if they adjust properly on the regression line [32].



For this stage of the method, the following steps are considered:




	
Residue calculation:


   X  h − 1 , j   =  X j  −  ∑  l = 1   h − 1    p  l j    t l  .  











	
Nipals initialization:


   t h  =  X  h − 1 , 1   .  











	
Regression of   X  h − 1 , j    in   t h  



where   p  h j    is the slope of the line of the least squares that intersects the origin of   (  t h  ,  X  h − 1 , j   )  , calculated using the available data.


   p  h j   =    ∑ i   x  h − 1 , j i    t  h i      ∑ i   t  h i  2     for  all  available   ( nonmissing )    x  j i    and   t  h i   .  











	
Residue calculation:


   X  h − 1 , i   =  X i  −  ∑  l = 1   h − 1    t  l i    p l  .  











	
Regression of   X  h − 1 , i    in   p h  



where   p  h j    is the slope of the least square line that intersect the origin of   (  t h  ,  X  h − 1 , j   )  , calculated using the available data.


   t  h i   =    ∑ j   x  h − 1 , j i    p  h j      ∑ j   p  h j  2     for  all  available   ( nonmissing )    x  j i    











	
Repeat steps 3 to steps 5 until the variation of   p h   between iterations is equal to or less than 0.1%.









2.2. Cluster of Features of Equal Variance


The direction vectors   p  d , a    are considered as input, and the variables that have similar variability are clustered in k groups, where k is the final number of features to be selected. The clustering is performed using the minibatch K-means algorithm.



The minibatch K-means algorithm is based on massive data clustering [33]. The minibatch K-means algorithm uses small batches of samples taken at random with a fixed size and for each iteration of the loop, until the algorithm converges, small randomly selected batches are taken from the dataset and used to update the clusters, assigning one cluster to each data point in the batch, taking into account the previous location of the cluster centroids. Each minibatch is then processed to update the clusters using a combination of the sample and prototype values, considering the previous locations of the cluster centroids. Therefore, as the number of iterations increases, the new examples are taken into consideration until the algorithm convergence is achieved when there are no changes in the clusters. The great advantage of this algorithm is that it subsamples the data at each iteration, in contrast to what the K-means algorithm does, thus reducing computational costs [34].



In order to help convergence, consistency of results, and computational time, an initialization “c” of the minibatch K-means algorithm is proposed, which takes as its initial value the k features that present the greatest weight for each component. In other words, a feature is selected for each component, until reaching k components. In this way, the most representative features for each component are initially selected, reducing the same variability explained between variables by the concept of the orthogonality of the components. The procedure can be described as follows:




	
Initialization of the feature cluster.


   T 0  =  p h   








where   T 0   is defined as the direction vectors   p h   with d attributes and a components.



Then, the number of features to select k is identified, and   k < d   attributes are selected.



	
Cluster initialization



Initialization of each k cluster to analyze.


   t i  = m a x   t  d , i     ∀ i = 1 , . . . , k  











If   k < = a  , k features are chosen (one for each component) for the first k components, without repeating selected features.



If   k > a  , a features are chosen, one for each of the a components, without repeating the selected features, and the sequence of steps are repeated for the remaining   k − a   components.



	
Clustering of features: A variation of the K-means algorithm is used, that considers minibatches to reduce computational time while optimizing the objective function, called the minibatch K-means algorithm. The minimization function is defined as follows:


    ∑  i = 0  n   min   μ j  ∈ C     (   x i  −  μ j   )  2    








where   μ j   is the mean or centroid of the cluster.








In Algorithm 1, the pseudocode is described, which outlines the initialization operation.




2.3. Selection of Each Group Representative


The centers of each group are calculated and the closer feature to the center is selected. Therefore, it can be considered that the feature closest to the center is the central dominant and less redundant variable of the group, compared to the characteristics of the other groups. This stage can be described as follows:




	
Calculation of the center of each k group.



	
For each group, the distance between the center of the group and each feature is compared.



	
The most representative feature of each group is selected by finding the minimum distance with respect to the center, using the following expression:


  m i n ( d  (  a  d , k   −  c k  )  )  ∀ k = 1 , 2 , . . . , k  








where   d (  a  d , k   −  c k  )   is the Euclidean distance of   a  d , k   , for the d feature in group k, and   c k   is the group k center.



	
Output: return the k feature more representative of each group.








In Algorithm 2, the operation of PFA-Nipals is described.






	Algorithm 1 Minibatch K-means initialization



	
	Input: 

	
k,   T  n , a   : k: number of features to select;   1 ≤ k ≤ d  .   T  n , a   : weight matrix of the features with respect to each component.




	1:

	
Start initialization criterion




	2:

	
T = [ ], initialization set




	3:

	
for   i = 1 , 2 , 3 , . . . , k  : do




	4:

	
    Take   T  n , i   .




	5:

	
      t i   = max(  ∣  T  1 , i   ∣  ,  ∣  T  2 , i   ∣  ,  ∣  T  3 , i   ∣  ,   ∣  T  4 , i   ∣  , …,   ∣  T  n , i   ∣  )




	6:

	
    Identify which   x i   feature corresponds to the selected   t i  




	7:

	
T = [  x 1  ,   x 2  ,   x 3  ,   x 4  ,   x 5  , …,   x k  ]




	8:

	
return T, initialization list



















	Algorithm 2 PFA-Nipals



	
	Input: 

	
k: Number of features to select;   1 ≤ k ≤ d   y   X  n , d   , a data matrix of n observations and d dimensions centered and reduced,    X  i , j   ∈ R   y   X  n , d    of rank a




	1:

	
Start eigenvectors




	2:

	
    X 0  = X   




	3:

	
for   h = 1 , 2 , 3 , . . . , a  : do




	4:

	
      t h   first column of   X  h − 1   




	5:

	
    Start of convergence of   p h  




	6:

	
       p h  =  X  h − 1    ′     t h    t  h    ′    t h     




	7:

	
    Normalize   p − h   a 1




	8:

	
       t h  =  X  h − 1     p h    p  h    ′    p h     




	9:

	
    if there is convergence of   p h   then




	10:

	
        Go to step 13




	11:

	
    else




	12:

	
        Go back to step 5




	13:

	
       X h  =  X  h − 1   −  t h   p  h    ′    




	14:

	
Extract the   p h  




	15:

	
Start minibatch K-means




	16:

	
  T =  p h   , where   T  d , a   , a data matrix of d features and a components,    T  d , a   ∈ R  




	17:

	
k clusters




	18:

	
For each c initialized ∈C, t is taken according to the initialization of T.




	19:

	
   v ← 0   




	20:

	
for   i = 0   to it do




	21:

	
      M ← m b  




	22:

	
    for   t ∈ M   do




	23:

	
          d [ t ] ← f ( C , t )  . The center closest to t should be cached




	24:

	
    for   t ∈ M   do




	25:

	
          c ← d [ t ]  . (The cached center for t is obtained)




	26:

	
          v [ c ] ← v [ c ] + 1  . (Updating of the counts that exist per center)




	27:

	
          η ←  1  v [ c ]    . (Learning rate per center)




	28:

	
          c ← ( 1 − η ) c + η t  . (Gradient calculation)




	29:

	
Obtain k clusters.




	30:

	
Calculate the Euclidean distance between the center of the cluster with respect to all the features of the cluster.




	31:

	
Select   m i n ( | a t t r i b u t  e  i , k   − c e n t r o i  d k  | ) . ∀ k = 1 , 2 , 3 , . . . , k  .




	32:

	
return k selected features














3. Materials and Methods


Two experiments were performed: one based on synthetic data which shows the qualities of the selection of features through PFA-Nipals reflected in different indexes; the second is based on selecting features through different algorithms mentioned in the literature on different datasets and comparing the results with clustering metrics with respect to our algorithm.



3.1. Unsupervised Learning Problem with Synthetic Dataset


For the first experiment, a synthetic problem was used that considered two principal features of 3 Gaussian clusters as shown in Figure 1. In total, 600 observations were generated and divided into 3 clusters with 200 observations each. The features to be clustered were defined as    x 1  ∼ N  ( μ = 0 , σ = 1 )   ,    x 1  ∼ N  ( μ = 4 , σ = 1 )    and    x 1  ∼ N  ( μ = 5 , σ = 1 )    for the   x 1   feature and    x 2  ∼ N  ( μ = 0 , σ = 1 )   ,    x 2  ∼ N  ( μ = 4 , σ = 1 )    and    x 2  ∼ N  ( μ = − 1 , σ = 1 )    for the   x 2   feature, where  μ  and  σ  correspond to the population mean and standard deviation, respectively.



Then, ten white noise features were applied, which were generated as    a i  ∼ N    ( μ = 0 ,    σ = 1 ) , ∀ i = 1 , 2 , . . . , 10  . With these twelve (principal plus noise) features created, the synthetic dataset was generated.



Subsequently, the selection of features was made through PFA-Nipals, with which from 1 to 10 features were selected. Through the K-means algorithm, the 3 clusters mentioned above were calculated.



In order to evaluate the results of the clusters found by the K-means algorithm, two performance measures were calculated. The first one was the homogeneity metric of the labels of the clusters, which states that a clustering result satisfies the homogeneity condition, if all its clusters contain only data points that are members of a single class and its mathematical formulation [35] is:


  h = 1 −   H ( C ∣ K )   H ( C )    



(3)




where   H ( C ∣ K )   is the conditional entropy of the classes given the cluster assignments and is given by:


  H  ( C ∣ K )  = −  ∑  c = 1   ∣ C ∣    ∑  k = 1   ∣ K ∣     n  c , k   n  · l o g  (   n  c , k    n k   )   



(4)




and   H ( C )   is the entropy of the classes and is given by:


  H  ( C )  = −  ∑  c = 1   ∣ C ∣     n c  n  · l o g  (   n c  n  )   



(5)




with n the total number of samples,   n c   and   n k   the number of samples that belong to the class c and cluster k, respectively, and finally,   n  c , k    the number of samples of class c assigned to cluster k.



The second performance measure was the normalized mutual information (NMI), which is a normalization of the mutual information (MI) score to scale the results between 0 (no mutual information) and 1 (perfect correlation), and its mathematical formulation is presented in [36]. In order to understand the NMI score, suppose two label assignments (of the same N objects), U and V. Their entropy is the amount of uncertainty for a set of partitions, defined by:


  H  ( U )  = −  ∑  i = 1   ∣ U ∣   P  ( i )  · l o g  ( P  ( i )  )   



(6)




where   P  ( i )  =   ∣  U i  ∣  N    is the probability that a randomly selected object U falls into class   U i  .



The previous equations are also applied to V, shown as follows:


  H  ( V )  = −  ∑  j = 1   ∣ V ∣    P   ′    ( j )  · l o g  (  P   ′    ( j )  )   



(7)




where    P   ′    ( j )  =   ∣  V j  ∣  N   .



The mutual information (MI) between U and V is calculated by:


  M I  ( U , V )  =  ∑  i = 1   ∣ U ∣    ∑  j = 1   ∣ V ∣   P  ( i , j )  · l o g  (   P ( i , j )   P  ( i )  ·  P   ′    ( j )    )   



(8)




where   P  ( i , j )  =   ∣  U i  ∩  V j  ∣  N    is the probability that a randomly selected object belongs to both classes   U i   and   V j  .



Finally, the normalized mutual information is defined as:


  N M I  ( U , V )  =   M I ( U , V )   m e a n ( H ( U ) , H ( V ) )    



(9)







To calculate these performance measures, a cross-validation was performed with 80% of the data for training and 20% of the data as validation, and the K-means algorithm was executed 30 times. Thus, a mean and a standard deviation were calculated for both metrics.



To better understand the methodology described for the synthetic problem, Figure 2 is presented below.




3.2. K-Means Clustering Problem through Unsupervised Feature Selection with Missing Data


In this section, we described how we evaluated the performance of the proposed algorithm for different datasets, comparing it with feature selectors as presented in [19] and described below:



To compare the performance of the proposed algorithm, 4 UFS methods were considered with the objective to perform an empirical comparison regarding the performance of the comparison methods with the quality of the solution obtained using PFA-Nipals. The algorithms were the following:




	
Laplacian score: It is selected to preserve the structure of local variability. The features consistent with the Laplacian matrix are selected, in which the importance of each feature is determined by its power [37].



	
SPEC: It is based on spectral regression models. The features are selected one by one, taking advantage of the work of spectral graph theory [38]



	
MCFS: It is based on spectral analysis and sparse regression. This algorithm specializes in the selected features better preserving the structure of multiple data clusters [25].



	
UDFS: Features are selected by a joint framework of discriminative analysis and   L  2 , 1   -norm minimization. UDFS selects the most discriminative feature subset from the whole feature set in batch mode [26].








These algorithms were selected considering the following reasons:




	
Different algorithms were chosen based on the performance using filter methods. Laplacian score, SPEC, MCFS, and UDFS are based on the category of spectral/sparse learning methods [1].



	
The more relevant methods within the filter methods were considered, considering the quality of the selected features and the execution time [1,19].








3.2.1. Data


For this comparison, the datasets shown in Table 1 were considered, and an index called “ratio” was calculated, which is defined in the following equation:


  r a t i o =   o b s   d i m    



(10)




where   o b s   and   d i m   correspond to the number of observations and dimensions, respectively.



This index allows the quantification of the ratio between the number of observations and the number of features, as presented in Table 1.



The selected datasets have no missing data and were drawn from two sources. The first was from the microarray gene expression sets for the application of feature selection of maximum relevance and minimum redundancy [4] (http://home.penglab.com/proj/mRMR/, accessed on 1 April 2021), the second was obtained from the UCI Machine Learning Repository [39] (https://archive.ics.uci.edu/ml/index.php, accessed on 1 April 2021).



Since the selected datasets did not have missing data, these were artificially created for 0%, 1%, 2%, 3%, 4%, and 5% of the total observations of each dataset. These percentages were selected since the bias introduced by the missing data is proportional to the number of losses so that 10% or more is unacceptable and up to 5% is admissible [40].




3.2.2. Feature Selection


The feature selection was divided into two conditions. The first was based on algorithms that did not need to estimate missing data, which, in our case, was PFA-Nipals, and the second for algorithms that needed the estimation such as the Laplacian score, MCFS, and SPEC. For the first condition, the selection of features was done directly, without the need to estimate.



For the second condition, an estimate of missing data was performed by imputation to complete the missing data by replacement using the mean of each feature.



The number of features selected for each dataset was from 2 to 25 features for each of the missing data percentages. The number of clusters for each dataset is shown in Table 2.



Herewith, it was expected that each algorithm would deliver the features selected for each dataset.




3.2.3. Cluster Analysis


For this analysis, the datasets without missing data were considered, since we wanted to analyze the effectiveness of the selector algorithms with missing data, but not that of some cluster algorithm. With the features selected by each algorithm, clusters were built for each dataset through the K-means algorithm.



The number of clusters for each dataset was established by performing a cluster silhouette analysis, choosing the number of clusters that gave the best silhouette coefficient [41]. These results can be observed in Table 2.




3.2.4. Validation and Performance Indexes


For the datasets under study, the true labels of the clusters were not known, so the evaluation was carried out using the cluster model itself. Therefore, two metrics were considered. The first was the silhouette coefficient, which generates limited scores between −1 (for incorrect clusters) and 1 (for correct clusters), where a higher score for the silhouette coefficient is related to a model with better-defined clusters and is established for each sample and composed of two scores defined for a sample as follows:


  s =   b − a   m a x ( a , b )    



(11)




where a is the mean distance between a sample and all other points of the same class, and b corresponds to the mean distance between a sample and all other points in the next closest cluster.



The silhouette coefficient for a set of samples is given as the mean of the silhouette coefficient for each sample. The second metric is the Davies–Bouldin index [42], where a lower Davies–Bouldin index is related to a model with a better separation between clusters. The Davies–Bouldin index is defined as the average similarity of each cluster   C i   for   i = 1 ,    2 , . . . , k   and its closest similarity   C j  . In the context of this index, similarity is defined as a mean   R  i , j   .


   R  i , j   =    s i  +  s j    d  i , j     



(12)




where   s i   is the mean distance between each point in the cluster i and the center of that cluster (also known as the cluster diameter), and   d  i , j    is the distance between the cluster centroids i and j.



Therefore, the Davies–Bouldin index is defined as:


  D B =  1 k   ∑  i = 1  k   max  i ≠ j    R  i , j    



(13)




where k corresponds to the maximum number of clusters.



To calculate these performance measures, a cross-validation was performed with 80% of the data for training and 20% of the data as validation, and the K-means algorithm was executed 30 times. Thus, the mean value and standard deviation of each of the mentioned indexes were calculated. To better understand what has been described, Figure 3 is shown below.






4. Results and Discussion


The results obtained for each of the problems described in the previous section are shown below.



4.1. Results of Unsupervised Learning Problem with Synthetic Dataset


As mentioned in the methodology, the homogeneity metrics and normalized mutual information were calculated with the three clusters found by K-means clustering for each cluster of selected features.



Regarding Figure 4, we can observe that the number of optimal features to select is two. This is because the homogeneity metric and normalized mutual information for two features is one of the highest with a minimum standard deviation.



With what was described above, we can mention that in each of the 30 repetitions, 480 observations were used as training and 120 observations as validation, assigning them to the closest cluster. The results, for both homogeneity metric and normalized mutual information, show that only two features are necessary for clustering and the two features are correct (two principal features).




4.2. Results of the K-Means Clustering Problem through the Selection of Unsupervised Features with Missing Data


In this section, a table is shown for each dataset, indicating the best performance of each algorithm with respect to the missing data analysis for each dataset under study. These performance values are shown regardless of the available number of features for a result. Along with the above, a graph was created, which reflected the evolution of each index with respect to the number of selected features, considering 5% of missing data.



The results were analyzed for each of the datasets and showed the following results:



4.2.1. Colon Cancer


For the Colon Cancer dataset, Table 3 shows that for most of the analysis with missing data, PFA-Nipals performed better on the silhouette coefficient than the other algorithms, except for 0% of missing data where the Laplacian score obtained a better result only for the silhouette coefficient, since for the Davies–Bouldin index, the best score was obtained by PFA-Nipals. Regarding the Davies–Bouldin index, PFA-Nipals performed better for all analyses with missing data.



Furthermore, the Colon Cancer dataset for the 5% missing data case in Figure 5 shows that the best results for all algorithms were found in the selection of the first 10 features. Along with this, it can be mentioned that for this dataset, PFA-Nipals obtained very good results with very few selected features.



For the Colon Cancer dataset, we can have indications that as the number of missing data increases, PFA-Nipals selects features that, through K-means clustering, find better-defined clusters and with a better separation between the clusters.




4.2.2. Lung Cancer


For the Lung Cancer dataset, Table 4 shows that PFA-Nipals performed better on the silhouette coefficients for all cases. Regarding the Davies–Bouldin index, PFA-Nipals also obtained the best results for all cases. Furthermore, for the 5% missing data case, Figure 6 again shows that the best results were found in the selection of the first 10 features. Along with this, it can be noted that PFA-Nipals achieved very good results with few selected features.



For the Lung Cancer dataset, we can again mention that there are indications that as the number of missing data increases, PFA-Nipals selects features that, through K-means clustering, find better-defined clusters and with a better separation between the clusters.




4.2.3. Lymphoma


For the Lymphoma dataset, Table 5 shows that PFA-Nipals performed better on the silhouette coefficient for all cases of missing data. Regarding the Davies–Bouldin index, PFA-Nipals again obtained the best results for all cases of missing data.



In addition, for the 5% missing data case, Figure 7 shows again that the best results were found in the selection of the first 10 features. Along with this, it can be noted that PFA-Nipals achieved very good results with few selected features.



For the Lymphoma dataset, we can have indications that as the number of missing data increases, PFA-Nipals selects features that, through K-means clustering, find better-defined clusters and with a better separation between the clusters.




4.2.4. Arrhythmia


For the Arrhythmia dataset, Table 6 shows that PFA-Nipals performed better on silhouette coefficients for 2% and 3% of missing data. Regarding the Davies–Bouldin index, PFA-Nipals achieved the best results for the 2% and 3% of missing data cases.



Furthermore, for the 5% missing data case, Figure 8 shows that the best results were found in the selection of the first five features. Along with this, it can be noted that PFA-Nipals achieved very good results with few selected features.



For the Arrhythmia dataset, we can have indications that as the number of missing data increases, PFA-Nipals selects features that, through K-means clustering, find better-defined clusters and with a better separation between the clusters.



It is important to mention that the Laplacian score was not calculated due to a nonconvergence of this parameter for the present dataset.




4.2.5. NCI


For the NCI dataset, Table 7 shows that PFA-Nipals performed better on silhouette coefficients for 0%, 1%, 4%, and 5% of missing data. Regarding the Davies–Bouldin index, PFA-Nipals achieves the best results for the 0%, 1%, 4%, and 5% missing data cases.



In addition, for the 5% missing data case, Figure 9 shows that the best results were found in the selection of the first three features. Along with this, it can be noted that PFA-Nipals achieved very good results with few selected features.



For the NCI dataset, we can have indications that as the number of missing data increases, PFA-Nipals selects features that, through K-means clustering, find better-defined clusters and with a better separation between the clusters.




4.2.6. Soybean


For the Soybean dataset, Table 8 shows that PFA-Nipals performed better on the Davies–Bouldin index, considering 1% of missing data.



In addition, for the 5% missing data case, Figure 10 shows that the best results were found in the selection of the first five features. Along with this, it can be noted that PFA-Nipals achieved very good results with few selected features.




4.2.7. Leukemia


For the Leukemia dataset, Table 9 shows that PFA-Nipals performed better on silhouette coefficients for 0%, 1%, 2%, 3%, 4%, and 5% of missing data. Regarding the Davies–Bouldin index, PFA-Nipals obtained the best results for the 0%, 1%, 2%, 3%, 4%, and 5% of missing data cases.



Furthermore, for the 5% missing data case, Figure 11 shows that the best results were found in the selection of the first 25 features. Along with this, it can be noted that PFA-Nipals achieved very good results with few selected features.



For the Leukemia dataset, we can have indications that as the number of missing data increases, PFA-Nipals selects features that, through K-means clustering, find better-defined clusters and with a better separation between the clusters.




4.2.8. Epileptic Recognition


For the Epileptic Recognition dataset, Table 10 shows that PFA-Nipals performed better on silhouette coefficients for all cases of missing data, being surpassed in all cases by UDFS. Regarding the Davies–Bouldin index, PFA-Nipals obtained the best results for the 0%, 2%, 4%, and 5% of missing data cases. In this case, PFA-Nipals excelled at obtaining more separate and less sparse clusters.



In addition, for the 5% missing data case, Figure 12 shows that the best results were found in the selection of the first five features. Along with this, it can be noted that PFA-Nipals achieved very good results with few selected features.



For the Epilectic Recognition dataset, we can have indications that as the number of missing data increases, PFA-Nipals selects features that, through K-means clustering, find better-defined clusters and with a better separation between the clusters.





4.3. Analysis of Results


We can mention that for the Colon Cancer dataset with 5% missing data, PFA-Nipals improved the definition of the clusters between 14% and 18% and also improved the separation between the clusters between 8% and 28% with respect to SPEC, Laplacian, and MCFS. Moreover, for the Lung Cancer dataset with 5% missing data, PFA-Nipals improved the definition of the clusters between 43% and 65% and also improved the separation between the clusters between 8% and 28% with respect to SPEC, Laplacian, and MCFS. Nonetheless, for the Lymphoma dataset with 5% missing data, PFA-Nipals improved the definition of the clusters between 20% and 84% and improved the separation between the clusters between 35% and 81% with respect to SPEC, Laplacian, and MCFS. The least favorable results for PFA-Nipals were obtained with the Soybean dataset, observing a reduction in the percentage variation between 8% and 25% for the definition of clusters, and between 0% and 369% for the separation between clusters.



In order to determine the observed differences between the performance of the proposed PFA-Nipals and other algorithms and the statistical significance of the results, a nonparametric test was conducted, the denominated Mann–Whitney U-test for the least favorable results obtained, i.e., using the silhouette coefficient results.



The hypothesis tests were the following:


   H 0  : S a m p l  e 1  − S a m p l  e 2  = 0  










   H a  : S a m p l  e 1  − S a m p l  e 2  > 0  








where   S a m p l  e 1    are the silhouette coefficient results of PFA-Nipals and   S a m p l  e 2    are the results of the silhouette coefficient for all other algorithms.



A   95 %   confidence level for the hypothesis tests was considered and 10,000 Monte Carlo simulation were used to calculate the p-value.



From Table 11, the hypothesis test results indicated that for the Colon Cancer, Lymphoma, NCI, and Leukemia datasets, the p-value calculated was smaller than the significant level   α = 0.05  . Hence, the null hypothesis   H 0   was rejected and the alternative hypothesis   H a   was accepted for all comparison tests.



For the Lung Cancer dataset, hypothesis   H 0   was rejected for the PFA Nipals–Laplacian score and PFA Nipals–SPEC comparisons.



For the Arrhythmia dataset, hypothesis   H 0   was rejected for PFA Nipals–MCFS, PFA Nipals–Laplacian score, and PFA Nipals–UDFS comparisons.



For the Soybean dataset, hypothesis   H 0   was rejected only for the PFA Nipals–UDFS comparison, and for the Epileptic Recognition dataset, hypothesis   H 0   was rejected only for the PFA Nipals–MCFS comparison.



With these results, we can mention that the estimation of missing data causes a bias in the selection of unsupervised features. Therefore, when it comes to being in the presence of missing data, it is recommended to use a feature selector that works with missing data, such as PFA-Nipals.



Finally, we can see that with more observations, PFA-Nipals achieves better results in the presence of missing data compared to other UFS algorithms. We can also notice that since Lymphoma is the dataset with the greatest difference between algorithms followed by Lung Cancer, Colon Cancer, Leukemia, NCI, Arrhythmia, Epileptic, and Soybean, respectively, PFA-Nipals obtains better results for datasets that present a greater quantity of features in relation to the system observations, which are reflected in the ratio index shown in Table 1.



It can be mentioned that the significance test performed to determine the observed differences for the silhouette coefficient is important in relation to all algorithms in datasets where the number of features is higher than the number of observations (Colon Cancer, Lymphoma, NCI, and Leukemia).



In addition, we can mention that the dataset space can be transformed through iterative nonlinear estimations by partial least squares to calculate the weights of each feature for each component and then separate clusters of weights of equal variance, minimizing the inertia within the cluster and using mini-batches in order to select a subset of features from the original dataset that contains most of the total variability to be explained and that can work with missing data, without having to be estimated previously.




4.4. Execution Times


In terms of execution times for PFA-Nipals, the results depicted in Figure 13 illustrate a significant increase in execution times when dealing with missing data. This trend is further clarified in Table 12, where we observe varying degrees of computational time increases. Notably, the smallest increase in computational time was recorded for the Soybean dataset, with a small 10.67% rise between 0% and 1% of missing data. Comparatively, the Lung Cancer dataset experienced a 40.45% increase, the Colon Cancer dataset showed a 67.34% increase, and the Epileptic dataset presented the most substantial increase, with 406.14%.



These findings indicate a correlation between computational time increase and the quantity of data being analyzed, as well as the disparity between features and observations. Specifically, the results suggest that datasets with a higher ratio of features to observations exhibit a relatively low increase in computational time compared to datasets where the number of observations surpasses the number of features while maintaining an equivalent number of data points. This relationship becomes evident when comparing the NCI and Leukemia datasets to the Arrhythmia dataset.





5. Discussion


Two highly important problems were considered in this study. The first focused on the reduction in dimensionality, which is an important preprocessing step for machine learning, and the second was based on the absence or missing data on the features of systems to be studied.



The importance of the aforementioned is that when it is decided that a feature is unnecessary, we save costs by extracting it; in addition, simple models are more robust in small datasets, by having less variation in sample details. Together with the above, the fewer features, the better the behavior of a particular system or phenomenon. Regarding missing data, the estimation or elimination of observations produces biases when selecting relevant features for the system.



Therefore, in this paper, we proposed an unsupervised feature selection method called PFA-Nipals, for which we applied a synthetic clustering problem which was able to select the two principal features to group the clusters through the K-means algorithm correctly.



To validate our algorithm and prove that it performed well with missing data for feature selection, experiments were performed on datasets which were treated as clustering data. It can be observed from the results that the proposed algorithm outperformed all competitors in six out of eight datasets without the presence of missing data.



In addition, we can mention that as the number of missing data increased, PFA-Nipals selected features that, through K-means clustering, found better-defined clusters with a better separation between the clusters compared to other UFS algorithms. Finally, it was observed that the proposed algorithm obtained faster execution times with respect to the ones presented in the state of the art, reducing overall computational times.



Therefore, we conclude that the proposed algorithm is robust in selecting features with missing data and has excellent performance for datasets with more dimensions than observations. Its benefits make it especially suitable for unsupervised learning.



We expect that the proposed algorithm could be used widely within different areas, for example, for early detection of diseases in medical sciences, to analyze weather data to forecast extreme events, and also to study the key features in attenuation laws applied to earthquake engineering, as in all mentioned cases, experimental data are usually large datasets with inherent missing data.



Finally, as a summary, the main contributions of the proposed method PFA-Nipals are: for unsupervised feature selection, the overall computational time was reduced when unnecessary features were eliminated; it improved the robustness of simple models with small datasets by reducing irrelevant variations; it helped explain the data with fewer features, leading to a deeper understanding of the underlying processes; it can work with missing data without the need to estimate or remove observations; it is reliable when the number of attributes exceeds the number of observations, and the observations are insufficient for effective feature selection training; it can find a consistent set of relevant features without biasing the explained variability.
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Figure 1. Three clusters with a Gaussian data distribution. 
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Figure 2. Methodology for unsupervised learning problem with synthetic dataset. 
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Figure 3. Methodology applied to the K-means clustering problem through the selection of unsupervised features with missing data. 
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Figure 4. Metric of a cluster versus number of features selected for data synthetic. 
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Figure 5. Evolution of indexes with respect to the number of selected features for 5% of missing data. Colon Cancer dataset. 
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Figure 6. Evolution of indexes with respect to the number of features selected for 5% of missing data. Lung Cancer dataset. 
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Figure 7. Evolution of indexes with respect to the number of features selected for 5% of missing data. Lymphoma dataset. 
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Figure 8. Evolution of indexes with respect to the number of selected features for 5% of missing data. Arrhythmia dataset. 
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Figure 9. Evolution of indexes with respect to the number of selected features for 5% of missing data. NCI dataset. 
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Figure 10. Evolution of indexes with respect to the number of selected features for 5% of missing data. Soybean dataset. 
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Figure 11. Evolution of indexes with respect to the number of selected features for 5% of missing data. Leukemia dataset. 
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Figure 12. Evolution of indexes with respect to the number of selected features for 5% of missing data. Epileptic Recognition dataset. 
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Figure 13. PFA-Nipals execution times for 0%, 1%, 2%, 3%, 4%, and 5% of missing data. 






Figure 13. PFA-Nipals execution times for 0%, 1%, 2%, 3%, 4%, and 5% of missing data.



[image: Mathematics 11 04154 g013]







 





Table 1. Datasets used in this study. The table shows the name of the datasets, as well as the number of observations and dimensions, and the calculated ratio.






Table 1. Datasets used in this study. The table shows the name of the datasets, as well as the number of observations and dimensions, and the calculated ratio.





	Dataset
	Observations (n)
	Dimensions (d)
	Ratio =    n / d   





	Arrhythmia
	452
	279
	1.620



	Lung Cancer
	73
	325
	0.2246



	Lymphoma
	96
	4026
	0.0238



	Colon Cancer
	61
	2000
	0.0305



	NCI
	60
	9712
	0.0061



	Soybean
	307
	35
	8.7714



	Leukemia
	72
	7070
	0.01018



	Epileptic Recognition
	11,500
	179
	64.2458










 





Table 2. Number of selected features and number of clusters of the datasets.






Table 2. Number of selected features and number of clusters of the datasets.





	
Dataset

	
Number of Clusters

	
Number of Selected Features






	
Arrhythmia

	
3

	
[2, 3, 4, 5, 6, 7, 8, …, 25]




	
Colon

	
2




	
Lung

	
2




	
Lymphoma

	
3




	
NCI

	
2




	
Soybean

	
3




	
Leukemia

	
2




	
Epileptic Recognition

	
5











 





Table 3. Best index results regarding the percentage of missing data. Dataset: Colon Cancer.
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% of

	
Silhouette Coefficient

	
Davies–Bouldin Index






	
Missed Data

	
PFA-Nipals

	
SPEC

	
Lap *

	
MCFS

	
UDFS

	
PFA-Nipals

	
SPEC

	
Lap

	
MCFS

	
UDFS




	
0%

	
0.5168

	
0.5136

	
0.5814

	
0.4890

	
0.3765

	
0.6475

	
0.7219

	
0.7060

	
0.8008

	
1.0716




	
1%

	
0.5975

	
0.5186

	
0.4026

	
0.4607

	
0.4396

	
0.5730

	
0.7257

	
0.9974

	
0.8250

	
0.9490




	
2%

	
0.5756

	
0.5211

	
0.0900

	
0.3843

	
0.5438

	
0.5760

	
0.7277

	
1.0345

	
0.9762

	
0.6673




	
3%

	
0.5466

	
0.5161

	
0.3177

	
0.3664

	
0.4426

	
0.6964

	
0.7238

	
1.1378

	
1.0047

	
0.8665




	
4%

	
0.5168

	
0.5157

	
0.3878

	
0.4651

	
0.5020

	
0.7198

	
0.7251

	
0.9745

	
0.7878

	
0.7241




	
5%

	
0.7126

	
0.5186

	
0.4680

	
0.5603

	
0.4734

	
0.3173

	
0.7257

	
0.8271

	
0.6245

	
0.7899








* Laplacian. Text in bold are the best index values.













 





Table 4. Best index results regarding the percentage of missing data. Dataset: Lung Cancer.
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% of

	
Silhouette Coefficient

	
Davies–Bouldin Index






	
Missed Data

	
PFA-Nipals

	
SPEC

	
Lap *

	
MCFS

	
UDFS

	
PFA-Nipals

	
SPEC

	
Lap

	
MCFS

	
UDFS




	
0%

	
0.6543

	
0.5308

	
0.4376

	
0.4373

	
0.5566

	
0.4862

	
0.6720

	
0.9019

	
0.9871

	
0.6616




	
1%

	
0.6543

	
0.3467

	
0.5230

	
0.4508

	
0.4066

	
0.4862

	
1.3523

	
0.7521

	
0.8116

	
0.9906




	
2%

	
0.6543

	
0.3998

	
0.4484

	
0.3953

	
0.4194

	
0.4862

	
1.0238

	
0.8971

	
0.9768

	
0.9595




	
3%

	
0.6713

	
0.4422

	
0.3209

	
0.3567

	
0.5321

	
0.4447

	
0.9180

	
1.2143

	
1.0036

	
0.7535




	
4%

	
0.5737

	
0.2977

	
0.3908

	
0.4353

	
0.5077

	
0.5304

	
1.6252

	
1.1407

	
0.9784

	
0.7993




	
5%

	
0.7430

	
0.5116

	
0.3697

	
0.4208

	
0.3877

	
0.3333

	
0.7076

	
1.1525

	
0.9186

	
1.0460








* Laplacian. Text in bold are the best index values.













 





Table 5. Best index results regarding the percentage of missing data. Dataset: Lymphoma.
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% of

	
Silhouette Coefficient

	
Davies–Bouldin Index






	
Missed Data

	
PFA-Nipals

	
SPEC

	
Lap *

	
MCFS

	
UDFS

	
PFA-Nipals

	
SPEC

	
Lap

	
MCFS

	
UDFS




	
0%

	
1.0000

	
0.4473

	
0.4245

	
0.5359

	
0.5454

	
0.0000

	
0.9064

	
0.9508

	
0.8127

	
0.8472




	
1%

	
1.0000

	
0.4473

	
0.4922

	
0.3524

	
0.5720

	
0.0000

	
0.8996

	
0.8256

	
0.7278

	
0.6824




	
2%

	
1.0000

	
0.4473

	
0.4598

	
0.4336

	
0.4660

	
0.0000

	
0.9030

	
0.8757

	
0.8668

	
0.8463




	
3%

	
1.0000

	
0.4465

	
0.4569

	
0.4100

	
0.4487

	
0.0000

	
0.9047

	
0.8459

	
0.8373

	
0.9340




	
4%

	
1.0000

	
0.4482

	
0.5158

	
0.4497

	
0.4237

	
0.0000

	
0.9217

	
0.8129

	
0.8165

	
0.8932




	
5%

	
1.0000

	
0.4465

	
0.4941

	
0.5326

	
0.5076

	
0.0000

	
0.9013

	
0.8862

	
0.7453

	
0.8348








* Laplacian. Text in bold are the best index values.













 





Table 6. Best index results regarding the percentage of missing data. Dataset: Arrhythmia.
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% of

	
Silhouette Coefficient

	
Davies–Bouldin Index






	
Missed Data

	
PFA-Nipals

	
SPEC

	
Lap *

	
MCFS

	
UDFS

	
PFA-Nipals

	
SPEC

	
Lap

	
MCFS

	
UDFS




	
0%

	
0.9131

	
0.5117

	
----

	
0.9852

	
0.5695

	
0.5537

	
0.6354

	
----

	
0.0000

	
0.4751




	
1%

	
0.9110

	
0.5117

	
----

	
0.3438

	
0.9925

	
0.2460

	
0.6354

	
----

	
0.9666

	
0.0000




	
2%

	
1.0000

	
0.5117

	
----

	
0.9619

	
0.4312

	
0.0000

	
0.6354

	
----

	
0.2138

	
0.6578




	
3%

	
0.9909

	
0.5117

	
----

	
0.4912

	
0.3776

	
0.0098

	
0.6354

	
----

	
0.6325

	
0.8512




	
4%

	
0.5008

	
0.5117

	
----

	
0.6152

	
0.9923

	
0.5763

	
0.6355

	
----

	
0.4504

	
0.0168




	
5%

	
0.5008

	
0.5715

	
----

	
0.4801

	
0.5654

	
0.5763

	
0.5383

	
----

	
0.6094

	
0.5733








* Laplacian. Text in bold are the best index values.













 





Table 7. Best index results regarding the percentage of missing data. Dataset: NCI.
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% of

	
Silhouette Coefficient

	
Davies–Bouldin Index






	
Missed Data

	
PFA-Nipals

	
SPEC

	
Lap *

	
MCFS

	
UDFS

	
PFA-Nipals

	
SPEC

	
Lap

	
MCFS

	
UDFS




	
0%

	
0.6457

	
0.5264

	
0.5085

	
0.5410

	
0.5912

	
0.4205

	
0.6752

	
0.7912

	
0.7676

	
0.6243




	
1%

	
0.7064

	
0.5264

	
0.6914

	
0.3349

	
0.5229

	
0.3737

	
0.6752

	
0.5068

	
1.1221

	
0.7491




	
2%

	
0.5251

	
0.5264

	
0.3806

	
0.5924

	
0.5996

	
0.6051

	
0.6752

	
1.1095

	
0.5997

	
0.7221




	
3%

	
0.6168

	
0.3859

	
0.4291

	
0.5085

	
0.9051

	
0.5429

	
1.0486

	
0.8688

	
0.4573

	
0.1522




	
4%

	
0.6933

	
0.3859

	
0.5032

	
0.5766

	
0.5994

	
0.4840

	
1.0486

	
0.7490

	
0.6553

	
0.7221




	
5%

	
0.9052

	
0.6023

	
0.5318

	
0.6524

	
0.9051

	
0.2424

	
0.4561

	
0.8318

	
0.5473

	
0.2522








* Laplacian. Text in bold are the best index values.













 





Table 8. Best index results regarding the percentage of missing data. Dataset: Soybean.
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% of

	
Silhouette Coefficient

	
Davies–Bouldin Index






	
Missed Data

	
PFA-Nipals

	
SPEC

	
Lap *

	
MCFS

	
UDFS

	
PFA-Nipals

	
SPEC

	
Lap

	
MCFS

	
UDFS




	
0%

	
0.8803

	
0.9544

	
0.9372

	
0.9470

	
0.8387

	
0.2170

	
0.2484

	
0.1270

	
0.0462

	
0.3356




	
1%

	
0.8803

	
0.9750

	
0.6623

	
0.8220

	
0.9750

	
0.2170

	
0.2389

	
0.5579

	
0.4435

	
0.2924




	
2%

	
0.8011

	
0.9217

	
0.9585

	
0.9596

	
0.6968

	
0.3789

	
0.3590

	
0.0873

	
0.1791

	
0.6064




	
3%

	
0.8803

	
0.9580

	
0.9585

	
0.8047

	
0.4917

	
0.2170

	
0.0571

	
0.0873

	
0.5262

	
0.8638




	
4%

	
0.8011

	
0.9750

	
0.9372

	
0.9029

	
0.8268

	
0.3789

	
0.2595

	
0.1270

	
0.2364

	
0.3655




	
5%

	
0.7454

	
0.9620

	
0.7910

	
1.0000

	
0.7120

	
0.4377

	
0.4209

	
0.5876

	
0.0000

	
0.6117








* Laplacian. Text in bold are the best index values.













 





Table 9. Best index results regarding the percentage of missing data. Dataset: Leukemia.
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% of

	
Silhouette Coefficient

	
Davies–Bouldin Index






	
Missed Data

	
PFA-Nipals

	
SPEC

	
Lap *

	
MCFS

	
UDFS

	
PFA-Nipals

	
SPEC

	
Lap

	
MCFS

	
UDFS




	
0%

	
0.7273

	
0.3865

	
0.4848

	
0.3746

	
0.4555

	
0.3246

	
1.0151

	
0.7080

	
1.0307

	
0.8881




	
1%

	
0.7273

	
0.3861

	
0.4468

	
0.4509

	
0.4087

	
0.3246

	
1.0114

	
0.8028

	
0.9111

	
0.5875




	
2%

	
0.5967

	
0.3859

	
0.3413

	
0.2821

	
0.3779

	
0.5628

	
1.0088

	
1.1591

	
1.2071

	
1.1325




	
3%

	
0.6611

	
0.3866

	
0.5176

	
0.4722

	
0.3779

	
0.4488

	
1.0047

	
0.6912

	
0.8161

	
1.1320




	
4%

	
0.6493

	
0.3877

	
0.4536

	
0.3842

	
0.4576

	
0.4944

	
1.0023

	
0.7820

	
1.0667

	
0.8857




	
5%

	
0.6183

	
0.3855

	
0.4590

	
0.3715

	
0.4156

	
0.5500

	
1.0118

	
0.8901

	
1.0864

	
0.8555








* Laplacian. Text in bold are the best index values.













 





Table 10. Best index results regarding the percentage of missing data. Dataset: Epileptic Recognition.






Table 10. Best index results regarding the percentage of missing data. Dataset: Epileptic Recognition.





	
% of

	
Silhouette Coefficient

	
Davies–Bouldin Index






	
Missed Data

	
PFA-Nipals

	
SPEC

	
Lap *

	
MCFS

	
UDFS

	
PFA-Nipals

	
SPEC

	
Lap

	
MCFS

	
UDFS




	
0%

	
0.6840

	
0.2928

	
0.3720

	
0.3209

	
0.6852

	
0.8578

	
0.9020

	
0.8891

	
0.8893

	
1.0936




	
1%

	
0.6477

	
0.2926

	
0.3723

	
0.3049

	
0.6975

	
0.8925

	
0.9038

	
0.8946

	
0.8638

	
0.9899




	
2%

	
0.6592

	
0.2927

	
0.3729

	
0.2998

	
0.7102

	
0.8641

	
0.9012

	
0.8949

	
0.8673

	
0.9159




	
3%

	
0.6548

	
0.2937

	
0.3734

	
0.2921

	
0.7102

	
0.9198

	
0.9003

	
0.8932

	
0.9141

	
0.8995




	
4%

	
0.6759

	
0.2918

	
0.3730

	
0.2916

	
0.6971

	
0.8500

	
0.9030

	
0.8887

	
0.8884

	
0.8895




	
5%

	
0.6882

	
0.2916

	
0.3741

	
0.2977

	
0.6943

	
0.8409

	
0.8992

	
0.8887

	
0.8516

	
0.8958








* Laplacian. Text in bold are the best index values.













 





Table 11. Mann–Whitney test/right-sided test.






Table 11. Mann–Whitney test/right-sided test.





	
Dataset

	
UFS Algorithms and p-Test Value




	
PFA_Nipals–MCFS

	
PFA_Nipals–Laplacian Score

	
PFA_Nipals–SPEC

	
PFA_Nipals–UDFS






	
Colon Cancer

	
0.0002

	
0.0000

	
0.0000

	
0.0000




	
Lung Cancer

	
0.1959

	
0.0491

	
0.0435

	
0.9914




	
Lymphoma

	
0.0000

	
0.0000

	
0.0099

	
0.0000




	
Arrhythmia

	
0.0000

	
0.0000

	
0.9999

	
0.0283




	
NCI

	
0.0001

	
0.0000

	
0.0132

	
0.0000




	
Soybean

	
0.9999

	
0.9602

	
0.9999

	
0.0000




	
Leukemia

	
0.0000

	
0.0000

	
0.0000

	
0.0000




	
Epileptic

	
0.0000

	
0.9071

	
0.9999

	
0.9999








Text in bold are the p-values lower or equal than 0.05.













 





Table 12. Percentage variation of computational times between 0% and 1% of missing data for each dataset.






Table 12. Percentage variation of computational times between 0% and 1% of missing data for each dataset.





	Dataset
	Percentage Variation of Computational Times





	Arrhythmia
	266.80%



	Lung Cancer
	40.45%



	Lymphoma
	167.52%



	Colon Cancer
	67.34%



	NCI
	72.63%



	Soybean
	10.67%



	Leukemia
	121.18%



	Epileptic
	406.14%
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