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Abstract: This paper investigates the radio labeling of friendship networks (F3,k, F4,k, F5,k, and
F6,k). In contrast, a mathematical model is proposed for determining the upper bound of radio

numbers for (F3,k, F4,k, F5,k, and F6,k). A computational investigation is presented to demonstrate
that our results are superior to those of the past. In conclusion, the empirical study demonstrates that
the proposed results surpass the previous ones in terms of the upper bound of the radio number and
the run-time.
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1. Introduction

Wireless communication includes all techniques and methods of connecting and
communicating between devices using a wireless signal and wireless communication
technologies and gadgets. Wireless communication network services may appear in many
areas, such as satellite communications, internet technology, mobile telephony, military
communications, TV and radio broadcasting, and many others. Rapid development in
wireless communication services led to a depletion of the most important resources and
frequencies in the radio spectrum. Such development affects the economic cost of available
frequencies. The reusing of frequencies may give good economies, but on the other hand,
it may decrease the quality of the communication service. Using the same frequencies
for many wireless communication networks leads to unacceptable interference among
signals. This motivated the frequency assignment problem (FAP). Given a set of transmitters
in a network, the main procedure of FAP is the assignment of frequencies to transmitters,
keeping interference at an acceptable level, and making use of the available frequencies
in an efficient way. Such constraints of interference are related to the use of the same (or
almost the same) frequencies for transmitters within a certain range from each other. The
smaller the distance is among transmitters, the stronger the interference is that occurs.
Therefore, it is suggested that the difference in frequency assignments should be greater.

The graph theory introduces an effective model for this problem. The interference
between transmitters is modeled as a graph, and this graph is called an interference graph
G(V, E). Every vertex from V(G) stands for a unique transmitter. Any two vertices are
adjacent (connected by an edge) if and only if the broadcasting of their corresponding
transmitters may interfere. The frequency channels are labeled by positive integers. Hence,
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the vertex coloring (labeling) problem of the graph G with some constraints on the labeling
is equivalent to FAP [1], where it is shown that the propagation of the signal may lead
to interference in regions with a large distance from each other. As a result, not only
must nearby transmitters be assigned different frequencies but they should be effectively
separated. This results in the modeling of FAP as distance-constrained labeling of the graph
G. For some services, it is adequate that the transmitters should have distinct frequencies;
moreover, the nearby transmitters inquired to use channels with appropriate separation.
In this situation, FAP is equivalent to the radio labeling problem of the graph G (see ref. [2]).
The radio labeling problem of graph G is described as follows. Let G = (V(G), E(G))
be a connected graph. For any u, v ∈ V(G), let d(u, v) denote the distance between two
vertices u, v. That is d(u, v) stands for the length of the shortest path between u, v. The
maximum distance between any two vertices in G is defined as the diameter of G and
denoted as diam(G). Thus, diam(G) = max{d(u, v) : u, v ∈ V(G) }. A radio labeling of G
is a one-to-one mapping L from V(G) to N, where N is the set of natural number, satisfying
the condition

|L(u)− L(v)| ≥ diam(G) + 1− d(u, v). For all u, v ∈ V(G).

The span of a labeling L is the maximum integer (span) that L assigns to a vertex in G.
The main objective of the radio labeling problem is to find the minimum span over all such
labeling L of the graph G. Such minimum span is denoted as rn(G) or the radio number
of G. Saha [3] introduced an algorithm that determines the lower and upper bounds of
the radio number of a graph. Badr and Moussa [4] proposed the development of Saha’s
algorithm and introduced a novel mathematical model for the radio labeling application.
The radio labeling problem has been studied for different families of graphs [5–18]. For
more details about the mathematical models, the reader can refer to [19–30].

As the number of wireless networks and services increase, this leads to many transmis-
sion stations that may be close to each other. Consequently, in most cases, there is at least
one transmission station that will overlap with many other stations. This inhibits the ability
of the receiver to decipher incoming signals. This concept is illustrated in Figure 1, which
shows a typical situation in which the signal of transmission stations A and B overlap in
the vicinity of transmission station C as in Figure 1a, while Figure 1b shows the modeling
of this interference by path graph. Whenever the number of transmission stations increases,
as Figure 2a, every station hopes to increase its coverage area, which leads to more physical
overlapping and hence, more radio frequency interference. This situation can be modeled
by the friendship graph as shown in Figure 2b.

Figure 1. Path graph for modeling frequency interference of stations A, B and C. (a) Physical frequency
interference. (b) Path interference graph.

The objective of the present paper is to study the radio labeling of friendship networks
(F3,k, F4,k, F5,k , and F6,k). On the other hand, a mathematical model is proposed to find
the upper bound of F3,k, F4,k, F5,k , and F6,k. A computational study is presented to prove
the efficiency of our results compared to the previous results. Finally, the empirical study
shows that the proposed results outperform the previous results according to the upper
bound of the radio number and the running time.
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Figure 2. Friendship graph for modeling frequency interference of stations A, B, C, D, E, F
and G. (a) Many transmitting stations and more Physical frequency interference. (b) Friendship
interference graph.

The rest of this paper is organized as follows. Section 2 presents the upper bounds
for the radio number of the above-mentioned friendship graphs. The integer linear pro-
gramming model of radio labeling of such friendship graphs is presented in Section 3. In
Section 4, we present an experimental study for comparing results obtained in Sections 2
and 3, and algorithms that solved the same problem from [3,4]. The conclusion of this
paper and future work are presented in Section 5.

2. Radio Number of Friendship Graph

In this section, we seek to find the upper bound of rn(G) where G is a friendship graph.

Definition 1. For the given positive integers k, m, a friendship graph, denoted as Fm,k, is represented
as k cycles (blocks), each of length m, and all have one common vertex. For an illustration, F3,k is
shown in Figure 3.

Figure 3. F3,k with labeling of vertices.

Definition 2. The order of the graph G is the cardinality of its vertex set V(G).

Theorem 1. The radio number of the friendship graph F3,k is its order.

Proof. Following Definition 1 for F3,k, we find that diam(F3,k) = 2,
∣∣V(F3,k)

∣∣ = 2k + 1, and
d
(

xi, xj
)
≥ 1 for any xi, xj ∈ V(F3,k) and i 6= j. Since any radio labeling L is one-to-one, it

follows that
rn(F3,k) ≥

∣∣V(F3,k)
∣∣ (1)
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Define the map L with codomain {0, 2, 3, · · · , 2k + 1} as follows:

L(x1) = 0;
L(xi) = i; 2 ≤ i ≤ 2k + 1

Now, we claim to prove that
∣∣L(xi)− L

(
xj
)∣∣ ≥ diam(F3,k) + 1− d

(
xi, xj

)
, that is∣∣L(xi)− L

(
xj
)∣∣ ≥ 3− d

(
xi, xj

)
for all xi, xj ∈ V(F3,k) and i 6= j.

Case 1. Let 2 ≤ i ≤ k + 1 and 2 ≤ j ≤ k + 1. Then,
∣∣L(xi)− L

(
xj
)∣∣ = |i− j| ≥ 1.

Since d
(

xi, xj
)
= 2, then,

∣∣L(xi)− L
(

xj
)∣∣ ≥ 3− d

(
xi, xj

)
.

Case 2. Let i = 1, j ∈ {2, 3, · · · , 2k + 1}. Then,
∣∣L(xi)− L

(
xj
)∣∣ = |0− j| = j ≥ 2.

Since d
(

xi, xj
)
= 1. Consequently,

∣∣L(xi)− L
(

xj
)∣∣ ≥ 3− d

(
xi, xj

)
.

Case 3. Let i, j ∈ {k + 2, k + 3, · · · , 2k + 1}. Then,
∣∣L(xi)− L

(
xj
)∣∣ ≥ 1. Since, d

(
xi, xj

)
= 2.

Therefore,
∣∣L(xi)− L

(
xj
)∣∣ ≥ 3− d

(
xi, xj

)
.

Case 4. Let i ∈ {2, 3, · · · , k + 1}, j = k + i. Then,
∣∣L(xi)− L

(
xj
)∣∣ = |k + i− i| = k ≥ 2.

Since d
(

xi, xj
)
= 1 then

∣∣L(xi)− L
(
xj
)∣∣ ≥ 3− d

(
xi, xj

)
.

Case 5. Let i ∈ {2, 3, · · · , k + 1}, j ∈ {k + 2, k + 3, · · · , 2k + 1}, for every j 6= k + i,∣∣L(xi)− L
(

xj
)∣∣ = |i− j| ≥ k− 1 where k ≥ 2. Moreover, d

(
xi, xj

)
= 2.

Hence,
∣∣L(xi)− L

(
xj
)∣∣ ≥ 3− d

(
xi, xj

)
.

Thus, L is a radio labeling of F3,k and

rn(F3,k) ≤ 2k + 1 (2)

From Formulas (1) and (2), rn(F3,k) = 2k + 1. �

For more illustrations, Figure 3 shows F3, k with labeling of vertices.

Theorem 2. Let k > 2 and G ∼= F4, k be a friendship graph with blocks each of length 4 and∣∣V(F4,k )
∣∣ = 3k + 1 then rn(F4, k) ≤ 7k + 1.

Proof . Define the map L as follows:

L
(

xjk+i

)
=


0, i = j = 0

3 + i− 1, j = 0, 1 ≤ i ≤ k
k + 1 + 3i, j = 1, 1 ≤ i ≤ k

4k + 1 + 3i, j = 2, 1 ≤ i ≤ k

Since diam(F4,k) = 4, we claim to prove that |L(xu)− L(xv)| ≥ 5− d(xu, xv) for all xu, xv ∈
V(F4,k) and u 6= v.

Case 1. Let j = 0, 1 ≤ i ≤ k, then
∣∣∣L(x0)− L

(
xjk+i

)∣∣∣ = |0− (3 + i− 1)| = 2 + i. Since

d
(

x0, xjk+i

)
= 2. Consequently,

∣∣∣L(x0)− L
(

xjk+i

)∣∣∣ ≥ 5− d
(

x0, xjk+i

)
.

Case 2. Let j ∈ {1, 2}, 1 ≤ i ≤ k,then∣∣∣L(x0)− L
(

xjk+i

)∣∣∣= { k + 1 + 3i, j = 1
4k + 1 + 3i, j = 2

Since d
(

x0, xjk+i

)
= 1. Consequently,

∣∣∣L(x0)− L
(

xjk+i

)∣∣∣ ≥ 5− d
(

x0, xjk+i

)
.

Case 3. Let j ∈ {1, 2}, 1 ≤ t ≤ k and 1 ≤ i ≤ k

d
(

xi, xjk+t

)
=

{
1, i = t
3 i 6= t
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Consequently,

∣∣∣L(xi)− L
(

xjk+t

)∣∣∣ =


2i + k− 1, j = 1 and i = t
2i + 4k− 1, j = 2 and i = t

3i− t + k− 1 j = 1 and i 6= t
3i− t + 4k− 1 j = 2 and i 6= t

Therefore,
∣∣∣L(xi)− L

(
xjk+t

)∣∣∣ ≥ {4, i = t
2 i 6= t

Hence,
∣∣∣L(xi)− L

(
xjk+t

)∣∣∣ ≥ 5− d
(

xi, xjk+t

)
.

Case 4. Let j, m be elements of {1, 2}, 1 ≤ t ≤ k and 1 ≤ i ≤ k.
Then, d

(
xjk+i, xmk+t

)
= 2. Moreover,

∣∣∣L(xjk+i

)
− L( xmk+t)

∣∣∣ = { 3k, j 6= m and i = t
3(i− t), j = m and i 6= t

Then,
∣∣∣L(xjk+i

)
− L(xmk+t)

∣∣∣ ≥ 5− d
(

xjk+i, xmk+t

)
.

Case 5. Let j = 0, 1 ≤ i < t ≤ k, then d
(

xjk+i, xjk+t

)
= 4 and∣∣∣L(xjk+i

)
− L

(
xjk+t

)∣∣∣ = |3 + i− 1− (3 + t− 1)| = t− i ≥ 1. Therefore,∣∣∣L(xjk+i

)
− L

(
xjk+t

)∣∣∣ ≥ 5− d
(

xjk+i, xjk+t

)
.

From the above cases, the radio condition holds and L is a radio labeling of F4, k and

rn(F4, k) ≤ 7k + 1. �

The graph F4, k with labeling of vertices is presented in Figure 4.

Figure 4. F4, k with labeling of vertices.
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Theorem 3. Let k > 2 and G ∼= F5, k be a friendship graph with blocks each of length 5 and∣∣V(F5,k )
∣∣ = 4k + 1 then, rn(F5, k ) ≤ 8k + 1.

Proof. Define the map L as follows:
Let k be an odd number, and then

L
(

xjk+i

)
=


0, i = j = 0

3 + i− 1, j = 0, 1 ≤ i ≤ k
k + 2(i + 1), j = 1, 1 ≤ i ≤ k

3k + 2(i + 1), j = 2, 1 ≤ i ≤ k
5k + 3i + 1, j = 3, 1 ≤ i ≤ k

while

L
(

xjk+i

)
=



0, i = j = 0
3 + i− 1, j = 0, 1 ≤ i ≤ k

k + 2(i + 1), j = 1, 1 ≤ i ≤ k
3k + 4, j = 2, i = 1

3k + 3 + 2i j = 2, 2 ≤ i ≤ k
5k + 5 j = 3, i = 1

5k + 1 + 3i j = 3, 2 ≤ i ≤ k

whenever k is an even number.
Since diam(F5,k) = 4, we claim to prove that |L(xu)− L(xv)| ≥ 5− d(xu, xv) for all

xu, xv ∈ V(F5,k) and u 6= v.

Case 1. Let j = 0, 1 ≤ i ≤ k, and then,
∣∣∣L(x0)− L

(
xjk+i

)∣∣∣ = |0− (3 + i− 1)| = 2 + i.

Since d
(

x0, xjk+i

)
= 2. Then,

∣∣∣L(x0)− L
(

xjk+i

)∣∣∣ ≥ 5− d
(

x0, xjk+i

)
.

Case 2. Let j = 1, 1 ≤ i ≤ k, and then
∣∣∣L(x0)− L

(
xjk+i

)∣∣∣ = |0− (k + 2i + 2)| = k + 2i +

2 ≥ 3. Since d
(

x0, xjk+i

)
∈ {1, 2}. Consequently,

∣∣∣L(x0)− L
(

xjk+i

)∣∣∣ ≥ 5− d
(

x0, xjk+i

)
.

Case 3. Let j = 2, 1 ≤ i ≤ k then,
∣∣∣L(x0)− L

(
xjk+i

)∣∣∣ = |0− (3k + 2i + 2)| = 3k + 2i + 2 ≥

3. Moreover, d
(

x0, xjk+i

)
∈ {1, 2}. Consequently,

∣∣∣L(x0)− L
(

xjk+i

)∣∣∣ ≥ 5− d
(

x0, xjk+i

)
.

Case 4. Let j = 3, 1 ≤ i ≤ k, and then∣∣∣L(x0)− L
(

xjk+i

)∣∣∣ = |0− (5k + 3i + 1)| = 5k + 3i + 1 ≥ 3. Since, d
(

x0, xjk+i

)
∈ {1, 2},

then,
∣∣∣L(x0)− L

(
xjk+i

)∣∣∣ ≥ 5− d
(

x0, xjk+i

)
.

Case 5. Let j = 0, 1 ≤ i < t ≤ k, and then
∣∣∣L(xjk+i

)
− L

(
xjk+t

)∣∣∣ = |L(xi)− L(xt)| =
t− i ≥ 1.
Since d

(
xjk+i, xjk+t

)
= 4, then

∣∣∣L(xjk+i

)
− L

(
xjk+t

)∣∣∣ ≥ 5− d
(

xjk+i, xjk+t

)
.

Similarly, we can prove that the radio condition holds for every pair of vertices from
V(F5, k), and L is a radio labeling of F5, k that proved rn(F5, k) ≤ 8k + 1. �

For more illustrations, F5, k with labeling of vertices is presented in Figure 5.
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Figure 5. F5, k with labeling of vertices.

Theorem 4. Let k > 2, F6, k be a friendship graph with blocks each of length 6 and
∣∣V(F6,k )

∣∣ =
5k + 1 and then rn(F6, k) ≤ 17k + 1.

Proof. Define the map L as follows:

L
(

xjk+i

)
=



0, i = j = 0
4 + i− 1, j = 0, 1 ≤ i ≤ k

k + 6, j = 1, i = 1
k + 10 + 3(i− 2) j = 1, 2 ≤ i ≤ k

4k + 4 + 3i j = 2, 1 ≤ i ≤ k
7k + 7 j = 3, i = 1

7k + 11 + 5(i− 2) j = 3, 2 ≤ i ≤ k
12k + 5i + 1 j = 3, 2 ≤ i ≤ k

Since diam(F6, k) = 6. From the above definition of the labeling function L and
Figure 6, one can prove that the radio condition |L(xu)− L(xv)| ≥ 7− d(xu, xv) holds for
all xu, xv ∈ V(F6, k) and u 6= v. Moreover, rn(F6, k) ≤ 17k + 1. �

Figure 6. F6, k with labeling of vertices.
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A friendship F6, k with labeling of its vertices is shown in Figure 6.

3. Integer Linear Programming Model

A new mathematical formulation for the radio labeling problem is proposed for
F3, k, F4, k, F5, k, and F6, k. We next describe the problem of finding the radio labeling
problem for a graph in terms of an integer programming problem [4]. Let G be a connected
graph of order n with V(G) = {u1, u2, · · · , un } and let D =

[
dij
]

be the distance matrix of
G, that is, dij = d

(
ui, uj

)
for 1 ≤ i, j ≤ n. We suppose that vi are the labels of the vertices ui

such that 1 ≤ i ≤ n. Now, we can introduce the mathematical model for the radio labeling
problem as an integer programming model. We define the function F by

minF = v1 + v2 + · · ·+ vn

subject to ∣∣vi − vj
∣∣ ≥ diam + 1− d

(
ui, uj

)
for 1 ≤ i ≤ n− 1; 2 ≤ j ≤ n and i < j

where v1, v2, · · · , vn ∈ {0, 1}
The radio number of the graph G = max1≤i≤n{vi}.

4. Computational Study

We carried out a computational study to measure the efficiency of the proposed upper
bounds by Theorems 1–4 compared to the results of the algorithms introduced in [3,4].
Moreover, the comparison between the results of those Theorems and the mathemati-
cal model introduced in Section 3 is also presented. All of these are compatible with
a PC with a Core i7 CPU@2.8 GHz, 8 GB of RAM, and a 64-bit operating system. The
computational studies were carried out using MATLAB R2016a and the MS Windows 7
Professional system.

According to the upper bound of the radio number of F3,k, Table 1 and Figure 7 show
that the proposed results in Theorem 1 outperform the proposed results in [3] for k when it
is odd. When k is even, the same results occur. On the other hand, the proposed results in
Theorem 1 outperform the proposed results in [4] for every k.

Table 1. A comparison among our results, [3], and integer programming results [4] for F3,k.

k n
Saha [3] ILPM [4] Theorem 1

rn(F3,k) CPU Time rn(F3,k) CPU Time rn(F3,k)

1 3 4 0.024824 4 0.07009 3

2 5 5 0.026428 7 0.056758 5

3 7 8 0.028891 10 0.060813 7

4 9 9 0.035933 13 0.066483 9

5 11 12 0.035994 16 0.067994 11

6 13 13 0.03913 19 0.07225 13

7 15 16 0.03958 22 0.073795 15

8 17 17 0.041326 25 0.078172 17

9 19 20 0.044408 28 0.078172 19

10 21 21 0.045015 31 0.080299 21

11 23 24 0.047039 34 0.088287 23

12 25 25 0.047221 37 0.102373 25

13 27 28 0.048065 40 0.160287 27

14 29 29 0.04859 43 0.182859 29

15 31 32 0.092601 46 0.272814 31
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Figure 7. A comparison among our results, the Saha algorithm, Saha, L., et al., 2012 [3]; and integer
programming according to the upper bound of the radio number of F3,k from Badr, et al., 2020 [4].

According to the running time, Table 1 and Figure 8 show that the proposed results
in Theorem 1 take the constant time complexity O(1), while the proposed results in [3]
take O(n3). On the other hand, the proposed results in Theorem 1 take less time than the
proposed results in [4].

Figure 8. A CPU time comparison among our results, the Saha algorithm, Saha, L., et al., 2012 [3];
and integer programming of F3,k from Badr, et al., 2020 [4].

According to the upper bound of the radio number of F4,k, Table 2 and Figure 9 show
that the proposed results in Theorem 2 outperform the proposed results in [3] for k = 1, 2.

Table 2. A comparison among our results, [3], and integer programming results [4] for F4,k.

k n
Saha [3] ILPM [4] Theorem 2

rn(F4,k) CPU Time rn(F4,k) CPU Time rn(F4,k)

1 4 10 0.025561 11 0.051869 8

2 7 16 0.027393 17 0.053149 15

3 10 22 0.02758 23 0.055986 22

4 13 29 0.028133 30 0.056235 29

5 16 36 0.030245 37 0.067974 36

6 19 43 0.030387 44 0.067994 43

7 22 50 0.031081 51 0.06921 50

8 25 57 0.031635 58 0.071135 57

9 28 64 0.031749 65 0.07225 64
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Table 2. Cont.

k n
Saha [3] ILPM [4] Theorem 2

rn(F4,k) CPU Time rn(F4,k) CPU Time rn(F4,k)

10 31 71 0.035689 72 0.073031 71

11 34 78 0.038289 79 0.106774 78

12 37 85 0.043385 86 0.107721 85

13 40 92 0.043505 93 0.160287 92

14 43 99 0.044422 100 0.182859 99

15 46 106 0.054716 107 0.200691 106

Figure 9. A comparison among our results, the Saha algorithm, Saha, L., et al., 2012 [3]; and integer
programming according to the upper bound of the radio number of F4,k from Badr, et al., 2020 [4].

For k = 3, 4, . . . , 15, the same results occur. On the other hand, the proposed results in
Theorem 2 outperform the proposed results in [4] for every k.

According to the running time, Table 2 and Figure 10 show that the proposed results
in Theorem 2 take the constant time complexity O(1) while the proposed results in [3]
take O(n3). On the other hand, the proposed results in Theorem 2 take less time than the
proposed results in [4]

Figure 10. A CPU time comparison among our results, the Saha algorithm, Saha, L., et al., 2012 [3];
and integer programming of F4,k from Badr, et al., 2020 [4].
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According to the upper bound of the radio number of F5,k, Table 3 and Figure 11 show
that the proposed results in Theorem 3 outperform the proposed results in [3] for k = 1.

Table 3. A comparison among our results, [3], and integer programming results [4] for F5,k.

k n
Saha [3] ILPM [4] Theorem 3

rn
(
F5,k

)
CPU Time rn

(
F5,k

)
CPU Time rn

(
F5,k

)
1 5 12 0.013394 14 0.033658 9

2 9 17 0.013676 24 0.038117 17

3 13 25 0.021828 35 0.048892 25

4 17 33 0.045767 46 0.050592 33

5 21 41 0.159417 57 0.053916 41

6 25 49 0.170631 68 0.057428 49

7 29 57 0.212698 79 0.064091 57

8 33 65 0.248107 90 0.124051 65

9 37 73 0.253468 101 0.133257 73

10 41 81 0.285491 112 0.162882 81

11 45 89 0.286759 123 0.221091 89

12 49 97 0.450209 134 0.23193 97

13 53 105 0.454764 145 0.23485 105

14 57 113 0.604194 156 0.312935 113

15 61 121 0.621928 167 0.317238 121

Figure 11. A comparison among our results, the Saha algorithm, Saha, L., et al., 2012 [3]; and integer
programming according to the upper bound of the radio number of F5,k from Badr, et al., 2020 [4].

For k = 2, 3, 4, · · · , 15, the same results occur. On the other hand, the proposed results
in Theorem 3 outperform the proposed results in [4] for every k.

According to the running time, Table 3 and Figure 12 show that the proposed results
in Theorem 3 take the constant time complexity O(1), while the proposed results in [3]
take O(n3). On the other hand, the proposed results in Theorem 3 take less time than the
proposed results in [4].
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Figure 12. A CPU time comparison among our results, the Saha algorithm, Saha, L., et al., 2012 [3];
and integer programing of F5,k from Badr, et al., 2020 [4].

According to the upper bound of the radio number of F6,k, Table 4 and Figure 13 show
that the proposed results in Theorem 4 outperform the proposed results in [3] for k = 1.
For k = 2, 3, 4, · · · , 15, the same results occur. On the other hand, the proposed results in
Theorem 4 outperform the proposed results in [4] for every k.

Table 4. A comparison among our results, [3], and integer programming results [4] for F6,k.

k n
Saha [3] ILPM [4] Theorem 4

rn
(
F6,k

)
CPU Time rn

(
F6,k

)
CPU Time rn

(
F6,k

)
1 6 22 0.026524 24 0.033143 18

2 11 36 0.029344 44 0.038123 35

3 16 52 0.030768 62 0.040921 52

4 21 69 0.049229 80 0.042084 69

5 26 86 0.092921 98 0.045056 86

6 31 103 0.094403 117 0.046653 103

7 36 120 0.129486 136 0.046656 120

8 41 137 0.258403 155 0.047893 137

9 46 154 0.281746 174 0.04914 154

10 51 171 0.314351 193 0.05036 171

11 56 188 0.417131 212 0.060892 188

12 61 205 0.488938 231 0.06789 205

13 66 222 0.59044 250 0.075292 222

14 71 239 0.703049 269 0.08014 239

15 76 256 1.08618 288 0.09014 256

According to the running time, Table 4 and Figure 14 show that the proposed results
in Theorem 4 take the constant time complexity O(1), while the proposed results in [3]
take O(n3). On the other hand, the proposed results in Theorem 4 take less time than the
proposed results in [4].
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Figure 13. A comparison among our results, the Saha algorithm, Saha, L., et al., 2012 [3]; and integer
programming according to the upper bound of the radio number of F6,k from Badr, et al., 2020 [4].

Figure 14. A CPU time comparison among our results, the Saha algorithm, Saha, L., et al., 2012 [3];
and integer programming of F6,k from Badr, et al., 2020 [4].

5. Conclusions

In this paper, the radio labeling of friendship networks (F3,k, F4,k, F5,k, and F6,k)
are studied. Additionally, a mathematical model is proposed to find the upper bound of
(F3,k, F4,k, F5,k , and F6,k). A computational study is presented to prove the efficiency
of our results compared to the previous results. Finally, the empirical study shows that
the proposed results overcome the previous results according to the upper bound of the
radio number and the running time. In future work, we will find an upper bound of
the radio number of general friendship networks Fn,k. Moreover, new algorithms and
development of known algorithms will be proposed to find the radio numbers of the
different radio networks.
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