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Abstract

:

A launch vehicle needs to adapt to a complex flight environment during flight, and traditional guidance and control algorithms can hardly deal with multi-factor uncertainties due to the high dependency on control models. To solve this problem, this paper designs a new intelligent flight control method for a rocket based on the deep reinforcement learning algorithm driven by knowledge and data. In this process, the Markov decision process of the rocket landing section is established by designing a reinforcement function with consideration of the combination effect on the return of the terminal constraint of the launch vehicle and the cumulative return of the flight process of the rocket. Meanwhile, to improve the training speed of the landing process of the launch vehicle and to enhance the generalization ability of the model, the strategic neural network model is obtained and trained via the form of a long short-term memory (LSTM) network combined with a full connection layer as a landing guidance strategy network. The proximal policy optimization (PPO) is the training algorithm of reinforcement learning network parameters combined with behavioral cloning (BC) as the reinforcement learning pre-training imitation learning algorithm. Notably, the rocket-borne environment is transplanted to the Nvidia Jetson TX2 embedded platform for the comparative testing and verification of this intelligent model, which is then used to generate real-time control commands for guiding the actual flying and landing process of the rocket. Further, comparisons of the results obtained from convex landing optimization and the proposed method in this work are performed to prove the effectiveness of this proposed method. The simulation results show that the intelligent control method in this work can meet the landing accuracy requirements of the launch vehicle with a fast convergence speed of 84 steps, and the decision time is only 2.5 ms. Additionally, it has the ability of online autonomous decision making as deployed on the embedded platform.
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1. Introduction


A launch vehicle is the main tool for exploring the vast sky and developing and utilizing space [1] and is a leader in promoting the development of space technology and industry. The demand for space transportation, the fulfillment of which with the current launch capacity (using expendable vehicles) seems unrealistic, has continuously increased [2]. For launch vehicles, it seems that reusability is the obvious path to reducing costs [3]. Therefore, a reusable launch vehicle (RLV) is an attractive option for cost- and time-effective space transportation. To this effect, the recovery and reuse of flight hardware has been a multidisciplinary problem being tackled by scientists, engineers and academics all over the world [4]. As the nerve center of the launch vehicle [5], the guidance and control system directly affects the flight quality and comprehensive performance of the launch vehicle and determines the success of the space mission [6]. The guidance and control theory and technology involved are the hot and difficult points in the field of aircraft control nowadays, and they are cutting-edge, basic and comprehensive. Guidance and control technology has become one of the core key areas supporting the future development of China’s space industry [7].



Traditional guidance and control technology of launch vehicles relies heavily on models, but it is inevitably difficult to obtain accurate control models due to factors such as insufficient wind tunnel tests and incoherence between space and Earth. In order to reduce development costs and improve the intelligence level and flight quality of launch vehicles, launch vehicles with self-learning abilities need to be developed [8]. In the literature [9], the multi-stage pseudo-spectral convex optimization method is used to transform the nonlinear optimal control problem of rocket landing guidance into a convex optimization problem that is easy to solve by convexating indexes and constraints. However, it is difficult to convexate the rocket landing trajectory with strong nonlinear and many non-convex factors, and the improved computing power is also weak in real time. The literature [10] puts forward two guidance optimization algorithms; one is single convex optimization, and the other is continuous convex optimization. The rocket flight task can be completed by using these two methods, and the landing accuracy can meet the requirements. However, the rocket model established by using them is a three-free dynamic model, which is relatively simple.



With the rapid development of artificial intelligence technology and its application in the field of autonomous control technology, the use of advanced artificial intelligence control technology can continue to improve the active adaptation and autonomous decision-making ability of launch vehicles [8]. In recent years, the rapid development of deep reinforcement learning (DRL) has made it possible to solve control problems that are difficult to overcome using traditional control methods. In 2016, the AlphaGo agent with a DRL algorithm as one of the core technologies defeated the top human professional go player Lee Sedol in the Go match, making the DRL algorithm widely recognized and deeply studied by the research community [11]. In recent years, DRL has been widely promoted and researched in many fields such as robotics, intelligent driving and electronic design [12,13,14]. In the literature [15], a reinforcement learning algorithm was used to design a staged reward function based on terminal constraint and fuel consumption index to train the rocket landing guidance process, and a guidance strategy with the ability to generalize the model deviation was obtained. However, the attitude change of the rocket was not considered in the flight process, and the algorithm was not optimized, so the training required a large number of steps. The adaptability of the network structure to complex environments is poor. One study [16] proposed a hierarchical reinforcement learning structure and an improved incentive function to drive punishment and designed a new missile guidance strategy, but its method was not tested on the missile-borne platform, and only the theoretical results were verified by simulation. Another study [17] proposed a new method for optimizing dynamic descent guidance, which was based on convex optimization to solve the problem of a feasible landing trajectory on Mars without reaching the target. However, the verification of its online real-time performance was insufficient. Ref. [18] proposed an HP pseudo-spectral homotopy convex optimization online trajectory planning algorithm with an optimal terminal time estimation strategy, which transformed the optimal control problem into a parameter optimization problem, and designed an optimal terminal time fast estimation strategy. However, when the initial simulation scenario was set, the rocket only moved on two coordinate axes, resulting in reduced disturbances and deviations and insufficient adaptability. Ref. [19] used a Gaussian pseudo-spectrum method to generate reference trajectories and designed a launch vehicle trajectory tracking method based on neural adaptive dynamic programming. Ref. [20] used a sparse online Gaussian process adaptive augmentation for incremental backstepping flight control. Ref. [21] used integrated guidance and control simulation to study the mechanics of the reusable retrograde flight of slender low-lift drag bodies and analyzed their performance through aerodynamic loads and heat flux. Ref. [22] studied an online guidance algorithm based on convex optimization, which transformed the guidance problem of the rocket recovery stage into a second-order cone optimization problem. However, it customized the problem and had weak generalization ability. Ref. [23] proposed two online attitude adjustment planning methods: “three channel program angle online attitude adjustment planning” and “program quaternion online attitude adjustment planning”, but their adaptive ability was insufficient.



In this paper, the deep reinforcement learning method is used to train the launch vehicle landing neural network. On the one hand, the reward function is designed through the combination of terminal constraint return and process cumulative return, and the strategy network uses an LSTM neural network to improve the adaptive ability of the rocket to the flight process environment so that the obtained strategy can meet the landing accuracy of the rocket. On the other hand, the optimization results of the classical optimal control method are used as an expert demonstration, and the training speed is improved by combining imitation learning and reinforcement learning so that the proposed method can meet the real-time requirements. In order to prove its online control ability, the method is tested on an embedded missile-borne platform to verify the performance of the proposed intelligent control method.



In summary, the intelligent control algorithm designed in this paper not only satisfies the landing accuracy of the launch vehicle and the calculation speed of online control instructions but also speeds up the convergence speed of traditional algorithms, improves the generalization ability of the network and enhances the adaptive ability of the launch vehicle under uncertain factors such as strong wind interference so that the landing of the launch vehicle does not depend on the establishment of an accurate model.




2. Launch Vehicle Landing Model


To construct the intensive learning training environment for rocket landing, it is first necessary to establish the mathematical model of the launch vehicle and define the space rectangular coordinate system as follows:



The inertial coordinate system is defined as follows: the rocket landing point O is taken as the coordinate origin, the coordinate origin of the inertial system is firmly connected with the landing point O, the OY axis points to the firing direction in the landing point horizontal plane, the OX axis is perpendicular to the horizontal plane and points upward, and the OZ axis is perpendicular to the XOY plane and constitutes the right-hand system, as shown in Figure 1.



The arrow body coordinate system is defined as follows: taking O1, the center of mass of the rocket, as the coordinate origin, the O1Y1 axis is along the arrow body axis, pointing to the rocket head; the O1X1 axis is in the longitudinal symmetric plane of the rocket, perpendicular to the O1Y1 axis, pointing upward; and the O1Z1 axis is perpendicular to the longitudinal symmetric plane. From the tail of the arrow body, the O1Z1 axis points to the left side of the arrow body, and the three axes form the right-hand system, as shown in Figure 2.



The kinetic equation of the rocket’s center of mass in an inertial coordinate system is as follows:


         r ˙  = v        v ˙  = g +   ( P + D )  m         m ˙  = − ∥ P ∥ /    I  s p    g 0          D = −  1 2  ρ ∥ v ∥  S  r e f    C D  M a v        



(1)




where  r  is the position vector;  v  is the velocity vector;  m  is the mass of the rocket;  g  is the gravitational acceleration vector;  P  is the engine thrust vector;  D  is the aerodynamic drag vector;    I  s p     represents the fuel specific impulse;    g 0    represents the average gravitational acceleration of the Earth at sea level;  ρ  is the atmospheric density;    S  r e f     is the reference cross-sectional area of the rocket;    C D    is the drag coefficient; and   M a   is the Mach number.



The control quantity is engine thrust  P , and the amplitude meets the constraints


   P  m i n   ⩽ ∥ P ∥ ⩽  P  m a x    



(2)







The dynamics equation of the rocket around the center of mass in the arrow body coordinate system is as follows:


          ω ˙  x          ω ˙  y          ω ˙  z        =  J  − 1          0       M  s t y          M  s t z         +        M  d x          M  d y          M  d z         +        M  c x          M  c y          M  c z         −      0    −  ω z       ω y         ω z     0    −  ω x        −  ω y       ω x     0      J        ω x         ω y         ω z           



(3)




where     ω ˙  x   ,     ω ˙  y    and     ω ˙  z    are the components of the angular velocity of the rocket in the three axes of the arrow body coordinate system;  J  is the moment of inertia vector;    ω x   ,    ω y    and    ω z    are the components of the angular velocity of the rocket in the three axes of the arrow body coordinate system; and    M  s t x    ,    M  s t y    ,    M  s t z    ,    M  d x    ,    M  d y    ,    M  d z    ,    M  c x    ,    M  c y     and    M  c z     are the components of the aerodynamic stabilization torque, aerodynamic damping torque and control torque acting on the rocket in the three axes of the arrow body coordinate system, respectively.



The kinematics equations of the rocket in quaternion form in the arrow body coordinate system are as follows:


          q ˙  0          q ˙  1          q ˙  2          q ˙  3        =  1 2       0    −  ω x      −  ω y      −  ω z         ω x     0     ω z      −  ω y         ω y      −  ω z     0     ω x         ω z       ω y      −  ω x     0             q 0         q 1         q 2         q 3         



(4)




where    q 0   ,    q 1   ,    q 2    and    q 3    are the quaternions of the rocket.



The transformation relationship between quaternion and the Euler angle is as follows:


        γ = arctan   2 (  q 0   q 1  +  q 2   q 3  )    q 0    2  −  q 1    2  −  q 2    2  +  q 3    2          φ = arcsin ( 2 (  q 0   q 2  −  q 1   q 3  ) )       ψ = arctan   2 (  q 0   q 3  +  q 1   q 2  )    q 0    2  +  q 1    2  −  q 2    2  −  q 3    2           



(5)




where  γ  is the rolling angle,  φ  is the pitch angle, and  ψ  is the yaw angle.




3. Launch Vehicle Landing Markov Decision Process


The Markov decision process (MDP) model corresponding to the rocket landing process can be described by a quintuple     S , A , T , R , γ     where  S  is the state space;  A  is the action space;  T  is the state transition probability;  R  is the reward function; and  γ  is a discount factor [24].



3.1. Design of State Space and Action Space


The state space is


  S =     r ,   v ,    q 0  ,    q 1  ,    q 2  ,    q 3  ,    ω x  ,    ω y  ,    ω z  , m    T   



(6)




where  r  is the position vector of the rocket;  v  is the velocity vector of the rocket;  m  is the mass of the rocket;    q 0   ,    q 1   ,    q 2    and    q 3    are the rocket quaternions; and    ω x   ,    ω y    and    ω z    are the components of the rocket rotation angular velocity on the three axes of the arrow body coordinate system.



The action space is


  A =          δ y  ,  δ z  , ∥ P ∥        T   



(7)




where    δ y   ,    δ z    and  P  are shown in Figure 3;    δ y    is the angle between the thrust direction vector projection and Y axis in the YZ plane; and    δ z    is the angle between the thrust direction vector projection and thrust in the YZ plane. The thrust of the engine is   ∥ P ∥   in the same direction as the vertical axis of the rocket.




3.2. State Transition Probability


The state transition probability represents the probability of transferring to the state set    S  t + 1     of   t + 1   the next time when the launch vehicle is in the state set    S t    and action set    A t    of the current time  t , and the deterministic state transition probability of the launch vehicle landing guidance MDP is established as follows:


  P (    S  t + 1      S t  ,  A t  ) = 1  



(8)








3.3. Reward Function Design


In order to improve the adaptive ability of the rocket in landing, the design of the reward function not only considers the return of the terminal constraint of the launch vehicle but also combines the cumulative return of the process in flight.



In order to control the landing trajectory of the rocket from deviating from the target direction, the target acceleration is set. When the rocket acceleration is closer to the target acceleration, the reward value is greater. In the course of the flight, the thrust should be as small as possible to reduce fuel consumption, and the greater the thrust, the smaller the corresponding reward value; as the attitude control error decreases, the reward value will gradually increase. Therefore, the process cumulative return    R 1    is designed as follows.



According to Equation (1), the carrier rocket undergoes engine thrust, aerodynamic drag, and gravity during landing. So, the optimal target acceleration can be expressed by combining it with kinematic formulas:


   a  t a r g   =  a ′  + g = −   ( 2 r /  t  g o     2  + 2  v 0  /  t  g o   + g )  



(9)




where   a ′   represents the acceleration generated by the thrust vector and aerodynamic drag vector;    v 0    is the initial velocity of the carrier rocket.    t  g o     is the remaining flight time, which can be expressed as    t  g o   =  r  /  v   .



Then, the reward function    R 1    is


         R 1  = − 0.01 ×   a −  a  t a r g     −   10   − 8   ×  P  − 10 ×  φ  + 2       a = P / m        a  t a r g   = − 2 r /  t  g o     2  − 2  v 0  /  t  g o   − g        t  g o   =  r  /  v         



(10)




where  a  is the acceleration,    a  t a r g     is the target acceleration, and  φ  is the attitude angle.



In order to make the terminal velocity of the rocket landing and the terminal height accuracy of the terminal position 0 and to limit the terminal angular velocity and attitude angle of the rocket, the terminal reward returns    R 2    is designed as follows:


         R 2  = R +  R r  +  R v        R = 10 × ( x + v +  r  t a r g   + ω + φ )        R r  = 100 −  r  t a r g          R v  = 5 ×   100 − v          



(11)




where  R  is the terminal state reward,    R r    is the terminal position reward,    R v    is the terminal speed reward,  x  is the rocket flight height, and    r  t a r g     is the rocket landing radius.



In order to reduce useless training, the training is terminated, and then a penalty is given as the following equation when the rocket attitude angle exceeds the limit of the attitude angle during flight:


   R 3  =       − 50 ,        φ  > δ       0 ,           o t h e r        



(12)




where  δ  represents the attitude angle limitation during the landing.



Then, the total reward is expressed as


  r e w a r d =  R 1  +  R 2  +  R 3   



(13)









4. Deep Reinforcement Learning Algorithm


Deep reinforcement learning [25] is a decision algorithm based on a deep learning model. It combines the perception ability of deep learning and the decision ability of reinforcement learning to realize an end-to-end perception and control system, which has strong universality.



4.1. PPO Algorithm


PPO algorithm [26] is a new deep reinforcement learning algorithm proposed by scholar Schulman, which can be applied in a continuous state and action space. PPO uses the importance sampling principle to update the strategy, combining importance sampling with the actor-critic framework. Its agent consists of two parts; one is the actor, responsible for interacting with the environment to collect samples, and the other is the critic, responsible for judging the actor’s actions. The PPO gradient update formula can be used to update the actor:


     J  p p o   θ ′   ( θ ) =    E ^   t  [ m i n (    p θ     a t  |  s t       p  θ ′      a t  |  s t       A θ     s t  ,  a t    , c l i p (    p θ     a t  |  s t      p    a t  |  s t      , 1 − ε , 1           + ε ) )  A  θ ′      s t  ,  a t    ]    



(14)




where  θ  is the policy parameter;      E ^   t    refers to the empirical expectation of the time step;    p θ     a t  |  s t      refers to the state transition probability of the actor network that needs training;    p  θ ′      a t  |  s t      refers to the state transition probability of the old actor network;  ε  is a hyperparameter, usually with a value of 0.1 or 0.2; and    A t    is the estimated advantage of the time step  t . The advantage function is calculated as follows:


   A t  =  δ t  + ( γ λ )  δ  t + 1   + ⋯ +   ( γ λ )   T − t + 1    δ  T − 1    



(15)




where    δ t  =  r t  + γ V (  s  t + 1   ) − V (  s t  )  ,   V (  s t  )   is the state value function calculated by the critic network at the time  t , and    r t    is the reward value at the time  t . The loss of the critic is calculated as follows:


   L c  =   r + γ   m a x   Q    s ′  ,  a ′        − Q ( s , a )    



(16)




where   γ   m a x   Q    s ′  ,  a ′          is the target value function,   Q ( s , a )   is the predicted value, and  s  and  a  are the state and action, respectively.




4.2. Improve PPO Algorithm


4.2.1. LTSM Network


LSTM is an improved recurrent neural network [27], which uses a memory unit called LSTM to determine what information should be retained and to control the transmission of information from one moment to the next. It is the most widely used network with a memory function at present.



Since the relationship between the carrier rocket and the environment during flight has the characteristics of a time series, its landing process is not only related to the state of the current moment but also related to historical motion information. On the premise of fully recognizing the environment, the rocket needs to learn enough motion before and after relations to improve its generalization ability and prediction ability. Therefore, using the fully connected neural network in the PPO algorithm to approximate the policy function and the value function can not meet the needs of complexity. In this paper, the strategy network and value network use an LSTM network architecture. First, the LSTM network is introduced to extract features from complex flight states, output useful perceptual information and enhance the learning ability of sequence sample data. Then, the policy function and value function are approximated by a fully connected neural network.



The LSTM-actor network structure design is shown in Figure 4. In the input layer, 14 nodes are set, corresponding to 14 state quantities of the launch vehicle; the hidden layer is set with an LSTM network layer and full connection layer; the LSTM network layer is set with 3 network units; and the full connection layer is designed with 3 layers. The output layer has three nodes, corresponding to the three motion quantities of the launch vehicle, and Relu is used as the activation function.



The network structure design of LSTM-critic is shown in Figure 5, in which 17 nodes are set in the input layer, corresponding to 14 state quantities of the launch vehicle and 3 action quantities generated by the current strategy network, 3 network units are set in the LSTM network layer in the hidden layer, 3 layers are set in the fully connected layer, and 1 node is set in the output layer, corresponding to the state value function. Relu is used as the activation function.




4.2.2. Imitation Learning


In this paper, the commonly used behavioral cloning (BC) is chosen for the imitative learning algorithm. Behavior cloning is an algorithm that directly learns agent strategies by applying supervised learning to demonstration sets [28]. The expert data set in this paper obtains the motion control instructions and corresponding state information of launch vehicle landing guidance through the traditional convex optimization algorithm and sets a demonstration set


  D = { (  s 1  ,  a 1  ) , (  s 2  ,  a 2  ) , … (  s n  ,  a n  ) }  



(17)




where    s i    is the state and    a i    is the action demonstrated by the expert. Let the agent’s policy be  π , and the agent’s policy can be obtained by minimizing the following objective function:


  m i n   ∑ i n     ( π (  s i  ) −  a i  )  2     



(18)








4.2.3. Overall Algorithm Framework


In order to improve the training speed of the launch vehicle landing process and the generalization ability of the model, the landing guidance strategy network in this paper is in the form of an LSTM network combined with a full connection layer, PPO is used as the reinforcement learning network parameter training algorithm, BC is used as the reinforcement learning pre-training imitation learning algorithm, and the strategic neural network model is trained. Figure 6 shows the overall framework of the rocket landing process based on imitation learning combined with reinforcement algorithms.



According to the overall framework shown in Figure 6, the main flow of the algorithm designed in this paper is shown in Figure 7. Through this flow, the landing control of the launch vehicle is trained, and the control strategy network is finally obtained to guide the landing flight of the launch vehicle.



In the calculation process of this algorithm, based on the landing characteristics of the launch vehicle, 14 important motion parameters were selected as the state space of the algorithm and 3 control parameters were selected as the action space. In each interaction between the launch vehicle and the environment, actions were taken according to a certain strategy based on the current state of the environment, and corresponding returns were obtained. In the training process of carrier rocket landing, for n state variables and m action variables, if all possible future states of each state variable are considered, it is    n 2   , and then it is   m  n 2    in each iteration process. Therefore, the time complexity of the algorithm in this paper is:


  T ( n ) = O ( m  n 2  ) = 14 ×  3 2  = 126  



(19)










5. Simulation Verification and Analysis


5.1. Simulation Scenario Settings


In this paper, a simulation scenario is set to verify the algorithm. In the simulation scenario, the initial state of the rocket, the position of the landing point and the main parameters of the rocket are set, as shown in Table 1. During the simulation process, the stroke field is set as 1 times the standard wind field. The time step is 0.1 s, and the maximum simulation step per turn is 150 s. The maximum thrust of the rocket is 981 kN. In order to verify the generalization of the model, the initial state parameters  r ,  v ,  m  and    C D    of the rocket were simulated again with 10% deviation.




5.2. Simulation Parameter Settings


In this paper, the algorithm program is programmed in the Python language, the agent environment is built by Gym, and the deep reinforcement learning training environment is built based on pytorch. The test host is based on a Windows 10 operating system, and the hardware configuration is Intel Core I7 9700K, RTX 3080Ti and 16 GB RAM. The algorithm hyperparameter settings are shown in Table 2. In addition, the environment was transplanted to the Nvidia Jetson TX2 embedded development board, and the test was carried out on a missile-borne platform under the condition that other parameters were the same, and the test results were compared with those of the Windows system.




5.3. Analysis of Simulation Results


For the training of the launch vehicle landing strategy network, we first used the imitation learning algorithm of behavior cloning to train it. Then, the PPO algorithm was used to train in the same environment. Then, the PPO algorithm was improved, the LTSM network was added to its neural network, and the PPO_LSTM algorithm was used to train it. Finally, the algorithm was further improved, imitation learning was introduced on the basis of the PPO_LTSM algorithm, and the Imitation + LTSM_PPO algorithm in this paper was obtained to train the launch vehicle landing strategy network. The training results of the four algorithms were compared, and their respective reward function convergence curves are shown in Figure 8.



As can be seen from Figure 8, for the same simulation environment, when the number of training steps is the same, the reward function of the BC algorithm is not converging, and the maximum reward learned is 25. The convergence steps of the PPO algorithm, PPO_LSTM algorithm and Imitation + LTSM_PPO algorithm are, respectively, 1142, 323 and 84, and the maximum rewards are 41, 51 and 66. It can be seen from the results that the convergence speed of the Imitation + LTSM_PPO algorithm is improved by 92.6% and 74% compared with the original PPO algorithm, and the maximum reward explored by the proposed algorithm is also greater than that of the other three algorithms. Therefore, using the Imitation + LTSM_PPO algorithm can achieve the maximum reward explored by the launch vehicle, the algorithm convergence speed is also significantly accelerated, and the convergence curve of the reward function is relatively stable.




5.4. Simulation Verification


After the training of the Imitation + LTSM_PPO algorithm, the strategy network parameters are fixed, and the simulation and verification are carried out by interaction with the rocket landing simulation environment. Meanwhile, in order to verify the terminal position, velocity accuracy, attitude change and fuel consumption of the landing strategy proposed in this paper, a convex optimization method is adopted to conduct a simulation under the same initial conditions. In order to verify the generalization of the model, the simulation is compared under the condition of 10% deviation in the initial condition. In addition, in order to test its real-time performance on the missile-borne platform, the simulation environment built in this paper is transplanted to the Nvidia Jetson TX2 embedded platform for verification. The verification results of the above four cases are compared, as shown in the figure below.



Figure 9, Figure 10, Figure 11, Figure 12, Figure 13 and Figure 14 show the state change curve of the rocket during landing, and Figure 15, Figure 16 and Figure 17 show the action change curve of the rocket during landing. Among them, Figure 9 is the trajectory curve of the rocket, from which it can be seen that the rocket successfully reached the landing target point, and the convergence of the terminal position, velocity and attitude was basically achieved, as shown in Figure 10, Figure 11, Figure 12, Figure 13 and Figure 14. Figure 15 shows the magnitude change of the rocket thrust. Figure 16 and Figure 17 show the direction change of the rocket thrust.



According to the curves in Figure 9, Figure 10, Figure 11, Figure 12, Figure 13, Figure 14, Figure 15, Figure 16 and Figure 17, simulation results and calculation speed in the above four cases were compared, as shown in Table 3.



As can be seen from Table 3, under the same simulation conditions, the terminal landing accuracy of the intelligent control method used in this paper to guide the rocket landing flight is higher than that of the traditional convex optimization method, with the average accuracy increased by 3%, the calculation speed increased by 98% and the fuel consumption deviation of the two methods being 4%, meeting the requirements of the launch vehicle landing flight. At the same time, by comparing the thrust amplitude curve and thrust angle curve given in Figure 15, Figure 16 and Figure 17, it can be seen that the thrust amplitude and angle of the intelligent control strategy conform to the changing law.



In the case of a 10% deviation of the model using the method presented in this paper, the terminal accuracy is as follows: at 10.0 m/s and 7.5 m/s, the terminal attitude angle deviation is small, the fuel consumption is 3827.1 kg, and the thrust size and angle changes are consistent with the law. The results show that the intelligent control method based on deep reinforcement learning does not rely on accurate modeling and has a certain generalization ability when the model is biased.



Comparing the simulation curve on the Nvidia Jetson TX2 embedded platform with the proposed method, it can be seen that the changes in the state parameter curve and action parameter curve are basically consistent, the landing accuracy and fuel consumption are exactly the same, and the calculation speed of control instructions is 9 ms, which can meet the real-time requirements. It is verified that the proposed method can be deployed on the missile-borne platform and has online autonomous learning ability.





6. Conclusions


In order to solve the problem that a traditional guidance and control algorithm is not able to deal with multi-factor uncertainty during launch vehicle landing, an intelligent control method based on deep reinforcement learning is designed in this paper. By designing the rocket landing Markov decision process and using an improved deep reinforcement learning algorithm, the LTSM network and imitation learning are combined with a reinforcement learning algorithm to improve the algorithm’s speed and robustness. Through training, a neural network model with generalization ability is obtained. After setting up the simulation environment of the landing section of the launch vehicle, the intelligent control algorithm proposed in this paper is verified, the results show that the intelligent control method can meet the accuracy requirements of the rocket landing terminal, and the time of generating guidance and control instructions is fast, meeting the real-time requirements. In order to test its performance on the missile-borne platform, this paper sets up its environment on the Nvidia Jetson TX2 embedded platform for simulation under the same conditions. The results show that the guidance and control command output of the algorithm on the missile-borne platform can meet the requirements of rapidness, has online control capability and realizes fast autonomous decision making. It enhances the autonomy and adaptability of rockets in typical scenarios such as uncertain flight environments, uncertain fault handling, uncertain disturbance handling and uncertainty in one’s own model. For example, when a rocket encounters strong winds during landing, it will generate huge disturbances. At this time, intelligent methods can be controlled through adaptive control without relying on precise modeling. This paper provides a model and methodological foundation for the intelligence of launch vehicles, improves their ability to handle uncertain factors, reduces the dependence on precise modeling and has certain engineering application value.
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Figure 1. Inertial coordinate system. 
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Figure 2. Arrow body coordinate system. 






Figure 2. Arrow body coordinate system.
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Figure 3. Thrust and its angle diagram. 
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Figure 4. LSTM-actor network structure. 
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Figure 5. Network structure of LSTM-critic. 
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Figure 6. Overall framework. 
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Figure 7. Algorithm flow chart. 
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Figure 8. Change of reward function. 
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Figure 9. Trajectory curve of rocket motion. 
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Figure 10. The velocity change of the rocket. 
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Figure 11. Variation of pitch angle deviation of rocket. 
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Figure 12. Variation of yaw angle deviation of rocket. 
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Figure 13. Variation of roll angle deviation of rocket. 
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Figure 14. Mass change of the rocket. 
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Figure 15. The thrust magnitude of the rocket changes. 
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Figure 16. Thrust angle change of the rocket. 
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Figure 17. Thrust angle change of the rocket. 






Figure 17. Thrust angle change of the rocket.



[image: Mathematics 11 04276 g017]







 





Table 1. Initial rocket parameters table.
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	Rocket Parameter
	Value





	Length
	40 m



	Diameter
	3.66 m



	Quality
	50 t



	Specific impulse    I  s p    
	360 s



	Atmospheric density  ρ 
	   1.225      kg / m   3    



	Acceleration of gravity    g 0   
	   9.8      m / s   2    



	Aerodynamic drag coefficient    C D   
	0.82



	Initial position (x, y, z)
	(2000 m, −1600 m, 50 m)



	Initial velocity (vx, vy, vz)
	(−90 m/s, 180 m/s, 0)



	Landing site location (x, y, z)
	(0, 0, 0)



	Attitude angle limitation during landing   ( ψ , φ , γ )  
	   [   85  °  ,   85  °  ,   360  °  ]   



	Terminal position constraint
	r ≤ 20.0 m



	Terminal velocity constraint
	v ≤ 10 m/s



	Terminal attitude deviation constraint   ( ψ , φ , γ )  
	   [   10  °  ,   10  °  ,   360  °  ]   










 





Table 2. Algorithm hyperparameter settings.
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	Parameter
	Value





	PPO algorithm learning rate
	0.0003



	BC algorithm learning rate
	0.0003



	Maximum number of training steps
	2048



	Training lot size
	64



	Reward discount rate
	0.99



	Estimate the clipping coefficient of the advantage function
	0.2



	Generalized dominance estimation parameters
	0.95










 





Table 3. Comparison of results.
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	Name
	Terminal Position Accuracy/(m)
	Terminal Speed Accuracy/(m/s)
	    Terminal   Attitude   Deviation   ( φ , ψ , γ ) / ( ° )    
	Fuel Consumption/(kg)
	Calculation Speed/(ms)





	Imitation + LTSM_PPO
	8.4
	4.9
	(−1.6, −0.9, 0.009)
	3820.0
	2.5



	Convex optimization
	11.9
	12.9
	(−1, 0.25, 0.003)
	3970.4
	243



	10% deviation
	10.0
	7.5
	(−1.5, 0.25, 0.008)
	3827.1
	7.4



	Nvidia Jetson TX2
	8.4
	4.9
	(−1.6, −0.9, 0.009)
	3820.0
	9.0
















	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2023 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).








Check ACS Ref Order





Check Foot Note Order





Check CrossRef













media/file13.jpg
izes Actor network parameters and Critic
network parameters

A 4
C Expert experience dataset D' = {(s,,a’ )} )

v

The original Actor network is pre-trained with expert
data and the weights are saved

v

Load the pre-training weight

v

The state space is initialized to get the current state S,

A 4

Using strategies to select an execution action d, from expert
experience and actions generated by the Actor network, and
interact with the Rocket MDP in T step

v

|Get the rocket state 5., of the next step, and get the reward,
calculate the advantage function At of this step and save it

v

According to the loss function of PPO algorithm, gradient
descent method is used to update the parameters of strategy
neural network and estimate neural network.

Whether the maximum
ulation step size is reache

True

Save the neural network model






media/file4.png
X1

A 4

Y





media/file30.png
P /(N)

600,000 -

500,000 -

400,000

300,000 4

200,000 4

100,000 -

= |mitation + LTSM_PPO
== = Convex optimization
—e— 10% deviation

-o~ Nvidia Jetson TX2

T T T

15 20 25 30






media/file18.png
= |mitation + LTSM_PPO
-=-=- Convex optimization
—es— 10% deviation

-e~- Nvidia Jetson TX2






media/file21.jpg
s mitation + LTSM_PPO
= = Convex optimization
—e— 10% deviation

-~ Nvidia Jetson TX2

10

15
s

20 25 30





media/file26.png
y/(°)

0.75 T

0.50 1

0.25 1

0.00 ~

—0.25 7

—0.50 +

—0.75 7

== |mitation + LTSM_PPO
== = Convex optimization
—o— 10% deviation

—®- Nvidia Jetson TX2






media/file27.jpg
41,500

41,000

40,500

40,000

39,500

m /(kg)

39,000

38,500

38,000

37.500

—Imitation + LTSM_PPO
~=-- Convex optimization
—— 10% deviation

- Nvidia Jetson TX2

10

15
t/s

20 25 30






media/file3.jpg





media/file22.png
@/ ()

Imitatio