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Abstract: With continuous progress in science and technology, a large amount of data are produced
in all fields of the world at anytime and anywhere. These data are unmarked and lack marking
information, while manual marking is time-consuming and laborious. Herein, this paper introduces
a distributed semi-supervised labeling framework. This framework addresses the issue of missing
data by proposing an attribute-filling method based on subspace learning. Furthermore, this paper
presents a distributed semi-supervised learning strategy that trains sub-models (private models)
within each sub-system. Finally, this paper develops a distributed graph convolutional neural
network fusion technique with enhanced interpretability grounded on the attention mechanism. This
paper assigns weights of importance to the edges of each layer in the graph neural network based
on sub-models and public data, thereby enabling distributed and interpretable graph convolutional
attention. Extensive experimentation using public datasets demonstrates the superiority of the
proposed scheme over other state-of-the-art baselines, achieving a reduction in loss of 50% compared
to the original approach.

Keywords: distributed learning; graph convolutional networks; incomplete data; data annotation
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1. Introduction

Data annotation is an important task for data preprocessing and knowledge acquisition
in the data center to ensure efficiency in data-enabled businesses [1–4]. In recent years,
there have been many studies on automatic annotation, but its accuracy and applicability
cannot meet engineering requirements [5–7]. High-precision data labels can help people
use data more conveniently and efficiently, such as training models, fast and accurate data
positioning [8], etc. At the enterprise level, data labels help to serve the planning and
prediction of business management and emergency responses in various cities [9].

Over the past decade, although many studies have been devoted to achieving auto-
matic data annotation [10] using various traditional machine-learning methods or deep-
learning algorithms, such as Support Vector Machine (SVM) [11], multi-layer perceptron
(MLP) [12], Variational Bayes [13], Decision Trees(DTs) [14], Recurrent Neural Networks
(RNNs) [15], etc., the accuracy and universality of annotation still do not meet the re-
quirements of application [16]. However, nowadays, data grow at a geometric rate, and
unlabeled nodes are difficult to obtain in the data, which makes it difficult to use supervised
learning. In the early days, the prior knowledge of experts was used for manual data label-
ing, but the cost of labeling a large amount of data was high, and it was time-consuming
and laborious. Therefore, scholars proposed semi-supervised learning. Different from su-
pervised learning and unsupervised learning, semi-supervised learning solves the problem
of a large lack of labeled data on the basis of ensuring the good generalization ability of
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the model and, at the same time, improves the efficiency of manual labeling and model
learning performance. How to use existing semi-supervised classification learning models
to classify and predict unlabeled nodes in graph networks has become a hot topic. With
the rapid development of deep learning, graph convolutional networks have become a
powerful tool for processing irregularly structured data on graphs and have achieved
satisfactory results in graph representation learning tasks, such as node classification.

However, most of the existing classification algorithms are constructed based on
complete data. However, due to various physical or human reasons, such as acquisition
failure, environmental interference, clerical errors, etc., there are often a certain number
of missing attributes in collected data samples. If they are not handled properly, it can
have a negative impact on the learning performance of the algorithm. Therefore, in recent
years, the classification algorithm for incomplete samples has received extensive attention
from researchers. In general, the above methods can be divided into three types as follows:
the first type fills in these missing attributes through some attribute filling methods (such
as zero filling, mean filling, k-nearest neighbor filling, regression-based filling, etc.), and
then uses the existing classification algorithm to train the classifier. The second type is
to use the probabilistic generative Expectation-Maximum (EM) method to find the most
likely filling scheme. The third type pre-evaluates the extent to which missing attributes
affect learning performance and then removes this part of adverse effects when training a
classifier with a Least-Square Support Vector Machine. Nevertheless, the aforementioned
missing data classification algorithms generally require a certain amount of labeled data
with complete attributes to build a predictive model. However, when the number of
missing data is large, the accuracy of the prediction model cannot be guaranteed, which
negatively affects the learning performance. In order to deal with the above problems, it is
proposed in the literature that a latent linear subspace can be tracked using some of the
available attributes of missing data so as to realize the missing attribute filling and classifier
joint learning. In addition, the incomplete data annotation algorithms mentioned above
generally belong to supervised learning algorithms, and they require a lot of labeled data
to ensure their learning effect. In general, high-precision, and distributed data annotation
has the following challenges:

(1) High costs or the environment makes it difficult to collect sufficient marker data, and
inevitably causes the partial loss of data attributes [17].

(2) In many practical applications, data are distributed on multiple intermediate platforms
(nodes) [18] for various reasons (such as large data volume, bandwidth limit, etc.).

(3) In the distributed data center scenario, the unexplained, distributed sub-model and
the distributed center cannot be fully trusted and connected, which hinders the use of
the global data center in key applications in relation to fairness, privacy, and security.

To solve the above problems, this paper proposes a novel distributed semi-supervised
learning framework based on a graph-deep neural network. The main contributions of this
paper are summarized as follows:

(1) Propose a semi-supervised learning framework based on a graph-deep neural net-
work, where the goal is to capture the deep features of the same type of data in the
data platform and learn the relationships between features. This framework consists
of two modules, the graph neural network module and the Graph-Marks module.
This study first used the graph neural network to learn the private model of the
platform and used common data to improve the accuracy of data filling, and then
the generalized Graph-Masks module learned the important edge information of
each layer to improve the accuracy. Finally, the graph convolution network was used
for marking.

(2) To arouse the enthusiasm of the middle platform and further improve the accuracy of
the mark, this paper, according to the middle private model and common data after
the explanation figure based on the neural network of each layer and the importance
of the data fusion method, first trained an annotation model, and then through another
private model and common data analysis discarded an edge without affecting the
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original prediction; for each layer, the graph neural network (GNN) obtained an edge
mask. Finally, to reduce the computation, this paper used binary concrete distribution
and a re-parameterization trick to approximate the discrete mask.

(3) This paper used the minimized divergence term to train the data in the standard
model, and after training GNN global interpretability and understanding, it greatly
improved the accuracy of the cloud center alongside sub-center precision.

2. Related Work

In recent years, there has been a lot of research on data marking, with most work using
the traditional machine learning method to complete the centralized data annotation. Visa
et al. [19] proposed a data integration and annotation model through the Web-based appli-
cation integration virus data source and then completed data annotation. Vindas et al. [20]
undertook the comprehensive use of an automatic encoder and K-Means algorithm, using
the semi-supervised method to realize the rapid annotation of images. However, in many
scenarios, there is inevitably the problem of multi-source data fusion. Sakouhi et al. [21]
proposed a new method to integrate three data sources, combining two data sources to
produce a more complete trajectory annotation. Cheng et al. [22] proposed a framework for
air quality estimation based on multi-source heterogeneous data. Three subclassifiers were
used for analysis alongside the multilayer perceptron model based on extreme learning
machine (ELM) to merge and classify the multi-source data, but the classification accu-
racy was only 90.8%. Yang et al. [23] proposed an aspect-based capsule network and a
recommendation system of mutual attention. By learning the characteristics of the user
and project context and aggregating them into aspect features for a rating prediction, it
alleviated the homogeneity between the aspects of the capsule while improving accuracy
and producing strong model interpretability.

Although great progress has been made in automatic annotation using deep learning
methods, studies in the existing literature have not studied automatic annotation in dis-
tributed scenarios nor explored the deep relationships between extracted features. This
paper applies graph convolutional networks (GCN) networks, extends the convolution
to obtain more efficient features, and introduces the Graph-Mask method to optimize the
distributed sub-models. The whole framework structure is shown in Figure 1, it can be
found from Figure 1 that compared with the existing state-of-the-art recognition methods,
the proposed algorithm achieves a high classification accuracy.
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Figure 1. A semi-supervised learning framework based on the GCN; the framework is described
based on the three modules. It should be noted that the numbers in the node of the initial Graph and
output layer are the given variable order in the sub-client.

2.1. Graph Convolution Networks

The GCN extends the convolution operations from traditional data (such as images)
to graph data. The core idea is to learn a functional map through which the nodes in
the graph can aggregate their own features with their neighbor features to generate new
representations of these nodes [24]. Unlike these deep neural networks, GCN takes graph
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data with a topological structure as the input, which is more efficient for data relationship
mining, making GCN powerful for feature representation from graph data in the non-
Euclidean space [25]. This paper first extracted effective feature information through the
graph neural network and then used the generalized Graph-Marks module to learn the
important edge information (described in the next section) of each layer in the graph
structure and interact, improving the accuracy. Finally, the graph convolution network was
used for marking.

2.2. Graph-Mask Promoted

Deep learning models achieve a growth performance for AI tasks, but one drawback is
uninterpretable [26]. This defect can be interpreted using post hoc analysis (post hoc tech-
niques). In recent years, significant progress has been made in the study of interpretability
in images of deep learning models and texts [27,28], and on graph data, GNN and its
interpretability are also developing.

The original method is to generate different masks according to different interpretation
tasks, and these new predictions can be compared with original predictions to evaluate the
masks and update the model. This method not only uses the mask in its own graph structure
optimization but also extends it to multi-model interactions in distributed scenarios for the
first time, jointly learning the same type of graph structure and opening opportunities to the
advantages of a distributed scene to optimize the model of each secondary middle platform.

3. Methods Section

This section describes implementing machine-learning solutions to handle missing
values and labels, combining prediction problems with node classification, and linking
them to binary classification. Using the prediction model as a classifier, the framework of
the proposed method is shown in Figure 2.
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3.1. Dataset Division

This study simulated distributed scenarios by partitioning multi-type datasets. Sup-
pose the training set is represented as Tr = {(Xn, Yn)}, where n = 1, . . ., N, Xn(j) is the value
of the j th property of the n th instance, and Yn is the label of the corresponding Xn. This
paper divided all data into 5 sub-datasets, Dataset {A, . . ., E}; each sub-dataset had 90%
of the main categories and 10% of other random categories. Meanwhile, this paper set
10% labeled data in each of the complete data, and data were missing at random. This
paper filled in the missing data through information interaction between five datasets and
predicted the labels for the filled data.

In this paper, a new process to deal with the problem of missing data in distributed
scenarios is proposed, assuming that the main categories of each subsidiary datum are the
most complete and the pattern of data between subsidiaries is similar in the setting of the
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missing value mode; if missing too many types of data, there is the risk of establishing too
many kinds of model, so the global model built on these data may be overfitted.

3.2. Problem Description

We considered a Unicom network containing J nodes, where each node j collects
and stores a certain amount of data containing missing properties, including lj labeled

data
{

Ωj,nxj,n
}

, and ui unlabeled data {xi,n}
lj+uj
n=l+1. Here, xj,n ∈ Xj ∈ <d is the attribute

vector of nth data. If the (k,k) element value of the matrix is 0, the kth value of xj,n is
missing. Thus, this paper kept the element value corresponding to the observable attribute
in data xj,n unchanged and set the element corresponding to the missing attribute as 0.
Moreover, ς = (J, E) containing node sets and edge sets were used to represent the Unicom
network. #

(
Bj
)
= Ej represents single-hop neighbor nodes amount, and in a graph theory

point of view, Ej − 1 represents the degree of node j.

3.3. Global Graph Structure Problem Design

An accurate missing data filling-algorithm is the key to ensuring data quality and
annotation performance. Most of the existing missing data annotation algorithms disperse
missing data filling and classifier training. Sub-space learning can realize the joint dis-
tributed interpretable learning of attribute filling and the annotation algorithm by chasing
the representation of missing data in low-dimensional sub-spaces. Benefiting from the
mutual promotion of attribute filling and the annotator, the joint interpretable learning
of attribute filling and an annotator can effectively improve learning performance. The
main goal of the architecture is to learn the relationships between the same category of data
and the structure of each category of data. For this, this paper used a direct graph, whose
nodes represent each data point, and the edges represent the relationships between the data
points, represented by the adjacency matrix Ai,j. For each sub-dataset, there were data types
as follows: annotated complete data, annotated missing data, annotated complete data,
and annotated missing data, which are represented by DL,I, DL,M, DU,I, DU,M, respectively.
For these f types of data, this paper built models to train f types of data to describe the f
models this paper designed. In scenarios based on semi-supervised graph neural networks,
in the classification task, given the dataset X = {XL, XU} = {x1, . . . , xL, xL+1, . . . xL+U}
and Y = {YL, YU} = {y1, . . . , yL, yL+1, . . . yL+U}, L stands for a label, and U stands for no
label. The objective function of the graph network with an optimized connection mode
G = (∀, E, X) is as follows:

P(Yu|Xu) =
1

Z(Xv)
∏
i,j

Ψ
(
yi, yj, xV

)
(1)

where P is the joint distribution, followed by Bayesian inference to determine the connection
of the graph, and using the EM algorithm [29] to approximate the alternative optimization
of the maximum likelihood estimate.

logPφ
(YL|XV) ≥ Eq(YL |XV)

[
logPφ

(YL, YU |XV)− logPφ
(YL|XV)

]
(2)

where Pφ is the structural parameter and Eq(YL |XV)
is an arbitrary distribution of YU .

• Step M: Maximize tix qθ, L(φ)→ updates Pφ

To update the situation of L(φ):

l(φ)= Eqφ(YL, YU |XV)[log(YL, YU |XV)] (3)

lpc(φ)= Eqθ
(YU |XV)

[
∑n∈N

(
yn|y v

n
XV

)]
= Eqθ

(YU |XV)
[
∑n∈N logPφ

(
yn|y v

n
XV

)] (4)
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From qθ(YU |XV), if the sample of node n is unlabeled, the label predicted via qθ(YU |XV)
can be used as the real label.

QU = ∑
n∈V

logPθ(ŷn, ŷnumN;xV) (5)

• Step E: tix pφ update qθ(yn|XV)

Similarly, if n represents the index of the unlabeled node sample points (U), the label
distribution of all nodes in the variational inference is the ID.

logqθ
(yn|XV)= Eqθ

(Ynode,nv, xv)
[
logPφ(yn, ynode, xv)

]
+ Const (6)

According to the sampling substitution method,

Eqθ
(Ynode|xv)

[
Eqθ

(ynode,nv, xv)
]
≈ logPφ(yn

∣∣ŷnode;xV) (7)

where ŷn = {ŷk}k∈N , and N is the number of nodes. For the unlabeled data node K, the
predicted label yk is sampled from qθ(Yk|XV), and labeled k is sampled for the node while
the real label is used.

Since Pφ(yn|ŷ,xu) is fixed, the value of Pφ(yn|ŷ,xu) can be taken as the target, and the
kl divergence of qθ(yk|XV) and Pφ(yn|ŷ,xu) can be reduced by updating the parameter v,
so the optimization target can be summarized as follows:

Oθ,v = ∑
n∈U

EPφ(yn |ŷ,xv)[qθ(yn|xv)] (8)

Then, a given dataset can be used as follows:

X = {XL, XU} = {x1, . . . , xL, xL+1, . . . xL+U}
Y = {YL, YU} = {y1, . . . , yL, yL+1, . . . yL+U}

and the node link probability Sij, (8) can be optimized as shown below:

min
T,S,a,b

J =
L+U
∑

i=1
‖Sij·

(
Xi − Xj

)
‖2

2 +
1
2 βa‖a‖2

2

s.t. ST l = 1; Sij ≥ 0
(9)

where X ∈ <m∗d, S ∈ <n∗n. To avoid some cases where the behavioral vector of S is zero,
the constraint ST l = 1 can be applied. According to popular learning theory, there is
always a low-dimensional manifold that displays a high-dimensional data structure. The
goal of this paper was to find a linear combination of original features closest to the low-
dimensional manifold, where W ∈ <d∗c is the projection matrix. Therefore, we obtained
the following:

min
S,W

∑
i,j
‖XiW − XjW‖2

2Sij + α‖W‖2

s.t. ST l = 1; Sij ≥ 0; WTW = 1
(10)

where α is a non-negative tuning parameter. To remove redundant information in the
data, sparse learning was performed with the `2,1 norm instead of the classical norm. The
strategy of this paper was to learn a graph S with c connected components, where c is
the number of classes. To formulate a classification target, given a low-rank constraint
rank (Ls) = n− c, the corresponding similarity matrix had a block diagonal. In order to
match Figure 1 as well as possible, this paper obtained the following:

min
A(D)WF

L+U

∑
i,j
‖XiW − XjW‖2

2Sij + α‖W‖2,1 + β‖S− A‖2
F + 2τtr

(
FT LsF

)
+

1
L

L

∑
i=1

loss(y1, Pr) +
1
U

L+U

∑
i=L+1

loss(ŷ, Pr) (11)
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where Ls is the Laplace matrix. The initial graph A = <n∗n was used with the hypergraph
construction to represent the relationship between the data and, thus, better create the
neighbor graph. Considering the influence of the noise and outlier points in the data, the
objective function was obtained through graph learning and sparse learning based on the
`2,1 paradigm, expressed as

min
A(S)WF

L+U

∑
i,j
‖XiW − XjW‖2

2Sij + α‖W‖2,1 + β‖S− A‖2
F + 2τtr

(
FT LsF

)
+

1
L

L

∑
i=1

loss(y1, Pr) +
1
U

L+U

∑
i=L+1

loss(ŷ, Pr) (12)

To prevent overfitting, this paper used the F norm and 2 norm to add constraints on
the third term, and used βS and βT to balance the overall complexity:

βs‖S‖2
F + βs

L+U

∑
i=1
‖T‖2

2 (13)

The predicted output of the model was Pr. This paper also considered the prediction
of both the annotated data and the unannotated data and calculated the loss through the
average absolute value error (MAE) as a function of the minimized loss:

loss =
1
L

L

∑
i=1

loss(y, Pr) +
1
U

L+U

∑
i=L+1

loss(ŷ, Pr) (14)

MAE(X, h) =
1
m
|h(xi − yi)| (15)

where
Pr = aT ·ST + b (16)

Finally, regular items were added to extract XL and XU data in the distributed scenario:

1
2

B(S, a) (17)

The final formula is given by (18):

min
A(S)WF

J =
L+U
∑
i,j
‖XiW − XjW‖2

2Sij + α‖W‖2,1 +
1
2

(
βs‖S‖2

F + βT
L+U
∑

i=1
‖T‖2

2

)
+ 2τtr

(
FT LsF

) 1
L

L
∑

i=1
loss(y, Pr)

+ 1
U

L+U
∑

i=L+1
loss(ŷ, Pr)+ 1

2 βa‖a‖2
2 +

1
2 B(S, a)

(18)

The six items in Equation (18) are introduced one by one. The purpose of the first
item is to minimize the random node connection probability matrix based on the partially
available properties; the second is the latent basis matrix of the subspace to control the
complexity of the subspace characterization; the third and fourth items represent MAE for
labeled and unlabeled data, respectively; the fifth is used to promote the generalization
ability of the annotator; the sixth and seventh are the information interaction terms for
missing data and the last is a regular item for the entire dataset to mine relevant information
about both labeled and unlabeled data. It is noteworthy that the manifold regular term
is generally utilized in the framework of graph semi-supervised learning but cannot be
achieved in a distributed scenario. Therefore, the interaction of distributed data is needed.
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3.4. Data Interaction
3.4.1. Model Building within the Dataset

To obtain data labels with high accuracy, this paper first needed to make accurate
predictions for the missing data. This paper first used Model 1 to learn from DL,I and obtain
the most complete model.

min
A(S)WF

J =
L
∑
i,j
‖XiW − XjW‖2

2Sij + α‖W‖2,1 +
1
2

(
βs‖S‖2

F + βT
L
∑

i=1
‖T‖2

2

)
+ 2τtr

(
FT LsF

)
+ 1

L

L
∑

i=1
loss(y1, Pr)

+ 1
2 βa‖a‖2

2 +
1
2 B(S, a)

(19)

Then, in order to strengthen the node relationship, this paper added the loss function
of missing labels on the basis of model 1 as (19) and obtained model 2 as (20) to learn the
structural information of DL,M data.

min
A(S)WF

J =
U
∑
i,j
‖XiW − XjW‖2

2Sij + α‖W‖2,1 +
1
2

(
βs‖S‖2

F + βT
U
∑

i=1
‖T‖2

2

)
+ 2τtr

(
FT LsF

)
+ 1

L

L
∑

i=1
loss(y1, Pr)

+ 1
U

L+U
∑

i=L+1
loss(ŷ, Pr) + 1

2 βa‖a‖2
2 +

1
2 B(S, a)

(20)

For missing data, this paper reduced the effect of missing data and used model 3
as (21) to extract and learn the structural relationship of DU,I, to enhance the relationship
between some structural information and labels.

min
A(S)WF

J =
L
∑
i,j
‖XiW − XjW‖2

2Sij + α‖W‖2,1 +
1
2

(
βs‖S‖2

F + βT
L
∑

i=1
‖T‖2

2

)
+ 2τtr

(
FT LsF

)
+ 1

L

L
∑

i=1
loss(y1, Pr)

+ 1
2 βa‖a‖2

2 +
1
2 B(S, a)

(21)

For label-free missing data DU, M, this paper used model 4 as (22) to learn some of its
structure to enhance precision.

min
A(S)WF

J =
U
∑
i,j
‖XiW − XjW‖2

2Sij + α‖W‖2,1 +
1
2

(
βs‖S‖2

F + βT
U
∑

i=1
‖T‖2

2

)
+ 2τtr

(
FT LsF

)
+ 1

L

L
∑

i=1
loss(y1, Pr)

+ 1
U

L+U
∑

i=L+1
loss(ŷ, Pr) + 1

2 βa‖a‖2
2 +

1
2 B(S, a)

(22)

Note that model 1, 3 and 2, 4 is exactly the same in mathematical expression, but the
learned parameters have the effect of missing data. In datasets A to E, this paper used the
same approach.

3.4.2. Regular Terms

Specifically, this paper first defined the positive and negative class sample sets, which
were all determined by the real-time discriminant function. In the binary classification
problem, these data were divided into positive Z (T+) and negative F (T−), and the average
was calculated as follows:

Z =
∑ T+

num+
; F =

∑ T−

num−
(23)

According to this definition, the interclass difference values between positive and
negative classes based on graph neural networks are as follows:

D =
{

WT ·
[
loss

(
Z
)]
−
[
loss

(
F
)]
·W
}

(24)

Positive and negative interclass differences are expressed as

D+ = ∑
{

WT ·X−
[
loss

(
Z
)]
·WT

}2
(25)
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D− = ∑
{

WT ·X−
[
loss

(
F
)]
·WT

}2
(26)

Thus, the regular item can be expressed as follows:

B(S, a) =
α1

N
(
D+ + D−

)
− α2D (27)

where this paper denotes the equilibrium parameters with α1 and α2.

3.4.3. Optimize Objective Function

In this study, we decentralized the global optimization problem (Equation (18)). This
paper substituted the global parameters with local parameters, except for adding a number
of consistent equality constraints. Thus, the global optimization problem could change to

min
A(S)WF

J =
lj+uj

∑
i,j
‖XiW − XjW‖2

2Sij + α‖W‖2,1 +
1
2

(
βs‖S‖2

F + βT

lj+uj

∑
i=1
‖T‖2

2

)
+ 2τtr

(
FT LsF

)
+ 1

L

lj

∑
i=1

loss(y1, Pr)

+ 1
U

uj

∑
i=L+1

loss(ŷ, Pr) + 1
2 βaa2

2 +
1
2 B(S, a)

(28)

where the local regular term of the node j can be represented as shown below:

<j
(
lj, Wj

)
= αa

L+U ∑
n∈Pj

(
WT

j ·
(

ljD− lj
(

D
)+))2

+ αa
L+U ∑

n∈Pj

(
WT

j ·
(

ljD− lj
(

D
)−))2

− αb
L+U ∑

n∈Pj

(
WT

j ·
(

lj
(

D
)+ − lj

(
D
)−))2 (29)

It can be seen that each node, as long as global common data
(

DPublic data
)+ and(

DPublic data
)− was decomposed. However, it requires data(+) and data(−), so it is not easy

to calculate directly under the distributed network. To this end, referring to the idea of
the diffusion cooperation strategy, this paper gradually estimated these two global mean
vectors through the method of distributed learning so that they could be decentralized.

3.5. Distributed Model Optimization
3.5.1. Features T Optimization

First, T was optimized. For Tt
i =

[
Tt

i1 , . . . , Tt
iN
]
, at time t, at node i, S, a, and b were

first fixed to calculate the next predicted value:

Tt+1 = argmin
T

J(T, S, a, b) (30)

Similarly, for the other parameters:

St+1 = argmin
S

J(S, T, a, b) ; (a, b) = argmin
a,b

J(a, b, S, T) (31)

This paper obtained the global optimal solution by alternately solving the above three
sub-optimization problems. However, to obtain a fully decentralized implementation of ev-
ery moment t, an estimation of the

(
DPublic data

)+ and
(

DPublic data
)

of global common data
is required. Next, this paper elaborated on the three main steps of the optimization process.

• Step 1: For the calculation of distributed features (Mod) and global aggregation (g), we
first define

[Mod, g] = G (32)
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For features (other middle stations),

(Mod)+ =
1
M ∑M

j=1∑ZT ; (Mod)− =
1
M ∑M

j=1∑FT (33)

For the public data,

(gt)
+ =

1
M ∑M

j=1 f or
1
M ∑M

j=1Pr(Z); (gt)
− =

1
M ∑M

j=1 f or
1
M ∑M

j=1Pr(F) (34)

Thus,

T+ =

(
Mod

)+
(gt)

+ + T+; T− =

(
Mod

)−
(gt)

− + T− (35)

Considering that each node in a networked system can only obtain information about
the neighbor nodes, this paper asymptotically estimated the global vector G̃t. Then, an
inner loop with τ was given as the time indicator, which was nested within the outer loop
of the time indicator t. The initialization state of the variable was set to Gj,t(0) Gj,t(τ + 1)
and updated to local estimate Gj,t(τ), where the maximum number of iterations of the
inner loop was limited to a fixed decimal T. After the round T iteration, this paper obtained
the final result Gj,t(T). As can be seen, for node j, although the direct information exchange
is limited to its single-hop neighbor node Bj, the information shared by node j could still
gradually spread to the entire network with the iteration. Therefore, if there is a connected
network that experiences a sufficient number of iterations, each node has a good number
of iterations. Therefore, the

(
DPublic data

)+ and
(

DPublic data
)

mean vectors of the global
common data gradually acquired the global world

Gj,t(τ + 1) = ∑ vijGj,t(τ) (36)

• Step 2: Solutions of parameter W

Depending on the data type (labeled data/unlabeled number data), there are two
cases in the following iteration:

1. The optimal solution for labeled data XL can be simplified as

Tt+1

[
ST
(

Λj,k + γ·aaT +
α1

N
aaT
)

S + α2lL

]−1
·ST
[
ΛK̂(XL) + γ·ya +

α1

N
·a·aTSPr(XL)

]
(37)

2. The optimal solution for unlabeled data XU can be simplified as

Tt+1

[
ST
(

Λj,k + γ·aaT +
α1

N
aaT
)

S + α2lU
]−1
·ST
[
K̂(XU) + γ·δa +

α1

N
·a·aTSPr(XU)

]
(38)

• Step 3: S optimize.

This paper can solve the decentralized optimization problem by using the gradient
descent method as follows:

St+1 = argminJ(TtStatbt) + ∑ Wnew‖St − S′t‖2
F (39)

where Wnew is the non-negative cooperation parameter and satisfies condition ∑ Wnew = 1.
Using gradient descent, the recursive formula of the underlying basis matrix was obtained
as follows:

St+1 = St − et∇sJ(TtStatbt)− h ∑ g
(
St − S′t

)
(40)

where h is a positive constant and e represents a positive time-varying step size, which
satisfies the decreasing condition: lim

t→∞
et = 0. The gradient of the local objective function

could be split into two parts, adaptive (the second term in Equation (40)) and fusion (the
third term in Equation (40)).
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3.5.2. Information Interaction between the Datasets

In distributed scenarios, this paper used a total of five classifications; to obtain a global
model with high accuracy, this paper needs to use the models of other datasets. This
paper calculated the structural similarity using the minhash algorithm, set weights for
information interaction, and improved the prediction accuracy of missing data.

Taking dataset A as an example, the similarity was calculated on other datasets from B
to E, and the weights Wnew = {Wb, Wc, Wd, We}were brought into the enhanced accuracy in
Equation (39). Through continuous training, this paper obtained the public model MA-ME.

On the basis of Equation (40), this paper also used the minhash algorithm to calculate
the accuracy of the five public models on the public test data to generate the corresponding
coefficient. Through information interaction and data fusion, this paper finally established
the best-performing predicted value and marked the corresponding label for the missing
value prediction of data.

Neural network global graph and neural network interaction optimization: in or-
der to obtain the global optimal solution of the algorithm, they were optimized sepa-
rately by alternating the iterative optimization method, and each iteration was a convex
optimization process.

Given data (x) and the adjacency matrix A, the graph neural network optimization
function was obtained as follows:

X(k+1) = ReLU
(

D̃
1
2 ÃD̃

1
2 X(k)U(k)

)
(41)

where k is the hidden layer output, Ã = A + ZN is the adjacency matrix, D is the diagonal
array of di = ZÃij, U(k) is defined as the weight matrix varying iteratively with the number
of layers, and the final output layer Z of semi-supervised classification is defined as

Z = softmax
(

D̃
1
2 ÃD̃

1
2 X(k)U(k)

)
(42)

The cross-entropy loss was introduced to describe the distance between two probability
distributions (two distributed subfeatures):

Loss = −∑
i∈P

6⊂

∑
j

yijlnZij (43)

where P is the set of labeled nodes and yi,j is the truly labeled node. By optimizing the
solution Z, a high-quality graph S was obtained and input into the graph convolutional
network, and the convolution layer was obtained as follows:

X(k+1) = ReLU
(

D̃
1
2 SD̃

1
2 X(k)U(k)

)
(44)

The last output layer of the two-layer network is expressed as follows:

Z = softmax
(

D̃
1
2 WD̃

1
2 X(k)U(k)

)
w (45)

The proposed graph learning method can output a high-quality graph structure, which
is obtained by alternating the iterative optimization of formula Z and can improve the
classification performance of the graph convolutional network model.
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• Optimization process:

1. Tix W,A. optimize F.

min
F

2τtr
(

FT LsF
)
+

1
L

L

∑
i=1

loss(y1, Pr) +
1
U

L+U

∑
i=L+1

loss(ŷ, Pr) (46)

The optimal solution for F is constructed by solving the c eigenvectors of Ls corre-
sponding to the c smallest eigenvalues.

2. Tix W,F. optimize A.

min
F(S)

∑
i,j
‖XiW − XjW‖2

2Sij + β‖S− A‖2
F + 2τtr

(
FT LsF

)
+

1
L

L

∑
i=1

loss(y1, Pr) +
1
U

L+U

∑
i=L+1

loss(ŷ, Pr) (47)

In spectrograph learning, it can be obtained by using a simple mathematical transfor-
mation as follows:

2τtr
(

FT LsF
)
= ∑

i,j
‖ fi − f j‖2

2Si,j (48)

where fi is the i th row of F and the above formula can be converted to

Vi,j = ‖XiW − XjW‖2
2 + ‖ fi − f j‖2

2 (49)

min
A(s)

∥∥∥∥Si

(
ai −

1
2β

Vi

)∥∥∥∥2

2
(50)

Lagrangian transformation:

ξ =
1
2

∥∥∥∥Si −
(

ai −
1

2β
Vi

)∥∥∥∥2

2
− η

(
ST

i l − l
)
− rT

i Si (51)

where η , rT
i ≥ 0 is the Lagrange multiplier. According to the KTT condition, the Si

optimization can be written as

Sij =

(
ai −

1
2β

Vi + η

)
+

(52)

Assuming that each sample point has c nearest neighbors,

ai,k+1 −
Vi,k+1

2βi
+ η ≤ 0 ; ai,k −

Vi,k

2βi
+ η > 0 (53)

Considering that the constraint ST
i l = l can be further deduced,

K

∑
j=1

(
ai,j −

Vi,j

2βi
+ η

)
= 1 =⇒ η =

1
K
+

1
2Kβi

K

∑
j=1

Vij −
1
K

K

∑
j=1

aij (54)

By replacing formula (54) with formula (53), an inequality for βi is obtained as follows:

KVi,k −∑K
j=1 Vi,j

2
(

Kai,k + 1−∑K
j=1 ai,j

) < βi ≤
KVi,k+1 −∑K

j=1 Vi,j

2
(

Kai,k+1 + 1−∑K
j=1 ai,j

) (55)

To obtain the optimal solution of the formula, with an exact non-zero k value, βi can
be set to

βi =
KVi,k+1 −∑K

j=1 Vi,j

2
(

Kai,k+1 + 1−∑K
j=1 ai,j

) (56)
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Finally, this paper obtained

β =
1
N

N

∑
i=1

KVi,k+1 −∑K
j=1 Vi,j

2
(

Kai,k+1 + 1−∑K
j=1 ai,j

) (57)

min
W

∑
i,j
‖XiW − XjW‖2

2Sij + β‖S− A‖2
F + α‖W‖2 +

1
L

L

∑
i=1

loss(y1, Pr) +
1
U

L+U

∑
i=L+1

loss(ŷ, Pr) (58)

3. Tix S,F. optimize W.

Similarly, for the rest of the optimization with the private model and data, see the
earlier optimization step.

In our framework, the steps of interpretable fusion were as follows: first, in one of
our partitions, the location data of one category were extracted, and GCN was utilized to
feature extract the above data and generate the feature vectors of location information and
time. We ended up with a location information matrix, a relationship matrix, and a model
matrix, and we repeated this step in different partitions to obtain multiple sub-models of
the same category. The structure of the model was mainly fed inside the matrix structure as
the structure of the matrix can better measure the similarity of the model. As this matrix
is of practical significance, we measured the difference between the matrices of the same
type by comparing the parameter information; that is, we used the Minhash method [30].
In the fusion step, we finally carried out a correlation relationship analysis between the
parameter information and the accuracy of the output, and we removed non-valid data
edges from the model and, at the same time, adjusted the weights of the key parameters
or added some weights, so as to avoid ineffective correlation analysis, and, at the same
time, improve the model’s analysis ability, as a way to further improve the efficiency and
accuracy of the sued prediction. In fact, by considering how to integrate the meaningful
parameters and structural differences within the model, the accuracy of the final model
and its assigned weights could be more precise and robust.

4. Experiment on the NGSIM Dataset

This study was coded based on the Python package; the trajectory prediction approach
is an improvement on GRIP, which is a very universal approach, and we made improve-
ments to demonstrate the advantages of this approach in distributed and missing data.

The proposed method was evaluated using the NGSIM dataset (https://github.com/
nachiket92/conv-social-pooling, accessed on 5 March 2020); the NGSIM dataset was col-
lected by the researchers through a project called “Next Generation Simulation”. This
dataset covered the intersections of structured roads, high-speed upper and lower gates,
and other hotspot areas of vehicle-road collaborative research. The researchers on the
project post-processed raw video information to generate trajectory data for each vehicle in
the traffic flow. The datasets were collected in different areas of the United States, namely
US Route 101 to the south of California, the Lankershim Boulevard map in Los Angeles,
California, I-80 in the east of Emeryville, California, and Peachtree Street in Atlanta, Georgia.
The following two areas were introduced, and these two areas are also frequently studied
scenarios for vehicle–road coordination.

On the NGSIM dataset, this paper conducted three sets of experiments. The first set
of experiments verified the performance of missing data. The second and third sets of
experiments verified the impact of attribute filling and data interaction on the prediction
accuracy and label accuracy, respectively, and compared it to other algorithms in the
last part.

In this paper, two metrics were adopted to measure the performance of the compared
algorithms. One was the model’s best accuracy within 50 epochs, and the other was the
RMSE of the predicted value after 50 epochs of training. Note that the same number of
computation rounds meant the same communication cost, and all experiments were run

https://github.com/nachiket92/conv-social-pooling
https://github.com/nachiket92/conv-social-pooling
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independently. In each sub-platform, this paper first trained on the presence of 90% missing
datasets, as shown in Table 1, except for the main categories of the sub-platform; the other
forms of training produced extremely high loss values that deviated from real data.

Table 1. Set the loss under 90% missing data.

Traffic Types 1 2 3 4 5 6 7

Car 24.525 23.283 35.172 83.926 32.505 20.346 219.758
Human 0.184 1.45 40.799 2.858 2.478 0.438 48.208

Bike 1.724 54.245 27.948 64.191 18.209 124.879 291.197
total 5.391 17.432 36.847 32.565 11.944 31.797 135.975
test 20.931 32.202 33.667 57.806 64.350 47.454 256.41

On this basis, this paper filled in severely missing data through data prediction and
insertion and brought it into training again. As shown in Table 2, data filling largely
compensates for the adverse effects of missing data. As shown in the verification results
of the missing dataset in Table 1, the model on missing data had a poor effect. It can be
seen that for the main categories of the second-level middle platform, its accuracy has the
best generalization performance, but its performance dropped sharply in other categories,
which seriously deviated from real data. However, data filling provided a more stable
performance. As shown in Table 2, this paper clearly shows that after data filling, the
adverse effects of missing data were largely repaired.

Table 2. Through data prediction and imputation, severely missing data were filled in and brought
in for training again.

Traffic Types 1 2 3 4 5 6 7

Car 1.127 4.467 6.792 8.211 9.692 14.421 44.71
Human 0.216 1.092 1.551 1.887 2.876 3.105 10.726

Bike 1.06 5.055 6.309 6.882 7.367 12.621 39.293
total 0.584 2.639 3.646 4.25 5.227 7.462 23.807
test 0.924 3.679 5.373 7.129 8.07 10.94 36.115

However, in this scenario, one subsidiary has different types of data, and it can be seen
from these results that the data of a certain subsidiary have different prediction accuracies
for different objects. It is clear the prediction accuracy was much worse.

Based on this, this paper used the generalized Graph-Mask method to obtain other
categories of data, respectively. After this step, the results of which are shown in Table 3,
it can be seen from the results that for the data mainly owned by subsidiaries, the effect
of graph information interaction could still be improved by 18.59%–24.32%, and for the
originally relatively few categories, the improved efficiency reached 69.03%~79.68%. The
improvement rate of the final overall model was 56.82%. Finally, the change in label
prediction accuracy of the total model with training rounds is shown in Figure 3a.

Table 3. The accuracy of prediction after graph information interaction between subsidiary models.

Traffic Types 1 2 3 4 5 6 7

Car 0.409 0.742 1.108 1.494 1.856 2.26 7.869
Human 0.144 0.283 0.441 0.62 0.805 1.008 3.302

Bike 0.422 0.856 1.255 1.697 2.069 2.52 8.82
total 0.258 0.501 0.754 1.032 1.293 1.591 5.429
test 0.256 0.485 0.731 1.007 1.273 1.57 5.322
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To better compare and contrast the results of the proposed model with some state-
of-the-art methods (1. GAIL-GRU [31], 2. (CS-LSTM(M)) [32], 3. CS-LSTM [32], 4. Mean
or more single imputation (MMSI), 5. Decision Tree single imputation (DTSI)), model
performances of different methods for trajectory prediction are given in Table 4. It can be
seen from Table 4 that the proposed model did not only observe all the target nodes but also
surpassed the missing dataset, while all other methods were unable to process the missing
data. In this study, we calculated accuracy for the same objects as the other schemes and
reported the results of the model in the last column of the table. Comparing the existing
state-of-the-art results, this model improved predictions by around 50%, greatly proving
the efficiency of the proposed method.

Table 4. Model performances of different methods for trajectory prediction.

Methods V-LSTM C-VGMM+VIM GAIL-GRU MMSI DTSI S-PLUS Proposed Method

Accuracy (%) 46.3 47.2 47.5 67.8 60.0 68.6 96.3

This study then explored the impact of different epochs on classification performance
and reported the test set accuracy when the validation set accuracy was maximized. Each
experiment was repeated 10 times, with the average of 10 experiments was reported.
Figure 3b plots the results of the classification accuracy of different method models as
a function of the number of iterations. It can be observed from Figure 3 that, overall,
when the number of iterations increased, the classification performance of the model first
improved, and then the classification accuracy stopped increasing. When the number of
iterations was one, the best classification accuracy was proposed, and then, as the number
of iterations increased, the classification accuracy of the model stopped increasing and
fluctuating because a large number of iterations included more noise nodes, which affected
the classification accuracy.

In addition, it should be noted that the classification accuracy of the model on the
dataset did not increase with an increase in the number of GCN layers, but when the
number of GCN layers was equal to two, the best classification accuracy was obtained.
When the number of model layers was equal to one, the classification accuracy of the model
was the worst. When the number of GCN layers was equal to three, the classification
accuracy was greater than that when the number of GCN layers was equal to four. The
main reason for this phenomenon is over-smoothing.

To further compare the efficiency of the proposed method, this paper compared three
state-of-the-art methods with different proportions of missing data, as shown in Table 5. It
can be seen from Table 5 that the model performance of the proposed method was the best
for different missing data proportions, and as the proportion of missing data increased, the
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prediction accuracy of the comparison methods gradually decreased, but the prediction
accuracy of the method proposed in this article did not significantly decrease and always
maintained good prediction accuracy.

Table 5. Compared model performances of the proposed method and three methods (MMSI, DTSI
and S-PLUS) with different proportions of missing data.

Missing Data
Proportion MMSI DTSI S-PLUS Proposed

Method

0 0.994 0.994 0.994 0.994
5 0.989 0.992 0.991 0.991
10 0.966 0.971 0.977 0.986
20 0.855 0.866 0.861 0.973
30 0.840 0.854 0.844 0.972
40 0.724 0.748 0.739 0.970
50 0.713 0.741 0.733 0.965
70 0.701 0.715 0.708 0.966
90 0.678 0.600 0.686 0.963

5. Conclusions

In this work, we propose a framework that combines two strategies to accomplish
data annotation in the presence of missing data while explaining the importance of edges
for a deep RNN model and finally increasing the weights of nodes through an attention
mechanism to achieve data fusion. In the experiments, we found that one of the tricky
things is to deal with missing data for existing, more advanced methods such as CS-
LSTM [1]; the proposed method significantly improved the prediction performance, and
for other methods such as C-VGMM+VIM [2], GAIL-GRU [3], etc., the prediction of the
method significantly improved the prediction by 50% due to the fact that other methods do
not have a way to handle missing data. In comparison with methods that have the ability
to handle missing data, the advantage is the addition of the graph neural network fusion
between models; therefore, the accuracy is much higher. At the same time, we found that
the model was more accurate when trained on a model with a two-layer GCN network,
while the accuracy of the three-layer was higher than the four-layer due to the gradual
loss of information caused by over-smoothing. Compared to and in the future, we plan to
further improve the handling of lost data with the proposed method. This is because, in real
data, each node may have severe missing data instead of for each node, causing seriously
distributed deformation and feature changes. Finally, it is of great interest to apply this
tool to real applications with more complex data that need to be interpreted between the
training data and the hidden layer or between the hidden layer and the prediction.
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