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Abstract: Complementarity and substitutability between products are essential concepts in retail and
marketing. To achieve this, existing approaches take advantage of knowledge graphs to learn more
evidence for inference. However, they often omit the knowledge that lies in the unstructured data. In
this research, we concentrate on inferring complementary and substitutable products in e-commerce
from mass structured and unstructured data. An improved knowledge-graph-based reasoning model
has been proposed which cannot only derive related products but also provide interpretable paths to
explain the relationship. The methodology employed in our study unfolds through several stages.
First, a knowledge graph refining entities and relationships from data was constructed. Second, we
developed a two-stage knowledge representation learning method to better represent the structured
and unstructured knowledge based on TransE and SBERT. Then, the relationship inferring problem
was converted into a path reasoning problem under the Markov decision process environment
by learning a dynamic policy network. We also applied a soft pruning strategy and a modified
reward function to improve the effectiveness of the policy network training. We demonstrate the
effectiveness of the proposed method on standard Amazon datasets, and it gives about 5–15% relative
improvement over the state-of-the-art models in terms of NDCG@10, Recall@10, Precision @10, and
HR@10.

Keywords: product relationship reference; knowledge graph; knowledge representation learning;
Markov decision progress

MSC: 68T30

1. Introduction

Understanding the complementary and substitutable relationships between products
can determine numerous core applications in decision-making processes for retailers. [1].
For example, retailers determine which product to offer in each category [2]. Brick-and-
mortar retailers seek to identify the best way to arrange the product layout in aisles and
stocking shelves [3], and e-tailers also strive to recommend a list of products or promote
more attractive product bundles for consumers [4]. These decisions have a significant
influence on customers’ choices, sales of products, and finally, profits [5].

Previous studies have formulated the relationship inference problem as an unsuper-
vised or supervised learning problem. Unsupervised methods primarily involve models
based on consumer behavioral data and implementing multi-task learning mechanisms for
training, such as BB2Vec [3]. On the other hand, supervised learning methods can utilize
deep learning and other techniques to predict complex relationships, as exemplified by
the word embedding-based RSC framework [6], the graph neural network-based DecGCN
model [4], and the graph embedding Cleora algorithm [7]. Although these methods can
identify related products, they often lack interpretability and do not explain the reasons for
their interconnections.
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Recently, more and more attention has been given to model interpretability since it
provides more evidence and reliability for the results. A knowledge graph is a semantic net-
work, which can establish comprehensive semantic relationships and make inference results
interpretable. However, when inferring product relationships, the following shortcomings
still exist: (1) When the quantity of commodities increases, the inference of relationships
between them becomes increasingly intricate. (2) The rapid development of e-commerce
platforms have brought about diverse sets of structured and unstructured data, includ-
ing commodity descriptions, consumer purchases, online reviews, as well as co-purchase
and co-browsing data. Gaining information from these heterogeneous data amplifies the
complexity of relationship analysis. (3) Revealing the original relationships is even more
important for the analysis of product relationships.

To address these challenges, we present an improved knowledge-graph-based reason-
ing model for product relationship inferring. First, a knowledge graph was constructed
using multi-source data. Then, we propose a knowledge representation learning model
that integrates structured and unstructured knowledge. Finally, the task of inferring rela-
tionships is transformed into a Markov Decision Process (MDP) environment, where an
agent searches for paths consisting of products potentially related to a given product.

The main contributions of our research can be summarized as follows:
(1) A knowledge representation learning method that integrates structured triplet

knowledge and unstructured entity description knowledge has been proposed through
a two-stage training process using TransE and SBERT. It provides an efficient way for
multi-structured knowledge fusion and can extract more comprehensive evidence for better
relationship inferring.

(2) A dynamic policy network is trained for path searching using a proper pruning
strategy and a modified reward function that incorporates the cosine similarity between
the inference path and query relationship. It guarantees a more precise and valid reasoning
direction for the agent to find the accurate relationship paths.

(3) An extensive experimental evaluation of real-world datasets shows that our model
can successfully address substitutable and complementary relationship inference with
interpretable path reasoning, surpassing state-of-the-art approaches.

The rest of our paper is organized as follows. Section 2 presents a literature review. In
Section 3, we introduce methods for analyzing complementary and substitutable relation-
ships based on the knowledge graph. Experimental results and analysis are conducted in
Section 4, and Section 5 concludes the research.

2. Literature Review

In the following section, we will present an overview of three streams in the literature
that are relevant to our study: relationship inference, knowledge reasoning based on
knowledge graphs and e-commerce recommendation systems.

2.1. Product Relationship Inference

Previous studies formulate the task of relationship inference as a link prediction
problem on a graph, where products can be regarded as nodes and links represent rela-
tionships. Then the relationship inference involves estimating whether there is a potential
link between two nodes. There are numerous approaches to tackle the problem such as
the similarity-based approach [8], probabilistic approach [9], and, within these, machine
learning techniques are the most advanced for solving the problem [10]. It works on various
learning techniques which help in gaining superior performance by using the efficient
dataset. Generally, two groupings of methods can be made, namely unsupervised and
supervised learning.

A. Unsupervised learning
Unsupervised learning means that no training data is provided, and the method has

to learn by itself by finding patterns among the input data. In most unsupervised methods,
commodity relationship models are built based on consumer behavior data, followed by
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the construction of multi-task learning mechanisms and ranking training. The first method
applied to basket analysis to explore product relationships is the association rules [11,12].
However, association rules are sensitive to the choice of parameters and often result in
a large number of unrelated connections. On the other hand, association rules are not
suitable for large datasets with complex relationships. A new bipartite network has been
proposed to automatically identify complements and substitutes from sales transaction
data. They quantify the degree of complementarity and substitutability using weighted
cosine similarity between vectors to find groups of similar products for different types of
relationships [2].

With recent developments in feature representation supported by machine learning
techniques, the capabilities of statistical models based on unsupervised learning are ex-
pected to be improved. For example, the Node2Vec [13] model can learn continuous feature
representations for network nodes. The Struct2Vec [14] model uses a weighted multi-layer
network to build context while evaluating the node pair’s structural similarity based on
the node’s degree order. The GraphGAN (Graph Representation Learning with Generative
Adversarial Nets) [15] model intends each node in a graph to be embedded by GraphGAN
into a small dimensional vector space. And the BB2Vec [3] (Baskets and Browsing to
Vector), a combination of several prod2vec [16] models, learns vector representations of
products by jointly analyzing baskets and browsing data to make complementary product
recommendations.

Generally, the unsupervised learning method utilizes unlabeled data, which can
be used for more flexible and challenging problems. These methods require complicated
computations. The results of the unsupervised learning method may be less precise because
the input data is not labeled, and the algorithms do not know the exact result beforehand.

B. Supervised learning
Supervised learning methods, leveraging techniques including deep learning, can

effectively model highly complex relationships and become one of the preferred solutions
for inferring relationships in recent years. One of the most commonly used supervised
learning-based link prediction methods is the support vector machine (SVM) algorithm [17],
which uses a set of pre-classified data to create a classification model that classifies links
into positive and negative links, thus inferring the relationships.

With the widespread adoption of textual information processing technology, the
LDA [18] model can infer relationship by constructing product representations from textual
information. However, it neglects relationship information. The PMSC model adopts
relation constraints to distinguish relationships [19], and LVAE links two variational auto-
encoders to learn latent features from product reviews [20]. SPEM considers both textual
information and relational constraints [21].

With the development of embedding algorithms, Zhao et al. [1] proposed an RSC
framework, which can simultaneously address user ratings, substitutable networks and
complementary networks. Recently, researchers have explored graph neural networks,
such as the decoupled graph convolutional network (DecGCN) model [6] and the graph
embedding Cleora algorithm [4], to learn product representations in different relationship
spaces. Although these methods are highly applicable, they can only identify associated
commodities without providing explanations for their mutual relationships.

2.2. Knowledge Graph Reasoning

In recent years, with the rapid development of big data, which contains a significant
amount of valuable knowledge, the knowledge graph has emerged as an intuitive, concise,
and flexible form of knowledge expression since it is a special heterogeneous network
containing rich semantic and structural information. Knowledge reasoning aims to extract
unknown and implicit knowledge from known information. Knowledge reasoning based
on knowledge graphs is more diversified and has been explored in many research areas
such as recommendation [22], question answering [23], and medicine treatment [24].
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Generally speaking, knowledge graph reasoning can be classified into four main
categories: logic-rule-based reasoning, representation-learning-based reasoning, neural-
network-based reasoning, reinforcement-based reasoning, and hybrids.

A. Logic-Rule-Based Reasoning
Logic-rule-based reasoning methods refer to reasoning new relations based on rules of

first-order predicate logic or description logic. For example, in the inductive logic program-
ming model, entity relations in the knowledge graph are regarded as facts described by
binary predicates, and the first-order logic rules are learned from the knowledge graph [25].
Wang et al. [26] proposed a first-order probabilistic language model for personalized web
page ratings on a knowledge graph. Jang et al. [27] proposed a rule-based reasoning model
for triplet quality assessment based on the hypothesis that more frequent patterns are more
reliable. CAFE [28] uses path reasoning to deduce fine-grained models in neural symbolic
reasoning methods from user behavior sketches.

The rule-based reasoning method is similar to human reasoning and possesses good
deductive ability. However, the efficiency of logical reasoning on large-scale knowledge
graphs is limited.

B. Representation-Learning-Based Reasoning
The representation-learning-based reasoning method is to define a mapping function

that maps a symbolic representation to a vector space for knowledge representation. It
starts with the feature representation of entities and relationships in the knowledge graph,
and the data structure is then converted into vectors for knowledge reasoning [29]. One of
the representative methods is the TransE (translating embedding) algorithm [30], which
constructs a canonical model to interpret relationships as translation operations on the
low-dimensional embeddings of the entities. However, it cannot handle the one-to-many
relationships properly, which decreases its robustness and flexibility. Many scholars have
made improvements. For example, the TransAt model [31] adopts the attention mechanism
to enhance focus on relation-specific attributes. The TransA model [32] uses Mahalanobis
distance to increase flexibility. The CTransR [33] clusters different entities of the same
relation to learn a separate relation vector representation for each entity.

Generally, the representation-learning-based method is direct and quick, reducing the
dimensionality of disaster and capturing the implicit relationships between entities and
relations. However, it lacks explicit reasoning processes, limiting their persuasiveness in
their results.

C. Neural-Network-Based Reasoning
Neural network-based reasoning methods exhibit strong expressive capabilities in

relation to link, prediction and other tasks. They leverage feature learning and nonlinear
transformations to convert the original feature representations into another feature space
Generally speaking, knowledge reasoning methods based on neural networks mainly
include convolutional neural networks (CNN), recurrent neural networks (RNN), graph
neural networks (GNN), and graph convolutional network (GCN).

CNN-based reasoning is capable of using convolution operations to extract local
features from a single triple for predicting missing relationships. It is one of the earliest
neural network approaches applied for knowledge reasoning. For example, Zhao et al.
proposed a novel representation learning method that can extract feature information from
text data by using CNN [34]. The MCKRL model [35] employs graph attention mechanisms
and convolutional neural networks to construct an encoder-decoder model based on
TransE, enabling knowledge representation learning from multi-source information. CNN
can enhance the representation of the entity relationship structure vector in the existing
knowledge graph and obtain rich semantic information.

Many studies focus on using RNN to analyze the knowledge paths, which can effec-
tively analyze entity text descriptions. As a typical method, the learning knowledge graph
embedding with entity descriptions (KGDL) utilizes long short-term memory networks
to encode related text descriptions, and then uses triplets to encode entity descriptions,
realizing the prediction of missing knowledge [36]. An RNN is designed to repeatedly
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interact with an attention module to derive logical inferences from the representations of
multiple paths to capture the semantic correlations [37].

GNN has been widely explored for knowledge reasoning since it enlarges the learning
scope from a single triplet in CNN or knowledge path in RNN to knowledge subgraphs in
GNN [38]. For example, Wang et al. introduced attention to utilize the context information
by using GNN (Graph Neural Networks) [39]. HRRL [40] performs path-based inference
using GNN to encode neighborhood information. Some scholars have tried to apply graph
auto-encoders (GAE) and spatiotemporal graph neural networks (STGNN) to knowledge
reasoning tasks. The GAE uses a multi-layer perceptron as an encoder to obtain a low-
dimensional representation of a node for knowledge reasoning [41]. It is an unsupervised
learning framework that is widely applicable, but its overall performance needs to be
improved. The STGNN can consider both spatial and temporal dependence and can handle
highly nonlinear and complex problems [42]. Meanwhile, the complexity of the model is
high, and its application in time series needs improvements.

The recent graph convolutional network (GCN) provides another way of learning
graph node embedding by successfully utilizing the graph connectivity structure. The basic
idea of GCN is to reduce the higher-dimensional information of the nodes in the graph data
to a lower-dimensional vector representation. It is a form of “transductive learning”, which
means that all information of the graph data is required for training, and the model cannot
quickly obtain the representations of new nodes. To overcome this limitation, researchers
have made modifications. For example, a novel end-to-end Structure Aware Convolutional
Network (SACN) [43] combines the benefit of GCN and ConvE. It has learnable weights
that adapt the amount of information from neighbors used in local aggregation, leading to
more accurate graph nodes embeddings.

D. Reinforcement-learning-based reasoning
Reinforcement learning methods mainly involve reasoning based on relation path

exploration and utilize agents’ traversal for state transitions based on reward policy [4].
Xiong et al. first introduced reinforcement learning methods [44] and proposed the Deep-
Path model. Subsequently, Xian et al. [45] presented a policy-guided path reasoning (PGPR)
method, which provides real paths in the knowledge graph. Based on this, Yang et al. [5]
proposed a knowledge-aware path reasoning (KAPR) method, establishing a multi-feature
inference component (MFI) as the reward function for reinforcement learning in prod-
uct relationship inference. Generally, reinforcement learning-based knowledge reasoning
methods offer interpretability but entail higher training costs when the action space is large.

2.3. E-Commerce Recommendation

The last stream of related literature is the recommendation methods for e-commerce.
we will present an overview of the most relevant method to this research, namely recom-
mendation based on deep learning. Leveraging deep learning techniques within the context
of rating matrices has the potential to significantly enhance recommendation performance.
Deep learning models can extract intricate features from data automatically. When applied
to personalized product bundle recommender systems, they can utilize the abundance of
features within the system and uncover complex relationships among these features.

Some researchers have attempted to enhance the recommendation effectiveness from
the perspective of encoders. The AutoRec model [46] relies on autoencoders to reconstruct
co-occurrence matrices, thereby obtaining customized encodings of users and items for
rating prediction. Bai et al. have [47] introduced a novel bundle generation network (BGN)
that alleviates the limitations of traditional softmax representations.

Additionally, some scholars have incorporated Convolutional Neural Networks (CNNs)
into recommender systems, leveraging features such as product images and descriptive
text. For instance, Kim et al. [48] proposed a context-aware CNN recommendation model,
enhancing the accuracy of rating predictions. In addressing the issue of missing item data
in the rating matrix, Defferard et al. [49], Bronstein et al. [50], and Hamilton et al. [51]
have made notable progress in the application of Graph Convolutional Networks (GCNs).
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Building upon the BPR model introduced by Steffen Rendle and colleagues [52], Apurva
Pathak and others [53] have ventured into creating personalized new bundles for users
through a Product Bundle Personalization Rank (BPR) model.

Attention-based recommendation models have witnessed significant advancements
recently. Han et al. [54] introduced an Adaptive Deep Latent Factor Model (ADLFM) that
takes into account individual diversity. Chen et al. [55] proposed an attention-driven factor
model that tailors recommendations based on a user’s varying levels of attention towards
different aspects of products. This approach can generate attention distributions specific
to individual users, resulting in notably high prediction accuracy. Furthermore, Hada
et al. [56] suggested the use of the Plug-and-Play Language Model to generate individual
recommendations through a jointly trained cross-attention network.

2.4. Summary

In summary, existing studies on how to derive relationships in an interpretable way
have become increasingly significant. Some researchers have explored the application
of knowledge graph techniques in relationship inference problems to enhance the inter-
pretability of models. To enhance the efficiency of knowledge-graph-based model, we
conduct in-depth research on the following issues.

(1) Data heterogeneity. There are great differences in data structures, including un-
structured textual data such as product description, and structured data such as product
attributes and behavioral data generated by users. The question concerning how to inte-
grate these data and extract adequate evidence is the main focus of this research.

(2) Effectiveness of reasoning. The question concerning how to modify the reasoning
process based on valuable knowledge and integrate domain knowledge for more effective
relationship inference will be further investigated in this paper.

3. Methodology

In this section, we first formalize our relationship inference problem. Then we present
our approach based on reinforcement learning over knowledge graphs to solve the problem.

3.1. Problem Formulations and Principles of the Methods

The knowledge graph is defined as G ={e, r, e′|e, e′∈E, r∈R}, where E is the entity
set and R is the relationship set. The tuple (e, r, e′) reflects the fact that head entity e and
tail entity e′ have the relationship r.

According to [45], we give a relaxed definition of k-hop paths over graph G and the
formalized problem as follows.

Definition 1 (k-hop path). A k-hop path from entity e0to entityek is defined as a sequence of
k+1 entities connected by k relations, denoted by pk(e0 , ek) =

(
e0

r1→ e1 · · · ek−1
rk→ ek

)
, where

ek−1
rk→ ek means (ei−1, ri, ei)∈ G, i ∈ [k].

The problem of inferring complementary and substitutable products based on a
knowledge graph (IPKG) can be formalized as below.

Definition 2 (IPKG Problem). Given a knowledge graph G item, v0 ∈ V and integers K and
N, the goal is to find a set of products {vn} n∈[N] ⊆ V such that each pair (v0, vn) is associated
with one explanatory path pk (v0, vn) (2 ≤ k ≤ K), and N is the number of complementary and
substitute products.

As an example illustrated in Figure 1, given a knowledge graph with entities and
relationships, the algorithm is expected to find potential complementary and substitutable
products, e.g., (Earphone, Laptop) and (Keyboard A, Keyboard B), along with their reason-
ing paths in the graph, e.g., {Keyboard A→ Category A→ Keyboard B} and {Laptop→
Mouse→ Brand A→ Earphone}.
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Figure 1. Illustration of the relationship inferring based on knowledge graph.

Generally, the proposed knowledge-graph-based relationship reference method (KGRR)
can be divided into three stages as illustrated in Figure 2. Firstly, we construct a knowledge
graph based on a triplet structure. Next, a two-stage knowledge representation learning
model is introduced that combines TransE and SBERT to learn knowledge representation
from the structured and unstructured data. Finally, a Markov decision process-based
approach is used to convert the task of relationship inferring into a path inference problem
on the knowledge graph.

Figure 2. Principles of product relationship inferring methods based on the knowledge graph.

3.2. Construction of the Knowledge Graph

The primary purpose of constructing a knowledge graph is to organize the information
of products, users as well as relationships among them. Hence, the basic elements of the
knowledge graph are entities and relationships. The entity is defined as the independent
objectives such as products, brands, product categories, users, and the meta-word for
product descriptions and reviews as shown in Table 1. The relationship represents the
interaction or connection between entities as shown in Table 2. For example, “also_viewed”
and “also_bought” keep information about products that have been viewed or purchased
together. The relationship of “described_by” indicates which words are included in the
product’s description.
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Table 1. List of entities.

Entity Defined Variables Descriptions

Product v Product in the datasets
User u Users in the datasets
Word w Words in comments
Brand b Brand of products

Category c Category of products

Table 2. List of relationships.

Relationship Description Head Entity Tail Entity Defined Triplet

Also_viewed Products that also be
viewed together Product Product (v1, also_viewed, v2)

Also_bought Products that also be
bought together Product Product (v1, also_bought, v2)

Purchase Products purchased
by users User Product (v, purchase, u)

Described_by

words extracted
from the reviews
that describe the

product

Product Word (v, described_by, w)

Produced_by Brand that the
product is made of Product Brand (v, produced_by, b)

Belong_to Category that the
product belongs to Product Category (v, belong, c)

In this research, the entity set E includes sets of items V, users U, words W, brands B,
and categories C. The relationship set R consists of six types of relationships and is formu-
lated as six types of triplets as shown in Table 2. Following the definitions from previous
relevant research [5,28], we categorize two products with an “also_bought” relationship as
complementary products and products with an “also_viewed” relationship as substitute
products.

Figure 3 provides a specific example of the knowledge graph. There are three types of
entities, namely word, user and product, which are marked as dots with different colors.
The arrows represent the relationship between entities exacted from triplet information. For
example, the triplet information, “Keyboard A, also_bought, mouse B”, is represented by
an arrow from Keyboard A to mouse B as shown in the knowledge graph. After extracting
the entities and relationships from the dataset, the knowledge graph will be constructed.

Figure 3. An example of knowledge graph construction.
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3.3. Knowledge Representation Learning
3.3.1. The Framework

Knowledge representation learning on the knowledge graph is to represent entities
and relations in a knowledge base as low-dimensional real-valued vectors. Most knowl-
edge representation learning methods have focused on triplet structured information [29].
However, the corresponding unstructured entity descriptions can also provide precise and
reliable supplementary information for reasoning. For example, when two products have
similar descriptions, they probably have complementary relationships. Consequently, we
integrate triplet structure information and entity description information for knowledge
representation.

Meanwhile, the two types of knowledge sources are heterogeneous. The factual
triplets are structured while the entity descriptions are unstructured textual features. In
order to handle the heterogeneous knowledge representation problem, we proposed a
two-stage learning method based on TransE and SBERT. As shown in Figure 4, the first
stage, the learning model based on TransE for triplets and that based on SBERT for entity
descriptions are conducted in parallel. In the second stage, the vectors learned by the
two parts are concatenated together and trained by TransE again to generate the final
knowledge representations.

Figure 4. Overall structure of the two-stage knowledge representation learning.

TransE [30] is a way to model relationships on the knowledge graph which shows
advantages for the problem with multiple relational data. Moreover, experiments show
that TransE is significantly superior to most advanced methods in linking prediction on two
knowledge bases. SBERT [57] uses independent submodules to extract high-dimensional
information from the text feature vectors. SBERT processes large amounts of similar text
very quickly. Consequently, we choose to merge the two models for the heterogeneous
knowledge representation problem.

3.3.2. Definitions and Formulations

The TransE models relationships as “translations”. Its principle is illustrated in
Figure 5, where the relationship r is treated as a translation from the head entity h to
the tail entity t, which means h + r = t. The word embeddings trained by the TransE model
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can generalize some semantic information contained in the knowledge graph and have
spatial translatability. The energy function of TransE is defined as:

f (h, r, t) = ‖ h + r − t‖2 (1)

where ‖·‖ represents the norm of the difference vector.

Figure 5. Schematic diagram of the TransE principle.

The knowledge representation based on entity descriptions is learned using the SBERT
model. The structure of the SBERT model is illustrated in Figure 6. Initially, sentences
of entity descriptions are input into a pre-trained BERT network and pooled. Siamese
networks and the triplet structure are employed to obtain the representation vectors for
each sentence. Subsequently, the sentence vectors sA and sB, along with their difference
vectors, are concatenated to form a new vector. This concatenated vector is then multiplied
by the weight parameter Wt∈R3n∗k, where k represents the number of classification labels
and n denotes the vector dimension. Finally, the optimization is performed using the
cross-entropy loss function as shown in Equation (2).

o = softmax(Wt(sA, sB, |sA − sB|)) (2)

Figure 6. SBERT model structure diagram.

In the two-stage model, the proposed knowledge representation model projects two
types of knowledge representations into a unified low-dimensional vector space. In this
framework, the overall energy function [58] is defined as follows:

e = es ⊕ ed (3)

where, es and ed represent knowledge representation based on triplet structure and entity
description learned by TransE and BERT respectively, and ⊕ denotes the concatenation
operator.
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The set of existing factual triplets is represented as S ={(h, r, t)|h∈E, r∈R}. The pa-
rameters of the knowledge representation learning model are denoted as θ = {E, R, X},
where E and R are the knowledge representation sets of entities and relationships based
on triplet structure, and X represents the knowledge representation set based on entity
descriptions.

The distance hypothesis proposed in TransE is extended to combinate with SBERT. The
training of the knowledge representation model, which integrates entity descriptions and
triplet structure information, is achieved by minimizing the interval-based loss function.
The formula is shown in Equation (4).

L = ∑
(h,r,t)∈S

∑
(h′ ,r′ ,t′)∈S′

max
(
γ+d(h + r, t)−d

(
h′ + r′, t′

)
, 0
)

(4)

where γ is a hyperparameter used to measure the boundary between correct and in-
correct triplets. S represents the set of positive example triplets composed of factual
triplets (h, r, t), and S′ represents the set of negative example triplets formed by erroneous
triplets (h′, r′, t′). Erroneous triplets are generated by randomly replacing the head entity,
tail entity, or relationship in the set of positive example triplets, as shown in Equation (5).

S′ = {(h′, r, t)|h′∈E, (h′, r, t)notinS}∪
{(h, r, t′)|t′∈E, (h, r, t′)notinS}∪
{(h, r′, t)|r′∈R, (h, r′, t)notinS}

(5)

3.3.3. The Algorithm

The improved knowledge representation learning model consists of four steps as
follows.

Step 1: The knowledge representation E and R are derived from the triplet structure
information of entities and relations.

Step 2: Entity descriptions are used as input to the SBERT model to obtain the knowl-
edge representation X for entity descriptions.

Step 3: E, R and X are combined using Equation (3) to form the initial knowledge
representations in the retraining model.

Step 4: By using stochastic gradient descent to update the model parameters and
minimize the value of the loss function, the model is optimized.

The training process of the knowledge representation learning model that incorporates
entity descriptions is outlined by the pseudocode as shown in Algorithm 1.

(1) The embeddings of entities and relationships are initialized.
(2) The triplet-based entity and relational embeddings, hs, r, ts, are then generated

through the TransE model.
(3) Entity embeddings based on entity descriptions are generated by the SBERT model.
(4) After both embeddings are combined and put into the TransE model for training,

the final entity and relationship, h, r, t, are output, indicating the ultimate knowledge
representation of entities and relationships.
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Algorithm 1 Training process of the knowledge representation learning model with entity
description fusion

Input: triple fact set, entity description set. Entity set E, relation set R, and learning rate lr.
initialize
for e ∈ E do e←uniform(− 6.0√

k
, 6.0√

k
) .k is a random number

r ∈ R do r←uniform(− 6.0√
k
, 6.0√

k
)

end for
loop
Sbatch ← sample (S, b) .sample a minibatch of size b
Tbatch ← Ø .initialize the set of pairs of triple facts

for (h, r, t)∈Sbatch do
(h′, r, t′)←sample(S′(h,r,t) .sample a corrupted triplet

Tbatch ← Tbatch ∪
{(

(h, r, t), ( h, r, t)′
)}

end for
.train the structure-based representations hs, r, ts
Update representations w.r.t. L = ∑

(h,r,t)∈S
∑

(h′ ,r′ ,t′)∈S′
max(γ + es(h + r, t)− es(h′ + r′, t′), 0)

.use es = ‖h + r− t‖2

.train the entity description-based representations hd, td
Update representations w.r.t. o = softmax(Wt(sA, sB, |sA − sB|))

end loop
output: All of the representations of h,r,t.

3.4. A Markov Decision Process-Based Reasoning Model
3.4.1. Formulation of the Markov Decision Process

In this paper, the knowledge reasoning method based on reinforcement learning (RL)
is adopted for product relationship reasoning. It is mainly composed of four components,
namely the agent, the environment, the state, and the action and reward. Here, the Markov
Decision Process (MDP) is used to model the environment. Formally, a MDP can be
represented using a tuple (S, A, p, R), where S represents states, A represents actions,
p denotes the probability of state transitions, and R represents rewards. The specific
definitions of each component are as follows:

(1) State. The state, st∈ S, is the agent’s observation of its current environment, which
is the sequence of entities and relationships traversed by the agent after t steps. It can be
represented as st = (v0, r1, e1, · · · , rt−1, et−1, rt, et), where et is the entity reached at step t,
and rt is the relationship connecting et−1 and et. When t = 0, the product v0 is the given
initial entity.

(2) Action. An action at∈At is a binary tuple, (R, E), containing a relationship and
its corresponding entity. For a given state st, the policy network returns the next action
at = (rt+1, et+1). For a given path {e0, · · · , et}, the action space At for the state st at
time t is defined as all edges connecting to the entity et, excluding historical entities and
relationships, i.e., At = {(r, e)|(et, r, e)∈G, enotin{e0, · · · , et}}. Since some nodes on the
knowledge graph have much larger out-degrees, it is fairly inefficient to maintain such a big
size of the action space. Thus, a pruning strategy that effectively keeps the promising edges
based on a scoring function is needed to keep a proper size of the action space. The details
of the pruning strategy as well as the scoring function will be introduced in Section 3.4.2.

(3) Transition. The probability of state transition, P(st, at), is the probability that
the environment enters the next state st+1 after the agent selects an action at based on
the current state st. It is represented by a mapping function, S× A→ S , which can be
described using a policy function πθ(a|s). Given the state st = (v0, r1, e1, · · · , rt, et), action
at = (rt+1, et+1), and fact (et, rt+1, et+1)∈G, the transition equation for the state at t + 1 is:

st+1 = (v0, r1, e1, · · · , et, rt+1, et+1) (6)
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(4) Reward. In the training process of the agent, the target entity is unknown. Therefore,
a reward must be defined, which is only computed when the path searched by the agent
ends with a product, otherwise, it is 0. The reward function will be described in detail in
the next section.

An MDP refers to a stochastic control process where agents continuously observe dis-
cretely structured systems with Markov properties, resulting in a sequence of decisions [59].
The state transition process is illustrated in Figure 7. Here, agents observe the current
state, select an action from the action set based on a policy, undergo a state transfer upon
action selection, and subsequently make a new decision based on the new state observed.
Through this iterative interaction with the environment, a continuous decision-making
process is formed.

Figure 7. State transition of Markov Decision Process.

3.4.2. The Path Reasoning Based on Knowledge Graph

The problem of product relationship inference has been transformed into a path
reasoning problem on the knowledge graph based on MDP. The pipeline of path reasoning
method based on the knowledge graph is shown in Figure 8. This is achieved by having the
agent traverse the knowledge graph to find products that potentially have complementary
or substitutable relationships with the given item. The agent learns a policy network
through the reward function in its interaction with the knowledge graph, utilizing the
acquired policy network for relationship inference tasks. In the inference stage, the trained
agent samples a series of explicit paths for each product, and all of the commodities on the
path constitute the candidate commodity set. Following ranking based on their respective
scores, the final rankings for complementary and substitutable products are obtained. The
top n-ranked goods for each relationship type are selected as the ultimate inference result
product set.

Figure 8. The pipeline of path reasoning based on the knowledge graph.

(1) The Policy Network
The policy of Markov decision process is the decision basis for the agent to choose

the corresponding action in the current state. The goal of path inference is to learn a
policy network π that maximizes the expected cumulative reward for path reasoning.
A policy network is a neural network trained to approximate a policy function. We
employ a stochastic policy, which introduces some randomness for the agent to explore
more potential paths. Then, the policy function π(a|s) is a probability density function,
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used to control the agent’s movement. The π(a|s) takes a state s as input and outputs
a probability distribution over each action a. When modeling a reinforcement learning
environment based on Markov decision processes, the agent’s goal is to learn a policy
network π(·|(s, Ãu)) to approximate the policy function that maximizes the expected
cumulative discounted reward of the obtained inference paths. The training process of the
policy network and its structure are illustrated in Figure 9.

Figure 9. Illustration of the policy network structure and its training process.

The policy network π
(
·
∣∣(s, Ãu

) )
takes state s and pruned action space embedding Ãu

from knowledge graph environment as inputs and outputs the probability of each action.
Following the model of [5], a neural network with two hidden layers is applied in the
policy network. It maps s and Ãu to a learnable feature space, calculates the correlation
between the state s and each action, and then applies the SoftMax function to normalize the
correlations into a probability distribution. The structures of the dynamic policy network
are defined as Equation (7):

s′ = σ(σ(sWs) W1)
as = Ãv0WA

a′s = σ(σ(asWa) W2)
π
(
·
∣∣(s, Ãu

) )
= softmax(s′ ⊗ a′s)

(7)

Here, ⊗ is the Hadamard product, which is used to mask invalid actions. The parame-
ters of both network models are denoted as θ = {W1, W2, Ws, Wa}. Let M be the size of the
space action and D be the maximum size of the space action.

The vector s∈Rds represents the embedding of the state, which is obtained by concate-
nating of embeddings along the path, (v0, r1, e1, · · · , rt, et), from entity, v0 to entity et with
relations r. Then s’∈Rds′ represent the learned hidden features of the state. σ is a non-linear
activation function, and in this work, we use ReLU (rectified linear unit) which introduce
property of nonlinearity to a deep learning model and is widely used to solve the vanishing
gradients issue.

as∈Rda×M is the representation of pruned action spaces Ãu with a size of D. WA
is an action-to-vector lookup table. Then as is formed by concatenating a set of pruned
actions’ embeddings (a0, . . ., ai, . . . , aM,). Each action ai is represented as the embedding
concatenation of (rt+1, et+1) for a given stage t. Here, vt, et rt are representations of product,
entity and relationships learned in Section 3.3. a′s∈Rda′×M are the embedding and hidden
features of all pruned actions space of Ãu.

The training process of the policy network adopted the classic policy gradient al-
gorithm, namely the reinforcement algorithm [60]. The gradient definition of the policy
network is shown in Equation (8):

f∇θ J(θ) = Eπ

[
∇θlogπθ

(
·
∣∣s, Ãu

)
G
]

(8)

where, G represents the cumulative discounted reward from the initial state to the final
state.
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(2) The Pruning Strategy
In the knowledge graph, the outdegree of nodes follows a long-tail distribution.

Therefore, a pruning strategy is needed to preliminarily filter out low-value actions in order
to reduce the model’s action space and enhance learning efficiency. The pruning strategy
can prune actions in the action space At, and the action space after pruning is represented
as Ãt. The main purpose is to select and retain nodes that contribute to inferring node
relationships and are closely related to v0.

According to the KAPR [5], the pruning process includes two steps. Firstly, a series
of improbable actions has been eliminated based on meta-path patterns, which specifi-
cally describe potential path patterns between products with complementary and sub-
stitutable relationships. For example, two products with the binary-hop pattern, “prod-

uct also_viewed−−−−−−→product also_viewed−−−−−−→product”, may have complementary or substitutable relation-
ships. Then, based on the scoring function f ((r, e)|v0), the real-valued scores of all actions
(r, e) are computed with a given initial product v0. The top D actions are selected to form
the pruned action space, i.e.,:

Ãt = {(r, e)|rank( f ((r, e)|v0)) ≤ α, (r, e)∈At} (9)

where α is a predefined integer, with its upper limit being the size of the action space. For a
given initial product v0, its scoring function, which can measure the correlation between
products, is defined in Equation (10):

f ((r, e)|v0) =


〈v0 + r, e〉+ be, enotinV

max(〈v0 + ralso_viewed, e〉+ be,〈
v0 + ralso_bought, e

〉
+ be

)
, e∈V

(10)

where 〈·, ·〉 represents the dot product operation, e and r are vectors representing entities
and relationships, be is the bias for entity e [45].

(3) The Reward Function
In the policy network training, the reward function is a key factor in guiding the agent

to make effective decisions. Some research provides corresponding rewards by setting a
maximum path length threshold [45,61,62]. However, it usually results in sparse feedback
rewards for the agent in the interaction with the environment, which may cut potentially
relevant paths for relationship learning. Therefore, we introduce a soft reward strategy
providing rewards for each path, which alleviates the sparsity of rewards.

Zhao et al. [61] pointed out that in the process of knowledge inference, meta-paths
correspond to meta-level interpretive strategies that can guide policy generation. Thus, a
series of meta-paths are designed as rule constraints to ensure that the interpretable paths
selected by the agent possess strong persuasiveness. From the semantic perspective, for
each query triplet

(
v0, rq, et

)
, the inference path should consist of a set of relationships

from the source entity v0 to the target entity et. The query relationships rq, namely com-
plementary and substitutable relationships, theoretically represent the direct connections
between the source and target entities. Therefore, reliable inference paths and the semantics
of query relationships should be similar. To increase the reliability of the inference path,
the similarity between the inference path and the query relationship is proposed as reward
feedback to the agent. The higher the similarity, the more reliable the path. The specific
reward function is defined as follows:

Rglobal(t) = Rt+cos〈
t

∑
s=1

rs, rq〉 (11)

Rt =

{
max

(
0, f (v,et)

maxe∈V f (v,e)

)
, et∈V

0, else
(12)
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f (v, e)= f (v0, et) = 〈v0 +
t

∑
s=1

rs,et〉+ bet (13)

where cos〈·,·〉 is cosine similarity, ∑t
s=1 rs represents the sum of all relationships along the

inference path, rq represents query relationships, namely complementary and substitutable
relationships, and the value of Rt is normalized to the range of [0,1].

Specifically, if entity Rt and entity Rt are connected by multi-hop paths, such as v0 and
e2 on the path {v0, r1, e1, r2, e2}, the calculation formula is:

f (v0, e2) = 〈v0 + r1 + r2, e2〉+ be2 (14)

The fundamental principle of knowledge graph representation learning assumes that
h + r ≈ t, thus the knowledge representation of relationships serves as a bridge between
entities. Under the soft reward strategy, the essence of rewards lies in evaluating the
relevance between entity v0 and entity et. Therefore, f (v, e) not only considers entity v0
and entity et, but also takes into account the connecting relationship r between them.

3.4.3. Relationship Reasoning

The final step is to solve our relationship inference over the knowledge graph guided
by the trained policy network. For a given initial product v0, the goal is to find a set
of products {vi} that have complementary and substitutable relationships with v0, and
generate interpretable paths.

Since the policy network will guide the agent to search for the path with the highest
rewards, it may lead to the same repeated path, which loses the diversity for relationship
inference. We employ the Beam Search method [63], which is a heuristic graph search
algorithm guided by the action probability and reward to explore the candidate paths. The
process is described as Algorithm 2.

It takes as input the initial product v0, the policy network π
(
·
∣∣(s, Ã(u))

)
, horizon T,

and the predefined sampling at step t can be represented as K1, · · · , KT . The output is a
candidate set of T-hop paths PT for v0 with corresponding path generative probabilities QT
and path rewards RT . Each path pT(v0, vn)∈PT ends with a product vn associated with v0.

In Algorithm 2, for each step t, the agent initiates its search from the last node of Pt
and obtains a pruned action space through the pruning strategy. Then the Beam search
based on the action probabilities obtained by the policy network is explored. Here, the
agent will select Kt actions with the highest probabilities. The discovered paths are saved
in Pt+1.

After T horizon, a network composed of T-hop paths PT can be obtained. All nodes in
this network are closely related to the product v0, and the connecting paths between them
can serve as interpretable evidence for the relationships between products. Paths with a
length greater than 1 and ending with a product are retained. Finally, we rank and select
the top n interpretable paths from PT according to the path reward in RT . Products are
selected as the final relationship inference results. If there are multiple paths between v0
and vn, the path with the highest probability will be selected to interpret the relationship
between v0 and vn.
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Algorithm 2 Policy network guided path reasoning

Input : u, π

(
·
∣∣∣∣s,
∼
A(u)

)
, T, {K1, . . . , KT}

Output : path set PT, probability setQT, reward setRT
Initialize P0 ← {{v0}}, Q0 ← {1}, R0 ← {0};
for t ← 1 to T do

Initialize Pt ← ∅, Qt ← ∅, Rt ← ∅;
forall p̂∈Pt−1, q̂ ∈ Qt−1, r̂ ∈ Rt−1 do

B path p̂ .
= {v0, r1, . . . , rt−1, et−1};

Set st−1 ← (v0, et−1, ht−1)

Get pruned action space
∼
At−1(u)

from environment given state st−1;

B p(a) .
= π

(
a
∣∣∣∣ st−1,

∼
Au, t− 1

)
and a .

= (rt, et);

Action At ←
{

a
∣∣∣∣ rank (p(a)) ≤ Kt, ∀a ∈

∼
At−1(u)

}
;

forall a ∈ At do
Get st, Rt+1 from environement given action a;
Save new path p̂ ∪ {rt, et} to Pt;
Save new probability p(a)q̂ to Qt;
Save new reward Rt+1 + r̂ to Rt;

end
end

end
Save ∀ p̂ ∈ PTif the p̂ ends with an product;
return filtered PT , QT , RT ;

4. Experiments

To prove the improvements of our model, numerical experiments are conducted on
four datasets. We introduce the dataset statistics, evaluation indicators, and experimental
settings first. Results of the model’s performance, ablation experiments and sensitivity
analysis are demonstrated in the following sections.

4.1. Description and Preprocessing of the Dataset

The electronics data set from the open data set of Amazon is used for experimental
verification [64,65]. They provide both rich meta-information of products and diverse user
review records and have been widely used as domain-specific e-commerce datasets for
research [5,40,45]. It contains data related to products and reviews. The product-related
data consists of product ID, product description, brand name, product category, related
product information, and the size is 1.1 GB. Review data includes user ID, product ID, and
review text, and its size is 3.1 GB.

Specifically, the original data set contains some terms that are not helpful or redundant
to the relational inference task in this paper, such as “overall rating”, and we have deleted
these fields. Then, to ensure the connectivity of the knowledge graph and improve the
computational efficiency, we filtered out uncommon entities with low correlations. When
processing review information, we employ the TF-IDF method to retain key words with
a frequency of occurrence less than 5000 and set the minimum value of the TF-IDF score
to 0.1 [45]. In extracting entity description information, the maximum length is set to
128 words, which corresponds to the maximum text length supported by the SBERT model.

After cleaning, filtering and word exaction, a knowledge grape is formed which con-
tains five types of entities with a total number of 189,023, and 6 types of 750,100 relationships.
Statistical information regarding the entities and relations are presented in Tables 3 and 4.
For “also_viewed” and “also_bought” relationships, 80% of the data are randomly selected as
the training set and the remaining 20% is used as the test set. Furthermore, all other relation
data is employed as the training set. When training the agent to learn policy network, all of
the products in the training set are taken as candidate commodities. However, when testing
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the performance of the model, it is necessary to remove the products that have appeared in
the training set to get the final relation reasoning list.

Table 3. Statistics for the entities.

Entity name Description Number of Entities

Product Product 10,023
User User 157,283
Word Words in review 19,808
Brand Brand 1302

Category Category 607

Table 4. Statistics for the relationship data.

Relation Name Description Average Number of
Relationships per Head Entity

also_viewed Product also_viewed−−−−−−−→ Product 14.474

also_bought Product
also_bought−−−−−−−→ Product 29.682

described_by Product
described_by−−−−−−−→Word 7.165

produced_by Product
produced_by−−−−−−−→ Brand 0.686

belong_to Product
belong_to−−−−−→ Category 4.390

purchase User
purchase−−−−−→ Product 44.441

4.2. Design of the Experiments

This study aims to address the following four questions through numerical experi-
ments:

(1) Does the model proposed in this paper outperform similar algorithms?
(2) Does the improved knowledge representation learning model incorporating entity

descriptions improve relationship inference performance?
(3) Do parameters such as pruning action space size, path sampling size, multi-hop

score patterns, and relationship attributes affect the model’s performance, and if so, how
do they influence it?

(4) Is the model interpretable, and if so, how does it interpret its inference results?

4.2.1. Evaluation Indicators

To answer these questions, we conduct comparative experiments using four widely
used TOP-k metrics, and the value of k is set to 10. The product list is defined as an orderly
list of k products related to a specific product. Most of the research in the area has used
classical metrics such as normalized discounted cumulative gain (NDCG@10), Recall@10,
Precision@10, and Hit-Ratio (HR@10) [5,28,40,45].

NDCG (normalized discounted cumulative gain) is a measure of the effectiveness of a
ranking system, taking into account the position of relevant items in the ranked list. After
the relationship inference, a list of products related to a given product is given, and let k be
the length of the list, NDCG@k can measure the differences between the generated list and
the original list, which measure the effectiveness of the model. Note that the higher the
NDCG is, the better the performance is.

Recall and Precision are metrics that indicate the probability a real complementary or
substitute product has been predicted and the accuracy of the prediction in the relevant
product list. Obviously, a higher value is better.

Hit-Ration (HR) is simply the fraction of products which is included in the test dataset.
It is another widely used matrix to measure the accuracy of the reasoning method.
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4.2.2. Benchmark Algorithms and Experimental Settings

The following algorithms are selected as the benchmark algorithms for effectiveness
experiments. They are typical and latest research of knowledge graph relationship inference
based on neural network (NN), logic-rule (LR), reinforcement learning (RL), or Hybrid.
Detailed characters of the benchmarks are listed in Table 5.

Table 5. Comparisions between the benchmarks.

Models Research Problem Reasoning Method Explainable

DecGCN [6] Relationship inference NN-GCN NO
Cleora [4] Relationship inference NN-GNN NO
PGPR [7] Recommendation RL-Policy Network YES

CAFE [28] Recommendation LR-Neural Symbolic YES
KAPR [5] Relationship inference RL-Policy Network YES

HRRL [40] Relationship inference Hybrid-Policy
Network & GNN YES

Our Relationship inference RL-Policy Network YES

The most similar method is KAPR, which is an explainable knowledge-aware path
reasoning model based on dynamic policy networks. Due to the different emphasis of
the aforementioned algorithms, their dataset requirements vary. Therefore, according to
the requirements of each algorithm, the fine-grained attributes of the dataset are adjusted
respectively so that the models can run normally.

4.2.3. Parameter Settings

We classify the parameters into three types related to representation learning (RL),
policy network (PN) and path reasoning (PR). The settings are illustrated in Table 6. Note
that some parameters are used for two or three progress. For example, the embedding size
of entities are the same in RL and PN.

Table 6. Parameter Settings.

Category Parameters Value

RL Embedding size of word 100
Embedding size of entities 100

Embedding size of relations 100
Learning rate 0.001

PN W1 W1 ∈ R400×512

W2 W2 ∈ R512×256

Ws Ws ∈ R256×250

Wa Wa ∈ R250×1

Learning rate 0.001
Batch size 16

PR Maximum path length T 3
History length of states K 1

Embedding size of the state 400
The maximum action space

after pruning D 250

The path sampling size of
Beam Search [25,5,1]

4.3. Results of Effectiveness Experiments

Comparisons between our model and benchmarks are presented in Table 7. Overall,
our model achieves the best performance in each index, validating the effectiveness of this
model.
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Table 7. Evaluation indicators of each model on the Electronics dataset (@10).

Models

Indicators Relations Substitutable Relationship Complementary Relationship

NDCG Recall Precision HR NDCG Recall Precision HR

DecGCN [6] 0.312 0.523 0.125 0.726 0.178 0.237 0.102 0.578
Cleora [4] 0.310 0.498 0.135 0.765 0.173 0.223 0.096 0.533
PGPR [7] 0.314 0.527 0.129 0.730 0.181 0.248 0.108 0.596

CAFE [28] 0.322 0.531 0.137 0.753 0.189 0.257 0.111 0.632
KAPR [5] 0.457 0.585 0.162 0.828 0.222 0.265 0.124 0.687

HRRL [40] 0.459 0.592 0.171 0.829 0.229 0.271 0.125 0.690
Ours 0.484 0.690 0.195 0.855 0.247 0.290 0.131 0.703

Improvement (%) 5.45 16.55 14.04 3.14 7.86 7.01 4.80 1.88

With regards to the neural network-based method DecGCN [6] and the graph embedding-
based method Cleora [4], the knowledge-graph-based model has achieved better results. The
reason is that the relationships between entities in the knowledge graph ensure the common
attribute features among entities used for better relationship inference. As for the deep
learning methods, PGPR, CAFE, and HRRL, our model always outperformed in each index,
especially for KAPR, which is based on the knowledge graph as well. The main reason is that
the entity description information is introduced in the knowledge representation learning,
and can provide more comprehensive and accurate evidence for the relationship inference.

4.4. Results of Ablation Experiments

The ablation experiments are conducted to test the effect of two improvements. The
first one is the knowledge representation learning model that incorporates entity description
information using TransE and SBERT. The other is a modified reward function based on
cosine similarity. Specific experimental designs are as follows:

Method variant A: For the first improvement, only the TransE model is used as a
replacement for knowledge representation learning.

Method variant B: For the second modification, the reward function used in KAPR [5]
is used in the experiment to replace the improved reward function.

The results shown in Table 8 indicate that our model outperforms the variant models,
which verifies the effectiveness of two modifications. Particularly, for variant model A, its
output is slightly worse compared to KAPR. It demonstrates the importance of using entity
descriptions in relationship reasoning.

Table 8. Ablation Experiment Results (@10).

Models

Indicators Relations Substitutable Relationship Complementary Relationship

NDCG Recall Precision HR NDCG Recall Precision HR

KAPR [5] 0.457 0.585 0.162 0.828 0.222 0.265 0.124 0.687
variant A 0.376 0.463 0.123 0.743 0.207 0.248 0.111 0.651
variant B 0.469 0.660 0.190 0.833 0.245 0.283 0.128 0.694

Ours 0.484 0.690 0.195 0.855 0.247 0.290 0.131 0.703

4.5. Sensitivity Analysis
4.5.1. Impact of the Action Space Size

This experiment aims to investigate whether a larger action space helps explore more
reasoning paths. Here, the size of the pruned action space size is set from 200 to 400 with
an increment of 50. The results presented in Figure 10 indicate that as the action space
increases, the output of the model increases at first, reaches the optimum at 250, and then
decreases. It implies that the model’s performance is influenced by the size of the action
space and there exists a proper size. Neither a small size nor a large size will decrease
the results. When the action space is small, the model cannot adequately explore the
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surrounding action nodes. Meanwhile, under the larger size, the model will explore too
many irrelevant action nodes, which also affects the learning outcomes.

Figure 10. Impact of the action space size on the model’s performance.

4.5.2. Impact of the Multi-hop Score Modes

When training the policy network, the score function based on 2-hop modes is included
as part of the objective function. Here, to test the effect of multi-hop score modes, we first
define the 0-hop and 1-hop score functions in the following formulas.

f ((r, e)|v0) = 〈v0, e〉+ be (15)

f ((r, e)|v0) = 〈v0 + r, e〉+ be (16)

Then, these functions are brought into the objective function Equation (8) for the
training policy network instead of 2-hop nodes. The comparison results shown in Figure 11
indicate a significant performance improvement when using the 2-hop score function. This
is due to the fact that the multi-hop score functions can capture the interactions between
entities that are farther apart. For instance, if two products are purchased by the same user,
the 2-hop score function can enhance the relevance between the two products through the

2-hop pattern as “product
purchase−−−−→user

purchase−−−−→product”, and can increase the likelihood of
inferring a certain relationship between the two products.
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Figure 11. Impact of multi-hop modes on relationship inference performance.

4.5.3. Impact Relationship Attributes

To further explore the impact of relationship attributes on model performance, an
experiment was designed by removing the data of different relationship attributes from
the data set separately. As can be observed in Figure 12, the absence of “also_viewed” data
and “also_bought” data significantly affects the accuracy of results compared with other
types of relationships. The main reason is that the information lies in the “also_viewed” data
provides most of the knowledge in substitutable relationships. Similarly, the absence of
“also_bought” data reduces the accuracy of complementary relationships. The absence of
other data does not significantly affect their meta-path patterns, and in some cases, the
removal of some comparative edge relationships can even improve the performance of the
model.

4.6. Analysis on the Interpretability

An important feature of the relationship inference model proposed in this paper is its
interpretability. After training, the model can not only provide lists of complementary and
substitutable products, but also the interpretable paths along with the products. Here, the
total sampled paths for the model are 250, and effective paths are defined as paths with a
length greater than 1. The proportion of effective paths of complementary and substitutable
relationships is 0.78 and 0.53, respectively.

The specific path statistics for the electronics product dataset as well as the results
of KAPR are shown in Table 9. The metrics of ‘Path/Product’ and ‘Products’ indicate the
diversity of interpretable paths, and a higher value means a higher diversity. ‘Path/Pair’
can represent for the correlation degree of the product pairs, and a smaller number indicates
a higher degree. We can find that ‘Path/Product’ and ‘Products’ have been increased for
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complementary and substitutable relations compared with KAPR, While ‘Path/Pair’ has
reduced a little. The comparisons demonstrated that the model has a strong relationship
inference capability. Also, a certain diversity of interpretable paths as well as the correlation
degree has been improved compared with the baseline method KAPR.

Figure 12. Impact of relationship attributes on relationship inference performances.

Table 9. Statistics comparisons of search paths. ‘Path/Product’ = the average number of effective
paths find in the dataset. ‘Products’ = the average number of products with a specific relationship
find for each product. ‘Path/Pair’ = the average number of paths between a pair of products.

Method Metrics Complementary Substitutable

KAPR Path/Product 193.89 131.54
Products 69.01 51.87
Path/Pair 2.81 2.53

Our Path/Product 203.89 137.54
Products 72.54 56.87
Path/Pair 2.77 2.48

Figure 13 displays examples of interpretable paths. The product in the green box
represents complementary products related to the initial product, while that in the red
box represents substitutable products. Here, three typical paths are provided. In Case 1,

the inference path is “Wireless earphones
described_by−−−−−−→Wireless

described_by−−−−−−→Wireless earphones
described_by−−−−−−→ Phone”. Since different types of wireless earphones are described by the same

word “wireless”, it can be inferred that they are in a substitutable relationship. Additionally,
through a common purchase relationship link, it can be inferred that wireless earphones
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and phones have a complementary relationship. For the inference path in Case 2, the game
controller and rechargeable battery are purchased by the same person Jack. So, it can be
inferred that they have a complementary relationship. Through the common browsing
relationship link between the rechargeable battery and wireless receiver, it is inferred
that the game controller and wireless receiver are complementary. In Case 3, there is a
common purchase relationship link between two laptops, the USB disk, and the mouse. It
is demonstrated that laptops and the mouse are complementary, and the two laptops are in
a substitutable relationship.

Figure 13. Examples of the interpretable paths.

Numerical experiments indicate that the model can not only infer complementary and
substitutable relationships between products with high qualities but also can find different
inference paths for the inference results, making the model interpretable.

4.7. Discussions

The results of the numerical experiments will be discussed in this subsection. Through
the effectiveness experiments, ablation experiments, sensitivity analysis as well as the
analysis of the interpretability, we can find the following results.

(1) Compared with the knowledge graph reasoning models based on neural network,
the path reasoning method can explain the relationships, which increases the reliability of
the results and can provide more insights for retailers’ decision makings.

(2) Compared with the explainable models, the proposed method can retain a better
precision and recall rate. It is mainly due to the fact that the unstructured description data
has been used for better knowledge exaction.

(3) Through modification of the reward function and pruning strategy, the diversity of
paths and relationships between product pairs have been increased.

Meanwhile, nothing is perfect. The limitation of the model lies in the following aspects.
(1) The model is dependent on the meta-path patterns. To ensure the interpretability

of the inference path, the meta-path is adopted in this paper. However, meta-path patterns
vary in different data sets, limiting the ability to explore knowledge in a new knowledge
graph and also affect the quality of the results when the quality of the meta-path is different.
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(2) The model is not good for adaptability. When more different structured data are
provided, the representation learning has to be redesigned. Moreover, the method has its
limitations for large-scale problems since the training is space and time-consuming.

5. Conclusions

In this paper, we have addressed the problem of inferring product relationships from
plenty of heterogeneous data in e-commerce.

We presented an improved knowledge-graph based reasoning model, which can
infer interpretable path for identifying substitutable and complementary products. Our
methodology consists of the following steps. First, a knowledge graph was constructed
from multi-source data. Then, we investigated a knowledge representation learning model
which integrates both structured and unstructured knowledge. Finally, the task of inferring
relationships was transformed into a Markov Decision Process (MDP), which helped to
derive interpreted paths consisting of substitutable and complementary products.

Our research contributes in the following three aspects:
(1) A two-stage knowledge representation learning method based on TransE and

SBERT has been proposed. It provides an efficient way to enhance the knowledge learning
ability by leveraging both structured triplet knowledge and unstructured textual data.

(2) A proper pruning strategy and a modified reward function that incorporate cosine
similarity along the inference path has been used for the dynamic policy network training.
It enhances the precision of reasoning within the MDP.

(3) Extensive numerical experiments on real-world datasets demonstrates the effec-
tiveness of our improvements.

The knowledge-graph-based relationship inferring model provides credible and re-
liable results, offering potential application value for online retailers in decision-making
processes such as recommendations, bundling promotions and warehouse storage assign-
ments. Meanwhile, the following questions are worth of future research.

(1) How to explore more flexible patterns or rule reorganization to reduce the depen-
dence on meta-path patterns can be further investigated

(2) How to leverage knowledge from more data. There is more relevant data that
contains relationship information, such as the prices, customer preferences and differences
in purchasing patterns. How to use these data to improve the adaptability of the model is
worthy of study in the future.

Due to the numerous abbreviations in this paper, for the sake of clarity, the full forms
of the abbreviations are provided in Table 10 for reference.

Table 10. Full name of abbreviations.

Abbreviation Full Name

TransE Translating Embedding
SBERT Sentence Bidirectional Encoder Representation from Transformers
NDCG Normalized Discounted Cumulative Gain

HR Hit-Ration
BB2Vec Baskets and Browsing to Vector

RSC Rating Estimation Framework
DecGCN Decoupled Graph Convolutional Network

MDP Markov Decision Process
Node2Vec Node to Vector
Struct2Vec Structure to Vector

GraphGAN Graph Representation Learning with Generative Adversarial Nets
prod2vec Product to Vector

SVM Support Vector Machine
LDA Linear Discriminant Analysis

PMSC Path-constrained Framework
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Table 10. Cont.

Abbreviation Full Name

LVAE Linked Variational Autoencoder
SPEM Substitute Products Embedding Model

CAFE Coarse-to-Fine Neural Symbolic Reasoning for Explainable
Recommendation

TransAt Translating Embeddings with Attributes and Types
TransA Translating Embeddings with Attributes

CTransR Complex Translational Relational Model
CNN Convolutional Neural Networks
RNN Recurrent Neural Networks
GNN Graph Neural Networks
GCN Graph Convolutional network

MCKRL Multi-source Information Combined Knowledge Representation
Learning

KGDL Learning Knowledge Graph Embedding with Entity Descriptions
based on LSTM Networks

LSTM Long Short-Term Memory
GAE Graph Auto-encoders

STGNN Spatiotemporal Graph Neural Networks
SACN Structure Aware Convolutional Network
ConvE Convolutional Translating Embedding
KAPR Knowledge-aware Path Reasoning
MFI Multi-feature Inference

AutoRec Autoencoder-based Recommendation
BGN Bundle Generation Network
BPR Bundle Personalization Rank

ADLFM Adaptive Deep Latent Factor Model

IPKG Inferring Complementary and Substitutable Products based on a
Knowledge Graph

KGRR Knowledge-graph-based Relationship Reference
BERT Bidirectional Encoder Representation from Transformers

RL Reinforcement Learning
ReLU Rectified Linear Unit

TF-IDF Term Frequency-Inverse Document Frequency
NN Neural Network
LR Logic-rule

PGPR Policy-guided Path Reasoning

HRRL Heterogeneous Relational Reasoning in Knowledge Graphs with
Reinforcement Learning

PN Policy Network
PR Path Reasoning

The table is constructed based on the order of abbreviation appearances in this paper.
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