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Abstract: Reclassification of massive datasets acquired through different approaches, such as web
scraping, is a big challenge to demonstrate the effectiveness of a machine learning model. Notably,
there is a strong influence of the quality of the dataset used for training those models. Thus, we
propose a threshold algorithm as an efficient method to remove stopwords. This method employs an
unsupervised classification technique, such as K-means, to accurately categorize user reviews from
the IMDb dataset into their most suitable categories, generating a well-balanced dataset. Analysis of
the performance of the algorithm revealed a notable influence of the text vectorization method used
concerning the generation of clusters when assessing various preprocessing approaches. Moreover,
the algorithm demonstrated that the word embedding technique and the removal of stopwords to
retrieve the clustered text significantly impacted the categorization. The proposed method involves
confirming the presence of a suggested stopword within each review across various genres. Upon
satisfying this condition, the method assesses if the word’s frequency exceeds a predefined threshold.
The threshold algorithm yielded a mapping genre success above 80% compared to precompiled lists
and a Zipf’s law-based method. In addition, we employed the mini-batch K-means method for the
clustering formation of each differently preprocessed dataset. This approach enabled us to reclassify
reviews more coherently. Summing up, our methodology categorizes sparsely labeled data into
meaningful clusters, in particular, by using a combination of the proposed stopword removal method
and TF-IDF. The reclassified and balanced datasets showed a significant improvement, achieving 94%
accuracy compared to the original dataset.

Keywords: text document clustering; unsupervised algorithm; TF-IDF; text vectorization; machine
learning; movie-reviews-based classification

MSC: 68T01

1. Introduction

In the digital age, the importance of recommender systems has surged, driven by the
growing consumer need for guidance in navigating through an abundance of options. A
recommender system employs machine learning algorithms trained with actual data to
identify evolving patterns in user behavior, subsequently leveraging this insight to present
fresh recommendations to users [1].

The extensive use of the Internet enables people to interact with social media, an
essential part of our daily lives in the significant data world [2]. Users can share opinions,
ideas, and comments on various subjects, including news, locations, social events, and mul-
timedia. Specifically, the movie domain represents a topic of interest due to its commercial
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value. This interest has fueled the growth of social media platforms, websites, and blogs,
offering a space for both users and critics to express their opinions on any film created.

Gaining insights into how audiences perceive television programs and movies is a
crucial aspect of the entertainment industry. For instance, movie production companies and
investors often seek audience feedback for the films they support. Feedback from viewers
can play a pivotal role in evaluating different elements, including the overall quality of a
movie, the effectiveness of specific scenes, the impact of prevailing public opinion on the
film’s success or failure, and recommendations for improving the movie. Additionally, this
feedback can influence decisions related to future productions, such as casting choices for
specific genres or selecting scenes to include in trailers to attract audiences. Ultimately,
these considerations can lead to increased revenue for movie production companies.

Movie reviews are a valuable tool for users to assess and determine whether a specific
film aligns with their preferences. Movie-related data, such as the extensive Internet
Movie Database (IMDb), includes thousands of movie reviews. Nonetheless, manually
scrutinizing each review can be an arduous and time-consuming task. Hence, integrating
machine learning models offers a potential solution for efficiently automating and analyzing
these reviews.

IMDb is one of the most popular online sites and databases for movies and TV shows.
This platform provides a collection of datasets with significant information about films and
shows, including information about the crew, cast, ratings, age classifications, categories,
genres, reviews, and summaries [3]. Accessible to anyone, this resource enables individuals
to analyze the facets that intrigue them the most, whether the presented attributes are for
box office hits or less successful productions.

Furthermore, part of this analysis relies on natural language processing (NLP) tools
to gather information from user reviews and ratings. The IMDb dataset, featuring 50,000
reviews categorized as either positive or negative, is widely utilized for sentiment analysis,
This dataset, developed by Mass et al. in 2011, employs NLP techniques, including semantic
word similarities and a probabilistic model for word representation [4].

Other popular datasets are “The movie dataset” by Rounak Banik [5], principally
containing rating and metadata but no text data information, and the “IMDb Dataset of 50K
Movie Reviews” by Lakshmi Pathi [6] which is composed of movie metadata and reviews
from 50,000 movies.

Most of these datasets are not curated—the data are extracted, but the opinions may
be diverse and unable to reflect the genre of the movie reviewed. This generates a problem
when a class is misrepresented due to a lack of consistency or unbalanced data per class.
These are common issues with short texts serving as opinions, and with most data scraped
from the web, topics or classes might need to be labeled correctly, resulting in an imbalanced
dataset [7].

According to Unal et al. (2023) [8], multilabel classification involves attributing multi-
ple labels or tags to a given input instance. Within the specific domain of movie films, this
task involves recognizing and allocating appropriate genre labels to posters based on their
visual attributes. Film genres, such as action, romance, comedy, horror, sci-fi, and numer-
ous others, encompass the diverse spectrum of cinematic offerings, each characterized by
distinct visual elements and themes. The ability to automatically categorize movie films
into multiple genres not only streamlines the process of cataloging and organizing but also
unlocks opportunities for tailored recommendations, genre-focused marketing approaches,
and enriched user interactions within cinema.

The goal of our proposed work is to establish a methodology for the reclassification
of a sizable dataset acquired through web scraping. We note that the effectiveness of a
machine learning model is directly influenced by the quality of the dataset used for training.
The labels could be more reliable despite the extensive document volume of many large
movie review datasets. Consequently, we embarked on creating our own extensive movie
review dataset. Thus, we introduce a methodology for cleaning and categorizing text data.
During our investigation, we rapidly recognized the significant impact of the stopword
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removal technique on text cluster formation and the embedding method. Thus, our focus
was directed towards these two aspects.

The rest of the paper is structured as follows: Section 2 comprehensively examines
prior research on text classification techniques applied to movie reviews categorized by
genre. Section 3 outlines the approach and novel methods we have introduced for clustering
and analyzing movie reviews. Section 4 showcases the outcomes of our experiments, and
the final section considers the key discoveries and conclusions drawn from our research.

2. Related Works

Although nowadays we have extensive access to information, we encounter new
issues in the analysis and classification of this data. Although many machine learning
models have been modeled and trained with datasets retrieved from different sources, we
face challenges, such as the need for gold standards and annotated data [9]. Therefore,
classical text analytic techniques continue to form the foundation of numerous industrial
applications.

2.1. Movie Classification by Genre

Movie reviews are readily available and accessible online. Moreover, movies are
a popular form of entertainment, and people often seek out reviews to make informed
decisions about what to watch. Therefore, it is unsurprising that the use of reviews has
been revisited to create predictive models using different datasets.

Some of the first works, including movie summaries extracted from IMDb, were pre-
sented by Ka-Wing Ho (2011) [10]. These works used a dataset of 16,000 unique movies cate-
gorized into 20 different and popular movie genres. Their model evaluation encompassed a
range of models, including the support vector machine (SVM), K-nearest neighbors (KNN),
and a simple neural network. Surprisingly, the SVM model emerged with the highest
F-score among all the models, reaching 0.5499. Similarly, ref. [11] created a multi-language
dataset which extracted summaries from nearly 15,000 movies. They reduced 27 genres into
nine broader genre classes. For instance, genres like action, adventure, sci-fi, sport, and war
were manually labeled “action”. The models employed by them spanned regular machine
learning models, like SVM and random forest (RF), as well as some more sophisticated
neural network models, with the conclusion that the best model to classify movies by genre
was a long short-term memory hybrid (LSTM-Hybrid) model with an accuracy above 89%
for all the languages tested. During the same year, ref. [12] explored various machine
and deep learning techniques, using a corpus with up to 250,000 summaries from IMDb
films, considering 20 different genres. After comparing several machine learning models,
they found that the GRU model was optimal, delivering an F-score of 0.56. One recurring
challenge with movie summary datasets is class imbalance. Genres like action or drama
tend to include a substantial quantity of reviews. In contrast, genres such as western or
war pose difficulties for detection by trained models, even when achieving high accuracy
and F-scores [10–12].

Recently, a more significant movie review dataset was released, containing nearly 1
million unique reviews from 1150 different IMDb movies, including metadata, and focusing
on 17 genres. The high amount of data improved the overall machine and deep learning
classification score. However, there was no information provided about performance by
genre. Similar to other movie review datasets, genres like war or western have fewer entries
compared to the most popular genres, such as action or drama [13].

In the natural language processing field, a “gold standard” refers to a reference dataset
or annotation considered the most reliable and accurate source of truth for a particular NLP
task. Some examples include the Gold Standard corpus. Experts created and reviewed it
to ensure proper data annotation in general text classification tasks [14]. Several corpora
for text classification, such as the AG’s news corpus [15] and DBPedia [16], are commonly
employed for testing new machine learning classification algorithms. Nevertheless, a
definitive gold standard for movie reviews and genre classification remains to be developed.
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Creating and maintaining high-quality gold standards can be time-consuming and
labor-intensive, as these often require human annotators to label the data. Hence, one
approach to mitigate the risk of mislabeling or subpar annotations in extensive datasets is to
turn to text clustering. Cluster analysis, an unsupervised technique, involves categorizing
data instances into clusters that share substantial similarities without prior knowledge of
the group structure or class labels [17].

2.2. Clustering Approaches

In early 1939, the first clustering algorithms were developed due to the need to
classify data. The social and biological sciences began searching for an automatized and
organized approach to divide information into more approachable groups or clusters with
similar characteristics. The first two identified algorithms were based on partitions and
hierarchies [18].

Nowadays, clustering algorithms have emerged as a powerful tool to accurately
analyze the great amount of data generated by modern applications in a large variety of
fields, such as biology [19], medicine [20], business and marketing [21], the World Wide
Web [22], social science [23], and computer science [24].

The natural language processing approach involves grouping similar documents or
sentences based on their content. Therefore, organizing large amounts of unlabeled or
mislabeled text data into meaningful clusters is possible. As summarized by [25], clustering
algorithms can be divided into partitioning-based, hierarchical-based, density-based, grid-
based, or model-based (see Table 1).

Table 1. Types of clustering algorithms.

Clustering Algorithm Description Examples

Partitioning-Based
The number of groups is determined in the beginning. Then,
the partitioning algorithms divide data objects into many
partitions, each representing a cluster.

K-means [26,27], K-medoids [28],
K-modes [29], PAM [30], CLARA [31],
CLARANS [32], and FCM [33].

Hierarchical-Based

Data are organized hierarchically depending on the
medium of proximity. The intermediate nodes obtain
proximities. A dendrogram represents the datasets, where
leaf nodes represent individual data.

BIRCH [34], CURE [35], ROCK [36], and
Chameleon [37]

Density-Based

Data objects are separated based on density, connectivity,
and boundary regions. They are closely related to
point-nearest neighbors. A cluster, defined as a connected
dense component, grows in any direction that the density
leads.

DBSCAN [38], OPTICS [39],
DBCLASD [40], and DENCLUE [41]

Grid-Based
Grid-based clustering algorithms partition the data space
into a finite number of cells to form a grid structure and
then form clusters from the cells in the grid structure.

Wave-Cluster [42] and STING [43]

Model-Based

This method optimizes the fit between the given data and
some (predefined) mathematical models. It is based on the
assumption that a mixture of underlying probability
distributions generates the data. Also, it automatically
determines the number of clusters based on standard
statistics, taking noise (outliers) into account, thus yielding a
robust clustering method.

MCLUST [44] and COBWEB [45]

Several clustering algorithms help to classify similar text documents together. The
most crucial clustering algorithms are K-means [26], K-medoids [28], hierarchical-based [46],
and density-based [38]. K-means and K-medoids are the most popular hard clustering
algorithms [47]. Both have proved to be suitable and adequate for natural language
processing tasks. Table 2 summarizes current works using clustering algorithms for text
data classification.
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Considering all these factors, we present an unsupervised movie review classification
approach that involves various preprocessing techniques, including TF-IDF vectorization,
Word2Vec embeddings, K-means clustering, and dimensionality reduction using principal
component analysis (PCA). This method is applied to a movie review dataset from IMDb
using the Python web scraping library Beautiful Soup. The overall goal is to design a
methodology that allows proper cluster formation, with the primary purpose of genre
identification. Cluster-annotated datasets are subjected to a similar machine-learning model
to assess their accuracy, recall, precision, and F1-score differences.

Table 2. The most significant publications related to the state-of-the-art.

Study Subject Model Results Reference

Scientific database for
systematic literature
reviews: 20 Newsgroups
dataset.

Term-clustering weighting and
modifying the K-means algorithm
called pillar K-means.

The framework achieves satisfactory
results by attaining accuracies of
100%, 95.1%, 83.7%, and 68.7% for
4 topics obtained from
different categories.

[48]

Twitter texts based on the
motives for opioid misuse.

Word2Vec and clustered with
K-means algorithms.

Successful identification of opioid
misuse by clustering overcoming the
under-representation of
minority classes.

[49]

A total of 1M aviation safety
reports describing incidents
in commercial flights.

TF-IDF and K-means clustering.
Silhouette and Calinski–Harabasz
evaluated the cluster separation.

The method results in the
identification of 10 major clusters
and a total of 31 sub-clusters.

[50]

Scientific database for
systematic literature
reviews.

TF-IDF and K-means clustering
algorithms to separate large text
datasets into several groups based
on their topics.

This study produced a method for
text clustering facilitating
systematic reviews.

[51]

Mined text data.
TF-IDF for text vectorization and a
comparison of affinity propagation,
K-means, and spectral clustering.

Spectral clustering outperforms
K-means and affinity propagation in
terms of results.

[52]

Short text collections
SearchSnippets,
Stackoverflow, and
Biomedical.

TF-IDF and Skip-Thought, two
models proposed by them. All these
are tested using K-means.

Improved smooth inverse frequency
embeddings showed the best
downstream cluster formation.

[53]

News articles datasets.

TF-IDF, Word2Vec, and Doc2Vec,
along with K-means clustering a
multidimensional
scaling representation.

Results favored the TF-IDF
vectorization, concluding that this
technique granted the highest purity
cluster formation.

[54]

2000 text documents.
TF-IDF and K-means, among
different K value
predicting methods.

No definitive solution for accurately
estimating the true K-value exists
across all dimensions, but heuristic
rules are commonly employed for
K-value determination.

[55]

Tweets.
Bag of words and K-means. After
clustering they trained a
predictive model.

The ‘cluster-then-predict model’
hybrid method has improved the
accuracy of predicting
Twitter sentiment.

[56]

Tweets. K-means, DBSCAN, and a novel
hierarchical model.

Good categorization using the
proposed methodology. [57]

Tweets. K-means and K-medoids algorithms. K-means performed better in
separating text data by topics. [58]

Tweets. Agglomerative approach for
clustering keywords.

Positive results by introducing
keywords and a fuzzy
neighborhood model.

[59]

English text documents.
Combination of TF-IDF weighing
and dimension reduction before
clustering using K-means.

The proposed method enhances the
performance of English text
document clustering.

[60]

3. Materials and Methods

As mentioned previously, the primary purpose of this paper is to develop a model
for predicting movie genres using IMDb movie reviews. Figure 1 presents the proposed
general framework and the stages involved in the analysis.
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Figure 1. Methodology for movie user reviews classification and visualization. User reviews from
top movies browsed by genre retrieved through web scraping from IMDb.com (accessed on 16
June 2023).

3.1. Data Collection

To generate the dataset, Python web-scraping libraries were employed to extract movie
details from the list of top IMDb movies belonging to 18 movie genres—action, adventure,
animation, biography, comedy, crime, drama, fantasy, history, horror, music, mystery,
romance, sci-fi, sport, thriller, war and western. Our process yielded a repository of up
to 3.5 million unprocessed reviews, derived from 3688 unique movies using Python web-
scraping libraries. Movies with fewer than 20 reviews were excluded from consideration.
Moreover, we filtered out reviews containing fewer than 50 words or exceeding 500 words
in length.

3.2. Text Preprocessing

The initial raw reviews were cleaned with preprocessing and noise reduction tools,
principally those included in the Python library, NLTK [61]. The text cleaning process
involved the elimination of HTML tags, special characters, different short and long words,
lemmatization, and stemming. Additionally, other lists were tested to remove stopwords,
as depicted in Figure 1. The lists employed were NLTK [61], ISO project [62], Genrec [13],
and custom-generated stop-lists with our proposed method.

3.2.1. Removal Methods for Stopwords

We present Table 3, which summarizes the methods employed to remove stop-
words. Our proposed method “Threshold” described in Algorithm 1 is divided into
three main steps:

(a) Iterate the list of genres against the movie reviews to create a vocabulary without
repeated words and the counter of each term for each genre.

(b) Iterate the vocabulary without repeated words against the list of genres, and if the
word is in all the genres, then the word is added.

(c) Finally, a threshold is set (the minimum times a word must appear in each genre to be
added). Iterate the vocabulary list in each genre against the list of genres. If the word
is in all the genres and the word occurrences are equal or greater than the threshold,
then the word is added.

With these steps, a list of stopwords is generated to be removed from the dataset.

IMDb.com
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Algorithm 1 Threshold Method: Return Stopwords List

1: Input:
2: data f rame: The input DataFrame
3: genre_list: The list of genres
4: genres_column: Column name containing genres in the DataFrame
5: data_column: Column name containing text data in the DataFrame
6: threshold: The threshold for word frequency
7: exceptions: List of exceptions . Used to skip words from result
8: Output:
9: list_stopwords: List of stopwords

10: function RETURNSTOPWORDSLIST(data f rame, genre_list, genres_column,
data_column, threshold, exceptions_list) . See Table 4 for genre_list

11: Initialize dir_genres as an empty dictionary
12: Initialize all_words as an empty set
13: Initialize in_all_genres as an empty list
14: Initialize in_all_genres_ f requencies as an empty list
15: Initialize list_stopwords as an empty list
16: for movie_detail in data f rame do . movie_detail: Each row of the dataframe
17: for movie_genre in movie_detail[genres_column] do
18: for word in movie_detail[data_column].split() do
19: if movie_genre not in dir_genres then
20: dir_genres[movie_genre]← {}
21: Increment the count of word in dir_genres[movie_genre]
22: Add word to the set all_words
23: for word in all_words do
24: Set add_word to True
25: Initialize counter to 0
26: for genre in genre_list do
27: if word not in dir_genres[genre] then
28: Set add_word to False
29: else
30: Increment counter by dir_genres[genre][word]
31: if add_word is True then
32: Add word to in_all_genres
33: Add counter to in_all_genres_ f requencies
34: if threshold is less than 1 then
35: Set threshold to 1
36: for word in in_all_genres do
37: Set add_word to True
38: for genre in genre_list do
39: if word not in dir_genres[genre] then
40: Set add_word to False
41: break
42: else if dir_genres[genre][word] < threshold then
43: Set add_word to False
44: break
45: if add_word is True and word not in exceptions_list then
46: Add word to list_stopwords
47: return list_stopwords
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Table 3. Removal methods for stopwords.

Method Description

Baseline

The study’s starting point is the initial dataset, which has
been subjected to cleaning processes involving removing
special characters, HTML tags, lemmatization, and
stemming, while the stopwords have been retained.

Classic method: Precompiled
stopwords lists

In this case, we employed three different precompiled
stopwords lists: NLTK [61], ISO-en [62], and the list
generated by [13] referred to as Genrec.

Method based on Zipf’s law:
Z-Method

There are many different methods to compute custom
stoplists for various languages. The most common ones
are based on Zipf’s law [63]. This method calculates the
frequency of each distinct word in the text, and then the
words are sorted in decreasing order of their frequencies.
So, the top k most frequent words are added to a
stopword list and removed from the text.

Proposed method: Threshold

Our method verifies if a proposed stopword is present in
each review across all genres. If this condition is satisfied,
it examines whether the word’s frequency surpasses a
specified threshold (see Algorithm 1).

Combined stopwords list

Datasets were cleaned with the list of stopwords
mentioned above, and then with the Z-Method or the
Threshold method or custom stopwords were detected
and removed.

3.2.2. TF-IDF Method

The term frequency–inverse document frequency (TF-IDF) is a numerical statistic that
reflects a word’s importance to a document in a collection or corpus [64]. TF-IDF is the
product of two statistics: the term frequency and the inverse document frequency. Thus,
the term frequency, t f (t, d) is the relative frequency of the term t within a document d.
Moreover, ft,d represents the raw count of a term in a document, i.e., the number of times
that term t occurs in a document d.

t f (t, d) =
ft,d

∑t′∈d ft′ ,d
(1)

On the other hand, the inverse document frequency measures how much information
the word provides, whether it is a common word in all documents or a rare one. It is
defined as the logarithmically scaled inverse fraction of the documents that contain the
word (see Equation (2)). Thus, N denotes the total number of documents in the corpus
N = |D|, and |{d ∈ D : t ∈ d}| is the number of documents in which the term t appears.

id f (t, D) = log
N

|{d ∈ D : t ∈ d}| ; (2)

Finally, Equation (3) shows the combination of the two previous formulas. We use the
term frequency–inverse document frequency:

t f id f (t, d, D) = t f (t, d) · id f (t, D) (3)

3.2.3. Word2Vec Method

One problem with text classification is that the bag-of-words (BoW) feature and the
conditional independence assumption need to be revised to capture the meaning of sen-
tences in the text. Therefore, we employed rich contextual representations for words learned
by the Word2Vec framework [65]. Each review is turned into a vector representation by
taking the average of the embedding vectors of all the words in each text. The assumption
is that the average vector can be an excellent semantic summarization of the review.
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3.2.4. K-Means Clustering

K-means clustering is the partitioning clustering method most frequently used in data
mining; the algorithm segregates an N number of documents into a K number of clusters,
while the value of K is specified by users or determined by methods such as elbows. Thus,
the true K will be used to partition our N documents into K different classes in which
documents of the same cluster must be similar and dissimilar from the other groups or
classes using similarity formulas, like Euclidean or cosine similarity.

This clustering algorithm aims to decrease the summation of the square distance
among data points and their respective cluster centers or centroids. The computing steps
required for the K-means clustering method were defined by [26]. Thus, selecting the initial
K cluster centers occurs as follows:

a1(1), a2(1), a3(1) . . . ak (4)

Now, to distribute the data X in K clusters at the kth iteration, we used the following
relation:

X ∈ Cj(K)i f
∥∥x− aj(k)

∥∥ < ‖x− ai(k)‖ (5)

For all 1, 2, 3, 4, . . . , K; i 6= j; where Cj(k) represents the set of data points whose cluster
center is aj(k). Calculate the new center aj(k + 1), j = 1, 2, 3, . . . , K as the summation of the
squared distances to the new cluster center from all points in Cj(k) minimized. The part
that works to reduce the distance is simply the mean of Cj(k). Thus, the new cluster center
is computed as follows:

aj(k + 1) =
1
N ∑

x∈Cj(k)
x, j = 1, 2, 3, . . . , K (6)

Nj stands for the number of samples in Cj(k), if aj(k + 1) = aj(k) for j = 1, 2, 3, . . . , K;
then the algorithm halts due to converged action, otherwise repeat the second step (5).

In this process, it is clear that the final clustering results are always affected by the
initial seed and actual value of K. However, the initial seeds and the true value of K present
in the dataset require previous knowledge, which is mostly impractical.

3.2.5. Mini-Batch K-Means

The mini-batch K-means algorithm was developed as a variant of the standard K-
means clustering algorithm [66]. Mini-batches are subsets of the input data, randomly
sampled in each training iteration. These mini-batches drastically reduce the computation
required to converge to a local solution. In contrast to other algorithms that reduce the
convergence time, mini-batch K-means produces results that are generally only slightly
worse than the standard algorithm. Therefore, it allows us to calculate common metrics to
estimate the ideal number of clusters, like the inertia (elbow) method [67], the silhouette
score [68], or the Calinski–Harabasz score [69].

Thus, we decided to use the silhouette score as it gives good results in practice [70].
The silhouette score is a reliable metric to predict the adequate number of clusters. Thus,
we determined to use it to evaluate our datasets. Equation (7) denotes the silhouette
coefficient, where a corresponds to each sample’s mean intra-cluster distance (a) and the
mean nearest-cluster distance (b). The best value is 1, and the worst value is −1. Values
near 0 indicate overlapping clusters.

Silhouette− Score =
(b− a)

max(a, b)
(7)

The mini-batch K-means algorithm was employed for all datasets to predict the
optimal cluster number. Once they were obtained, the standard K-means algorithm ran
with each dataset’s predicted number of clusters.
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3.3. Visualization Stage

All plots were generated with matplotlib.pyplot from Python version 3.11.4. Principal
component analysis (PCA) was employed to represent the dimensionally reduced data.
Statistical analysis was performed and annotated with Python library statannotations. For
all column analysis, a t-test for independent samples was used to compare the groups.

3.4. Postprocessing Stage

In this stage, we performed text classification postprocessing, utilizing machine learn-
ing techniques to optimize the classification task.

Thus, we employed two of the most efficient classifiers from Sklearn to use as the base
models. The data were divided into train and test datasets with a relation 8:2. The following
subsections describe the methods that provided the better results in the case study.

3.4.1. Logistic Regression Approach

This is a statistical model that uses a logistic function to model a binary dependent
variable (see Equation (8)).

Logistic model : σ =
1

1 + e−z (8)

If the −z exponent tends to minus infinity, we have a minimum value close to 0. If the
−z exponent tends to positive infinity, the value tends to 1. Values between 0 and 1 give us
the probability of the function [71]. Given the asymptotic nature of the logistic function, it
can lead to a loss close to 0 when the dimensions are enormous. Therefore, most logistic
models use regularization strategies, like L2, or reduce the number of cycles/epochs in
training.

3.4.2. Support Vector Machine Approach

Support vector machine (SVM) is a supervised algorithm for classification and re-
gression tasks. Support vector machine classifies the data by finding a hyperplane that
maximizes the margin between the classes when training the data. In a two-dimensional
example with two classes, we can think of the hyperplane as the line that separates the two
classes [72].

During the model performance, the separating hyperplane is one of the probable
planes separating the two classes. SVM finds an optimal hyperplane by distinguishing the
two classes, using Equation (9) proposed by [73].

min
w,b,ξ

:
1
2

wTw + c ∑1
i=1 ξi (9)

Subject to the following constraints:

yi(wTφ(xi) + b) ≥ 1− ξi
ξi ≥ 0

(10)

where w is a coefficient vector, b is the offset of the hyperplane from the beginning, ξi is the
positive slack variable, and c (≥0) signifies the penalty parameters of the errors.

3.4.3. Evaluation Metrics

Machine learning classifiers summarize the performance of each text classifier on the
test dataset and evaluate the results into the following metrics: micro-average precision,
micro-average recall, and micro-average F-score. The definition of these metrics is as stated
in [13].

Recall =
TP

TP + FN
(11)
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Precision =
TP

TP + FP
(12)

F1-score =
2 · Precision · Recall

Precision · Recall
(13)

Jaccard-index =
TP

TP + FP + FN
; (14)

where TP represents the true positive values, FN indicates the false negative values, and
FP describes the false positives after processing.

Moreover, to compute the prediction score of each text classifier method, we employed
Equation (15).

Prediction-score =
PC
C
· 100; (15)

where PC is the number of clusters defined as a genre and C is the total number of clusters.
On the other hand, concerning the statistical analysis, data are the means plus standard

deviation, calculated and annotated with the statannotations package version 0.6.0. A p-
value < 0.05 is marked as significant.

4. Experimental Results

Using the Python web-scraping libraries, we retrieved up to 4 million reviews from
IMDd, tagged with one to three genres each. The majority of reviews fell between ‘Drama’
and ‘Comedy’. We sought to balance this dataset to have a similar number of reviews by
genre (see Table 4).

Table 4. Reviews per genre in the original dataset.

Genre Reviews

Biography 33,295
History 24,397
Action 28,723
Drama 36,565
Horror 20,477
Comedy 31,181
Romance 24,671
Adventure 25,048
Crime 24,557
Mystery 16,033
Sci-Fi 13,985
Thriller 23,646
Fantasy 13,982
War 19,111
Music 20,814
Western 19,293
Sport 18,129
Animation 24,530

Total 418,437

In addition, we produced 25 datasets cleaned with different stopword lists and vector-
ized either with TF-IDF or embedded with Word2Vec before clustering (see Table 5). For
each dataset, the ideal quantity of clusters was estimated and assessed by mini-batch K-
means and silhouette scores. Each cluster’s top features were selected to evaluate whether
they belonged to a specific movie genre.
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Table 5. Characteristics of the datasets.

Datasets Number Precompiled List Custom List Total Stopwords

Original 1 NA NA 0
Not_removed 1 NA NA 0
NLTK 1 127 0 127
NTLK + Z-Method 2 127 50–98 177–225
ISO 1 1298 0 1298
ISO + Z-Method 2 1298 47–89 1345–1387
ISO + Threshold 3 1298 167–412 1465–1710
Genrec 1 720 0 720
Genrec + Z-Method 2 720 48–91 768–811
Z-Method 3 NA 288–985 288–985
Threshold 8 NA 160–1346 160–1346

Total 25

First, we compared the effect of tokenization on the clustering performance (see
Figure 2). Generally, tokenization with TF-IDF (mean = 0.42 ± 0.11) resulted in higher
silhouette scores than Word2Vec (mean = 0.24 ± 0.06). Here, we show an example of the
scores generated by the process (see Figure 3).

Figure 2. Silhouette score. These data are the mean ± standard deviation. Statistical analysis is a
t-test for independent samples. p-value < 0.001: ****.

Figure 3. Silhouette scores after cleaning with the Threshold method. Dotted lines represent the
dataset without removed stopwords (Not_removed), and solid lines show scores of the dataset
without stopwords (Threshold method), both later tokenized with TF-IDF (blue) or embedded with
Word2Vec (red) prior clustering.

We also analyzed the effect of the tokenization on the estimation of the number
of clusters with TF-IDF (mean = 12.42 ± 5.16) or Word2Vec (mean = 11.71 ± 4.84) (see
Figure 4). Moreover, Figure 5 depicts an example of the clusters formed with TF-IDF or
Word2Vec. Although the clusters might look fine, we did not find a significant difference
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regarding the top features in each cluster comparing TF-IDF (see Table 6) against Word2Vec
(Table 7). TF-IDF text vectorization provided features easily relatable to movie genres,
whereas Word2Vec repeated similar words across the different clusters.

Figure 4. The best number of clusters. These data are the mean ± standard deviation. Statistical
analysis is a t-test for independent samples. p-value < 0.01: ns.

(a)

(b)
Figure 5. PCA plotting of dimensionally reduced data comparing TF−IDF vs. Word2Vec. In this
example, we can see the clustering representation of the datasets cleaned with NLTK stopword lists
and vectorized with TF−IDF (a) or Word2Vec (b).
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Table 6. TF-IDF—Top 10 features by cluster.

Cluster Top 10 Features Genre
0 horror, film, movi, horror film, horror movi, like, scare, scari, origin,good Horror
1 comedi, funni, movi, laugh, film, joke, like, good, time, make Comedy
2 film, like, charact, stori, time, good, make, watch, realli, scene Undefined
3 music, danc, song, movi, film, sing, love, like, stori, great Music
4 anim, disney, film, movi, voic, charact, stori, like, kid, good Animation
5 film, life, movi, stori, play, man, time, make, love, famili Undefined
6 western, film, eastwood, movi, west, good, town, charact, great, time Western
7 war, film, movi, soldier, german, battl, stori, scene, american, like War
8 wayn, john, western, ford, film, movi, charact, play, great, indian Western
9 rocki, fight, movi, film, box, train, like, good, son, seri Sport
10 movi, like, realli, film, good, charact, stori, time, thing, make Undefined
11 movi, watch, like, good, realli, great, stori, time, charact, make Undefined
12 film, perform, best, stori, role, movi, oscar, actor, great, play Undefined
13 action, film, movi, good, scene, charact, like, time, plot, sequenc Action

These data represent the top 10 features obtained after K-means clustering of the original dataset without removing
any stopword.

Table 7. Word2Vec—Top 10 features by cluster.

Cluster Top 10 Features Genre

0 movi, realli, film, think, definit, great, good, sure, honestli, certainli Undefined
1 go, happen, want, know, get, find, decid, peopl, thing, actual Undefined
2 movi, realli, think, sure, actual, honestli, lot, good, enjoy, said Undefined
3 film, movi, howev, realli, think, feel, simpli, actual, stori, mani Undefined
4 peopl, movi, film, actual, think, howev, fact, one, understand, therefor Undefined
5 film, movi, realli, think, one, sure, actual, certainli, howev, great Undefined
6 think, realli, movi, actual, sure, know, anyway, honestli, guess, kind Undefined
7 movi, think, realli, actual, sure, know, thing, one, said, anyway Undefined
8 movi, realli, film, think, actual, sure, much, howev, lot, overal Undefined
9 think, movi, realli, way, actual, understand, know, howev, peopl, one Undefined
10 movi, realli, film, think, sure, still, actual, enjoy, one, definit Undefined
11 movi, think, realli, film, actual, sure, one, said, howev, know Undefined
12 movi, realli, actual, think, film, sure, howev, one, thing, much Undefined
13 movi, think, realli, sure, actual, film, watch, honestli, said, definit Undefined

These data represent the top 10 features obtained after K-means clustering of our method (threshold set to 1000).
The third column shows the predicted genre. Words are lemmatized and stemmed.

Thus, the results resembled the effect of tokenization on the clustering time (see
Figure 6). Globally, the impact of the text vectorization method showed that TF-IDF
(mean = 5784.33 s± 2524.19 s) took more time than Word2Vec (mean = 4268.04 s± 1213.17 s)
or the clustering time taken by mini-batch K-means.

Figure 6. Clustering time. Word2Vec proved to be statistically significant than TF−IDF, it being the
only advantage for clustering time. These data are the mean ± standard deviation. Statistical analysis
is a t-test for independent samples. p-value > 0.05: **.
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Furthermore, we were able to predict if a cluster could identify a specific movie
genre by the top features in each cluster, similar to the previous results. Using TF-IDF
(mean = 81.34 ± 20.48) before running the K-means clustering resulted in more identifiable
genres than when Word2Vec was used (mean = 53.51 ± 24.1, see Figure 7).

Figure 7. Clusters corresponding to a movie genre. These data are the mean ± standard deviation.
Statistical analysis is a t-test for independent samples. p-value < 0.0001: ****.

The balanced datasets improved the results when training a machine learning
model [74]. We tested our different datasets using a logistic regression model and a
linear support vector machine approach.

Firstly, we noticed that similarly to clustering, metrics such as the precision, recall,
F1-score, and Jaccard Index were higher when using the TF-IDF prior clustering algorithms
with the logistic regression classifier (see Figure 8). Due to our data distribution, we
preferred the F1-score to the accuracy. The F1-score is especially suitable for our data
because it is composed of an uneven class distribution. The accuracy works better if the
classes are well-balanced—this was not not true for our datasets. The most popular genres
contain most of the data, like comedy or drama, whereas others, like sci-fi or fantasy,
contain fewer reviews to account for people’s interests. Additionally, the Jaccard Index
performs better for multiclass classification and is linearly related to the F1-score.

The precision score with TF-IDF was 0.93 ± 0.03 compared to Word2Vec with an
average of 0.85 ± 0.05. The sensitivity or recall with TF-IDF was 0.83 ± 0.06 against
Word2Vec with an average of 0.67 ± 0.09. The Dice similarity coefficient and the F1-score
yielded 0.87 ± 0.05 with TF-IDF, whereas with Word2Vec these were 0.75 ± 0.08. In this
case, the classifier was built to support multiclass prediction. Therefore, we used the
Jaccard Index to assess its performance; TF-IDF reached an average of 0.81 ± 0.09, while
the Word2Vec score fell to 0.61 ± 0.11.

Later, using an SVM classifier, there were similar results for all the metrics using the
logistic regression classifier (see Figure 9). The precision score yielded 0.9 ± 0.03 with
TF-IDF, whereas Word2Vec produced an average of 0.8 ± 0.05. The recall score with TF-IDF
was 0.88 ± 0.05 against Word2Vec with an average of 0.73 ± 0.09. For SVM, the F1-score
reached 0.89 ± 0.04 with TF-IDF, whereas Word2Vec was 0.76 ± 0.07. Lastly, the Jaccard
Index with TF-IDF reached an average of 0.82 ± 0.08, whereas the Word2Vec average score
was 0.65 ± 0.1.

We only focused on the results obtained with TF-IDF before clustering for further
analysis. Next, we explored the impact of different stop-lists over clustering and whether
these clusters could be matched with a single movie genre.

A secondary data preprocessing generated clusters with high ambiguity and poor
separation between the centroids, whereas solely employing customized stop-lists resulted
in better clustering visualization and featured similar common movie genres (Figure 10).
The Top 10 features for each cluster in Figure 10 are shown in Tables 8–10.
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Figure 8. Logistic regression results comparing TF-DF vs. Word2Vec. All the different datasets were
cleaned as shown before, tokenized with TF-IDF, or embedded with the Word2Vec prior clustering
algorithm. Generated datasets were trained and tested with the linear SVM. These data are the mean
± standard deviation. Statistical analysis is a t-test for independent samples. p-value < 0.0001: ****.

Figure 9. Linear SVM results comparing TF-DF vs. Word2Vec. All the different datasets were cleaned
as shown before, tokenized with TF-IDF, or embedded with the Word2Vec prior clustering algorithm.
Generated datasets were trained and tested with the linear SVM. These data are the mean ± standard
deviation. Statistical analysis is a t-test for independent samples. p-value < 0.0001: ****.
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(a) Stopwords without removing.

(b) NLTK stopwords removed.

(c) Stopwords removed with the Threshold method.

Figure 10. Cluster distribution with two dimension PCA.
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Table 8. Stopwords without removing.

Cluster Top 10 Features Genre

0 hi, br, thi, film, ha, life, movi, br br, wa, play Undefined
1 br, movi, br br, thi, wa, thi movi, like, good, watch, just Undefined
2 movi, thi, thi movi, wa, watch, like, good, just, great, realli Undefined
3 war, br, film, movi, thi, soldier, wa, br br, german, hi War
4 film, thi, thi film, br, wa, veri, like, br br, good, watch Undefined
5 br, br br, film, thi, hi, wa, stori, ha, movi, like Undefined
6 wa, movi, thi, did, br, film, like, good, just, veri Undefined
7 anim, br, disney, film, thi, movi, voic, br br, wa, stori Animation
8 br, br br, thi, wa, film, movi, hi, like, good, stori Undefined
9 thi, film, movi, stori, good, ha, like, wa, time, charact Undefined

This represents the top 10 clusters from the dataset without removing any stopword.

Table 9. NLTK stopwords removed.

Cluster Top 10 Features Genre

Cluster0 horror, film, movi, horror film, horror movi, like, scare, scari Horror
Cluster1 comedi, funni, movi, laugh, film, joke, like, good, time, make Comedy
Cluster2 film, like, charact, stori, time, good, make, watch, realli, scene Undefined
Cluster3 music, danc, song, movi, film, sing, love, like, stori, great Musical
Cluster4 anim, disney, film, movi, voic, charact, stori, like, kid, good Animation
Cluster5 film, life, movi, stori, play, man, time, make, love, famili Undefined
Cluster6 western, film, eastwood, movi, west, good, town, charact, great, time Western
Cluster7 war, film, movi, soldier, german, battl, stori, scene, american, like War
Cluster8 wayn, john, western, ford, film, movi, charact, play, great, indian Western
Cluster9 rocki, fight, movi, film, box, train, like, good, son, seri Sport
Cluster10 movi, like, realli, film, good, charact, stori, time, thing, make, Undefined
Cluster11 movi, watch, like, good, realli, great, stori, time, charact, make Undefined
Cluster12 film, perform, best, stori, role, movi, oscar, actor, great, play Undefined
Cluster13 action, film, movi, good, scene, charact, like, time, plot, sequenc Action

This represents the top 10 clusters obtained from a dataset without NLTK stopwords.

Table 10. Stopwords removed with the Threshold method.

Cluster Top 10 Features Genre
0 horror, scari, scare, gore, genr, dead, creepi, hous, zombi, remak Horror
1 war, soldier, german, battl, american, men, fight, action, histori, privat War
2 rocki, fight, box, train, seri, son, franchis, sequel, ring, match Sport
3 western, wayn, eastwood, west, clint, town, ford, genr, stewart, indian Western
4 kid, adult, child, famili, fun, anim, parent, funni, school, voic Family
5 famili, book, base, power, girl, human, portray, drama, american, oscar Drama
6 anim, disney, voic, song, child, famili, fun, music, featur, kid Animation
7 funni, comedi, laugh, joke, hilari, humor, fun, sandler, romant, stupid Comedy
8 music, danc, song, sing, rock, band, singer, soundtrack, number, girl Music
9 action, sequenc, fight, fun, action sequenc, seri, sequel, special, kill, hero Action

This represents the top 10 clusters obtained after removing the stopwords with our method (the threshold was set
to 1000). The third column shows the predicted genre. Words are lemmatized and stemmed.

Similarly, customized stopword lists performed better than precompiled lists in gener-
ating clusters identifiable as movie genres (see Figure 11). Overall, precompiled lists had
an average of 57.39% ± 7.16 of the genre prediction from the clusters. Adding custom-
generated stopwords with the Z-Method yielded 96.67% ± 8.16, and using the Thresh-
old method, 94.74% ± 9.12. Finally, using only custom-generated stop-lists, like the Z-
Method, this scored an average of 86.67% ± 11.55, whereas the Threshold method scored
79.46% ± 13.26.
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Figure 11. Clusters corresponding to a movie genre improved with custom stopword lists. Clusters
with word collections related to a genre were marked with the most similar genre, whereas clusters
with gibberish were identified as undefined. These data are the mean± standard deviation. Statistical
analysis is a t-test for independent samples. p-value < 0.05: *, p-value < 0.01: **, p-value < 0.001: ***.

Finally, we tested the impact of the usage of different stopword methods on the
machine learning performance with the logistic regression approach (see Figure 12a) and
the linear SVM method (see Figure 12b). Globally, the sole use of custom stop-lists increased
the precision metric and the Jaccard Index score.

Notably, by looking at the classification reports, we observed significant differences
between the various datasets (see Tables 11–13). Not removing stopwords resulted in high
heterogeneous scores between the clusters regarding all the metrics with numbers as low as
0.35 (see Table 11, Cluster 5). By using precompiled lists such as NLTK, this effect improved,
but it kept showing scores as low as 0.47 (see Table 12, Cluster 10) and as high as 0.99 (see
Table 12, Cluster 9). Interestingly, using a method to create a customized stopword list
resulted in homogeneous scores; all the cluster metrics dropped between 0.72 (see Table 13,
Cluster 4) and 0.99 (see Table 13, Cluster 2) even with classes with less support or data.

Table 11. Classification report without removing stopwords

Precision Recall F1-score Support

Cluster 0 0.86 0.72 0.78 4548
Cluster 1 0.65 0.37 0.47 6137
Cluster 2 0.87 0.77 0.82 6028
Cluster 3 0.91 0.78 0.84 1762
Cluster 4 0.86 0.74 0.79 5576
Cluster 5 0.58 0.35 0.44 10,823
Cluster 6 0.85 0.69 0.76 4819
Cluster 7 0.9 0.81 0.86 2130
Cluster 8 0.92 0.84 0.88 5105
Cluster 9 0.83 0.78 0.8 12,541

micro avg 0.81 0.65 0.72 59,469
macro avg 0.82 0.69 0.74 59,469

weighted avg 0.79 0.65 0.71 59,469
samples avg 0.59 0.65 0.61 59,469

This classification report was obtained by training a logistic regression classifier with a dataset without removing
stopwords.
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(a) Results of applying the logistic regression approach

(b) Results of applying the linear SVM method

Figure 12. Comparison of different datasets generated by K-means clustering after using different
stopword lists. We can observe the values of each evaluation metric in the figure corresponding to
the stopword removal methods. These data are the mean ± SEM. The statistical test corresponds to a
t-test for independent samples, p-value < 0.05: *, p-value < 0.01: **, p-value < 0.001: ***.
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Table 12. Classification report removing NLTK stopwords.

Precision Recall F1-score Support

Cluster 0 0.93 0.84 0.88 2463
Cluster 1 0.89 0.78 0.83 3681
Cluster 2 0.88 0.77 0.82 8735
Cluster 3 0.92 0.79 0.85 2346
Cluster 4 0.95 0.89 0.92 3061
Cluster 5 0.82 0.74 0.77 12,140
Cluster 6 0.93 0.82 0.87 1625
Cluster 7 0.94 0.85 0.9 2660
Cluster 8 0.97 0.83 0.9 501
Cluster 9 0.99 0.91 0.95 396
Cluster 10 0.72 0.47 0.57 9496
Cluster 11 0.9 0.82 0.86 7444
Cluster 12 0.81 0.59 0.68 5798
Cluster 13 0.87 0.69 0.77 3640

micro avg 0.86 0.72 0.78 63,986
macro avg 0.89 0.77 0.83 63,986

weighted avg 0.85 0.72 0.78 63,986
samples avg 0.67 0.72 0.69 63,986

This classification report was obtained by training a logistic regression classifier with the dataset without NLTK
stopwords.

Table 13. Classification report with the Threshold method.

Precision Recall F1-score Support

Cluster 0 0.96 0.88 0.92 2695
Cluster 1 0.96 0.88 0.92 3122
Cluster 2 0.99 0.9 0.94 368
Cluster 3 0.96 0.89 0.92 2045
Cluster 4 0.92 0.72 0.81 2382
Cluster 5 0.92 0.94 0.93 32,226
Cluster 6 0.95 0.9 0.92 3076
Cluster 7 0.95 0.86 0.9 5045
Cluster 8 0.95 0.83 0.89 3752
Cluster 9 0.92 0.83 0.88 4757

micro avg 0.93 0.9 0.92 59,468
macro avg 0.95 0.85 0.9 59,468

weighted avg 0.93 0.9 0.92 59,468
samples avg 0.88 0.9 0.89 59,468

This classification report was obtained by training a logistic regression classifier with the dataset with stopwords
removed with our proposed method (the Threshold method).

5. Discussion

The primary objective of this work was to test the effect of stopword removal by
different methods on unsupervised text classification using K-means clustering. Thus, the
principal outcome was the clustered text that predicted the review genre. In this way, this
allowed us to reclassify the reviews according to their content. The dataset was initially
generated with web scraping libraries from IMDb reviews by users. The reviews obtained
the genre annotation from the movie without considering it as data generated by humans;
thus, the reviews were sparse and might only partially reflect the genres of the movie.

We have shown in our data statements the importance of text data preprocessing before
using unsupervised machine learning algorithms and how the clusters were grouped more
precisely. Moreover, comparing different datasets generated by K-means clustering after
using other stopword lists showed that, in most cases, it was statistically significant.

First, we tested the differences using two-word vector representations, TF-IDF and
Word2Vec. Both approaches were clustered and plotted with PCA in two dimensions using
K-means and the TF-IDF vector representation similarly to [75]. Hence, TF-IDF showed
good cluster formation (see Figure 5).
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We also experimented with the differences in the silhouette scores, the number of
clusters, the clustering time, and the possibility of mapping a cluster with a specific movie
genre. We found that using TF-IDF gave higher silhouette scores, partially explaining why
the clusters were well-defined. There was no difference in the average clusters or in the
clustering time between the vector representations. Regarding mapping a single cluster to
a movie genre, TF-IDF proved more efficient for this task.

Finally, we examined the effect of the resulting relabeled datasets after clustering
with well-known supervised machine learning algorithms, such as logistic regression and
SVM. Interestingly, the impact of using Word2Vec for word vector representation before
clustering decreased performance compared to TF-IDF. For this specific task, using TF-IDF
for vector representation resulted in better clustering formation, thus generating a balanced
dataset for training and testing.

Moreover, we considered the impact of using different methods to select and remove
stopwords. We recommend removing the stopwords because it helps reduce the data size
and may improve the accuracy of models [76]. Although it is empirically believed to affect
sentiment analysis, in some cases, it has been shown to have no effect at all [77].

Generating custom stop lists is essential to avoid inherent biases and poor data clean-
ing; online tools are used to create those lists [78]. Here, we compared three precompiled
stop lists: NLTK from the Python toolkit project, that has 127 stopwords; ISO-en from a
GitHub repository with 1298 stopwords; and Genrec, which is a stop list related to the
movie domain with 720 stopwords. Using any of these precompiled lists resulted in poorly
defined clusters that could not be assigned to a movie genre. Adding extra stopwords using
the Z-Method or our proposed method improved the cluster definition and increased the
genre prediction rate. Similarly, creating custom stop lists from scratch resulted in better
genre prediction.

In addition, the effect on the machine learning performance demonstrated that using
custom stop lists instead of precompiled ones could improve the average precision and
the Jaccard Index score. Therefore, the classification report showed a better class balance
without needing an enlargement data algorithm in classes with fewer data or reduction
techniques in categories with more data than the others. In summary, customized stopword
extraction before clustering improved the overall classification report regardless of the
amount of data by class.

6. Conclusions and Future Works

A comparison of all the generated datasets using a machine learning classifier showed
the high impact of the corpus and how a proper class annotation can improve all the
principal training scores, even in the classes with the most minor documents. The vast
availability of data provides numerous options for potential corpora. However, many
of these datasets lack curation, and their labels may not be directly associated with the
text data they contain. One potential solution involves reclassifying the data by applying
clustering algorithms, including K-means and its computationally lighter variant, mini-
batch K-means.

Firstly, we developed a simple and efficient algorithm to identify stopwords. Datasets
cleaned with our method or a hybrid version showed better scores when using a machine
learning classifier when compared to an uncleaned dataset without or the same dataset
cleaned using precompiled stopword lists. Although we did not notice statistical differ-
ences between the Threshold method and the Z-Method for the classification metrics, the
Threshold method performed better on the genre identification of clusters by their main
features (see Figure 11).

Secondly, it is worth highlighting that TF-IDF demonstrated superior performance
during the vectorization step preceding K-means clustering compared to Word2Vec for
this specific task. TF-IDF proved effective in identifying the pivotal cluster characteristics,
facilitating the recognition of the primary genre linked to each cluster, thereby enabling
annotation.



Mathematics 2023, 11, 4735 23 of 26

Consequently, datasets can be reclassified using a comparable protocol, eliminating
the need for manual curation or dependence on sparse data with inaccurate labels. This
approach has broader applications and can extract the essential features from textual
data, such as product reviews, tweets, or news, enabling label prediction and subsequent
classification.

Further examination of the effects of other well-established text embedding techniques,
such as Doc2Vec or BERT Word Embeddings, can be carried out. Future work will be
oriented towards exploring other areas with significant potential for exploration involving
the comparative analysis of emerging clustering techniques, like spectral clustering or
affinity propagation. Furthermore, we are actively exploring cost-effective precleaning
and preprocessing methods, which are crucial for multiple reasons, including reducing
noise, ensuring consistency, optimizing dimensionality reduction, improving similarity
measurements, and ultimately enhancing the quality and efficiency of text clustering. These
efforts are essential to ensure the clustering process is founded on pertinent, uniform, and
meaningful text content, resulting in more precise and easily interpretable clusters.
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