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Abstract: Notable progress was achieved by recent technologies. As the main goal of technology
is to make daily life easier, we will investigate the development of an intelligent system for the
assistance of impaired people in their navigation. For visually impaired people, navigating is a very
complex task that requires assistance. To reduce the complexity of this task, it is preferred to provide
information that allows the understanding of surrounding spaces. Particularly, recognizing indoor
scenes such as a room, supermarket, or office provides a valuable guide to the visually impaired
person to understand the surrounding environment. In this paper, we proposed an indoor scene
recognition system based on recent deep learning techniques. Vision transformer (ViT) is a recent
deep learning technique that has achieved high performance on image classification. So, it was
deployed for indoor scene recognition. To achieve better performance and to reduce the computation
complexity, we proposed dual multiscale attention to collect features at different scales for better
representation. The main idea was to process small patches and large patches separately and a fusion
technique was proposed to combine the features. The proposed fusion technique requires linear time
for memory and computation compared to existing techniques that require quadratic time. To prove
the efficiency of the proposed technique, extensive experiments were performed on a public dataset
which is the MIT67 dataset. The achieved results demonstrated the superiority of the proposed
technique compared to the state-of-the-art. Further, the proposed indoor scene recognition system is
suitable for implementation on mobile devices with fewer parameters and FLOPs.

Keywords: visually impaired; navigation assistance; vision transformer; dual multiscale attention

MSC: 68T45; 68T07

1. Introduction

Visually impaired people are part of society and they struggle in performing regular
daily activities that require navigating. Navigation is the main activity for humans which
essentially requires vision to move easier and safer. Navigating in familiar spaces can be
easy, however, in unfamiliar spaces, it is difficult to move from one point to another safely.
According to the World Health Organization, the number of visually impaired people
will increase to more than 2.2 billion [1]. This huge number of persons require personal
assistance which cannot be provided by humans due to many reasons such as the limited
number of assistants, the privacy of the visually impaired, and efficacity. Using a virtual
assistant can be a reliable solution to this problem. Artificial intelligence [2] has been widely
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deployed in many fields over the past years, especially those related to the assistance of
visually impaired people [3].

The navigation scene for a visually impaired person is very important for space
understanding and adaptation. Indoor scene understanding helps the visually impaired
person familiarize themselves with the space and to navigate easier. By knowing the type
of indoor space such as a bathroom, bedroom, or supermarket, a visually impaired person
does not need to ask for human help to know where he is and it is easier to reach his
destination with more confidence while getting his privacy. Indoor scene recognition can
be performed based on processing visual data. Artificial intelligence can be a great solution
to solve the problem of indoor scene recognition.

Recent advances in image processing techniques proved that many difficult problems
can be solved. Deep learning techniques [4] have been successfully deployed for solving
computer vision tasks. The power of deep learning techniques for computer vision tasks
comes from the use of the convolutional neural network that is inspired by the biological
brain with a high learning capacity and great generalization power. However, indoor scenes
represent a wide inter- and intraclass variation. In effect, images belonging to the same
scene class have a large variability, and images for different scene classes represent a large
similarity. Those challenges, in addition to others such as illumination, deformation, and
orientation make the scene recognition task challenging and require powerful techniques
to achieve the desired performance.

The recent transformers [5] have boosted the performance of many applications to
a higher level. Transformers present high sequence-to-sequence modeling capacities de-
signed originally for natural language processing (NLP) tasks. Its high performance in NLP
attracted the attention of the computer vision community to evaluate its impact on image
processing applications. Those applications have been widely dominated by convolutional
neural networks (CNN) [6]. Previous applications such as object detection [7], pedestrian
detection [8], traffic sign recognition [9], and traffic light detection [10] have been success-
fully solved using CNN models such as faster RCNN [11], you only look once (YOLO) [12],
and single shot multibox detection (SSD) [13]. However, many efforts have been presented
to show the power of transformers in vision tasks. Most recent works [14,15] focus on the
combination of CNN and transformers to solve vision tasks. Subsequently, those works
achieved promising results, though they require more computation compared to pure
transformers. Vision transformers (ViT) were the first pure transformers that used image
processing based on embedding sequences of image patches as input. It was the first
convolution-free model used for image classification that achieved comparable results to
the convolution models. However, training ViT requires a large-scale dataset to achieve
high performance. Some works [16], proved that model regulation and data augmentation
techniques can be a solution to train ViT with fewer data and achieve high performances.
Based on those techniques, more works [17,18] have been proposed to enhance the efficiency
of ViT for image classification tasks.

Following the same target of building a powerful ViT, we proposed a dual multiscale
attention mechanism. In CNN models, it was proved that multiscale models can achieve
better performances. Motivated by this attempt, deploying multiscale architecture to ViT
was investigated to validate its efficiency. The main idea of dual multiscale attention is to
combine image patches from different scales to extract reliable features. The proposed ViT
process separates embedding from small and large image patches then multiple fusion was
applied to combine features from different branches. For this purpose, we proposed four
fusion methods to investigate their impact on the performances. The fusion was performed
by creating an agent using a nonpatch token for each branch, then features are exchanged
by a cross-attention mechanism. This method allows the generation of an attention map
in linear time instead of quadratic time. To handle computation complexity, architectural
adjustment was applied.

The proposed ViT was applied for indoor scene recognition. A public dataset was
used for the training and evaluation of the proposed ViT. The Massachusetts Institute of
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Technology (MIT) dataset [19] was used. It consists of 15,620 images from 67 categories.
The dataset was designed for indoor scene recognition due to its challenging conditions.

The main contribution of this work is the following:

• We proposed an indoor scene recognition for the assistance of visually impaired people
in their navigation;

• We proposed dual multiscale attention for ViT that extracts features at multiscales
with a dual branch by processing large and small image patches;

• We proposed an effective fusion method to combine the extracted features through
cross attention that reduces computations and memory occupation by processing data
in linear time instead of quadratic time;

• Evaluating the proposed ViT on two different scene recognition datasets and high
performances were achieved which demonstrates the efficiency of the proposed ap-
proach.

The remainder of this paper is structured as follows. Section two is reserved for
investigating related works. In section three, we presented and detailed the proposed
approach. Experimental results were provided and discussed in section four. In section
five, we provide conclusions and future works.

2. Related Works

This work is related to two main research directions: ViT enhancement for image
processing tasks and indoor scene recognition. Before the devolvement of transformers,
attention modules have been widely deployed in CNN models to boost performance. In
addition, the multiscale scheme was key to achieving more performance using the CNN
models.

ViT enhancement—ViT was the first model based on transformers used for image
recognition with high performance that outperformed CNN models. Since its first use,
many techniques were proposed to achieve more performance.

A pyramid structure was proposed by Wang et al. [18] to extract features at different
levels. The proposed structure was designed to overcome the challenges preventing the use
of transformers for complex tasks such as object detection and instance segmentation. The
proposed pyramid ViT introduced the use of a progressive shrinking pyramid to reduce
computation complexity presented by ViT in addition to being trained on image-dense
partitions. Furthermore, it combines the advantages of transformers and CNN models by
learning multiscale and high-resolution feature maps.

As ViT requires a large-scale dataset for training, distillation for data was proposed
in [20]. The main idea was to design a teacher-student strategy for transformers. This
strategy is based on token distillation to make the student learn from the teacher through
attention. Two kinds of distillation were proposed, namely soft distillation and hard-label
distillation. Soft distillation aims to reduce the Kullback-Leibler divergence between the
teacher output and student output. The hard-label distillation was designed to consider
the prediction of the teacher as a true label for the student instead of using the annotation
label for the student. This proposal has been proven to be better than traditional training
for transformers.

Improved self attention [21] was proposed to learn abstract representation instead of
all-to-all representation in regular self-attention. Regular transformers map N input to N
output which requires quadratic time complexity and memory consumption. Centroid
attention was proposed to map N inputs to M outputs while M < N. This proposal allows for
the summarizing of the information in fewer outputs and smaller memory. The proposed
centroid attention amortizes the gradient descent update of a clustering loss function which
demonstrates a fundamental link between attention and clustering. The compression of
the input into centroids allows the extraction of relevant features for the prediction and
minimizes the computation complexity.

Jaegle et al. [22] proposed asymmetric attention in order to iteratively distill inputs
into a tight latent bottleneck. The proposed attention allows the processing of very large
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inputs. The proposed perceiver was built based on transformers, though different from
ViT. The perceiver combines a cross-attention module and a transformer module. The
cross-attention module maps a combination of a latent array and byte array to a latent array
while the transformer maps a latent array to a latent array. The size of the byte array is very
large which can be decided based on the size of the input while the size of the latent array
is very small and considered a hyperparameter to be searched.

A layer-wise token-to-token transformation was proposed in the T2T-ViT model [17]
to encode the important local structure for each token instead of the naive tokenization
proposed in ViT. It was noticed that the ViT model achieves low performance compared to
CNN models in the case of training from scratch on small datasets. The main problem is
related to two issues. First, naive tokenization was not able to extract local features such as
edges and lines at neighboring pixels. Second, the design of the ViT backbone limits the
richness of features under limited computation resources and limited training samples. To
handle the mentioned issues, tokens were aggregated recursively to model neighborhood
tokens which allowed for the extraction of tokens surrounding structure and reduced token
length. Also, a deep-narrow backbone was designed to reduce computation overhead. The
proposed enhancement reduced the number of parameters and FLOPs by half compared to
the original ViT with an improvement of 3% in accuracy.

Indoor scene recognition—it is a very active research field due to its important appli-
cations such as robotic navigation and visually impaired navigation assistance. So, many
works have been proposed to achieve good performance.

An indoor scene recognition was proposed in [23] for the assistance of visually im-
paired people in their navigation. The proposed approach was based on a CNN model
with transfer learning techniques. The efficientNet model [24] was used to guarantee
lightweight implementation on mobile devices. The efficientNet model proposed to scale
network parameters to achieve a balance between accuracy and computation complex-
ity. The proposed model was evaluated on two different datasets and good results were
achieved. However, the achieved results were not enough to be implemented in real-world
applications.

Miao et al. [25] proposed an indoor scene recognition system for the robot. The
proposed approach relied on detecting objects, analyzing them, and then predicting the
scene. In effect, a segmentation network was used to extract object features and learn the
connection between the scene and a set of existing objects using a feature aggregation
module. Next, the relation between the detected objects and the scene is estimated based
on an object attention module and a global attention module. The proposed approach
demonstrated its efficiency in estimating scenes based on object relation. However, the
proposed approach was computationally extensive which prevents its implementation on
embedded devices for robotic use.

A multimodal deep learning-based approach [26] was proposed for indoor scene
recognition. The proposed approach aims to the fusion of many learning modalities such
as speech and visual features to identify scenes in videos. Exploring data modalities such
as audio, visual, and semantic features can be the key to the classification of indoor scenes
in videos. The learning model was composed of the CNN model and two recurrent neural
network (RNN) models based on the combination of a long short terms memory (LSTM)
network and a convolutional LSTM network. The first RNN model consists of a joint fusion
and the second one consists of a late fusion. To train the proposed approach, a dataset
was collected from social media with a total of 3788 videos combined with a YouTube-8M
dataset that contains 900 videos for 9 indoor scene classes. The achieved results were
promising, however, the complexity and the high computation consumption prevent the
use of the proposed method for real applications such as robotics.

3. Proposed Approach

In this work, we proposed a scene recognition for visually impaired people’s naviga-
tion assistance based on a vision transformer with dual multiscale attention. The proposed
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method was developed based on ViT. So, we started by presenting the background of the
ViT model. Then the proposed model is described in detail.

3.1. Vision Transformer

Vision Transformer (ViT) is a model used for image recognition tasks based on the
transformer which is designed for NLP tasks based on sequence-to-sequence transforma-
tion. Its main concept is to split the input image into a sequence of patch tokens. The size
of the patch is predefined and then each patch is linearly projected into tokens. The class
of each image is added as an additional token to the sequence. The self attention in the
transformer encoder does not consider position order and vision tasks require position
information for precise prediction. So, ViT proposed a position embedding mechanism
for each token considering the class token. Figure 1 presents an illustration of ViT with
position embedding. After that, all tokens are fed into the transformer encoder and at the
final stage, the class token is used for the classification. The transformer encoder is built
based on stacked blocks composed of multiheaded self attention (MSA) and multilayer
perceptron (MLP). The multilayer perceptron is composed of linear layers with one GELU
nonlinear layer after the first linear layer and the hidden layers are expanded with a ratio, r.
A residual connection is applied after each block and a layer normalization (LN) is applied
before each block. Considering x0 as an input of ViT, the output of the kth block (yk) can
be computed as Equation (1).

x0 = [xcls

∣∣∣∣∣∣xpatch

]
+ xpos

yk = xk−1 + MSA (LN(xk−1))
xk = xk + MLP (LN(yk))

(1)

where xcls is the class token, xpatch is the patch token, and xpos is the position embedding.
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Figure 1. ViT model with position embedding. Figure 1. ViT model with position embedding.

It is very important to mention the difference between ViT and CNN models consider-
ing the class token. CNN models generate the final embedding through features averaging
over all spatial locations while the class is used to interact with the patch token for each
transformer encoder to generate the final embedding in ViT. Considering this motivation,
the class token was used as an agent to summarize patch tokens from all scales. Thus, we
proposed dual multiscale attention based on the class token.
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3.2. Proposed Dual Multiscale Attention ViT

The size of the patch directly affects the accuracy and the computation complexity.
Smaller patch sizes result in better accuracy but require more FLOPs and memory. For
example, using a patch size of 16 achieved higher accuracy compared to a patch size of
32 with a margin of 6%. However, using a patch size of 16 instead of 32 results in an
increase of four times in computation complexity. Motivated by this fact, the proposed
approach takes advantage of small-size patches while finding a good trade off between
computation complexity and accuracy. First, we proposed a dual-branch scheme where
different scales are used for each branch. Second, we proposed an effective fusion technique
to fuse information from different branches. The proposed dual multiscale attention
consists of two branches where the L-branch uses a large token size and more transformer
encoders compared to the other branch and the S-branch uses a small token size and fewer
transformer encoders. Wider embedding dimensions were associated with the L-branch
and smaller ones for the S-branch. The two branches are fused L times at the next stage
and the class token from the two branches is fused at the end for prediction. Figure 2
presents the proposed dual multiscale attention ViT. Furthermore, as in the original ViT, we
deployed a learnable position embedding before the multiscale structure for each token in
two branches.
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To learn from multiscale features, it is important to use an effective fusion technique.
As many techniques can be applied for feature fusion, we proposed four different fusion
techniques. Figure 3 presents the proposed fusion techniques where there are three simple
techniques and the proposed cross-attention fusion technique.
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3.3. Proposed Fusion Techniques

Considering an input sequence xi including patch and class tokens for both branches,
the large branch and the small branch, xi

cls is the class token, and xi
patch is the patch token.

Four different fusion techniques have been proposed for feature fusion from multiscale
levels.

Concatenation fusion—a simple fusion technique based on the concatenation of all
tokens from the large and small tokens. This technique does not consider the property
of each branch. The extracted features are fused by a self-attention module. Thus, this
fusion technique requires quadratic time. The output zi of the concatenation fusion can be
computed as Equation (2).

y = [ f l
(

xl
)∣∣∣∣∣∣ f s(xs)]

o = y + MSA (LN(y)
o = [ol

∣∣∣∣∣∣ os]

zi = gi(oi)
(2)

where f i is the projection function of the input patches and gi is the back-projection function
used to align features dimension.

Class fusion—the class token is deployed for prediction through the final embedding.
This allows for considering it as abstract global features for each branch. So, this fusion
technique is based on the sum of class tokens of both branches. This fusion is very effective
and efficient since it requires one token from each branch to be performed. After fusing the
class tokens, the information will be returned to patch tokens in the transformer encoder.
The output zi of the class fusion technique can be computed as Equation (3).

zi = [gi(∑j∈{l, s} f j(xj
cls))||x

j
patch] (3)

Token pair fusion—this fusion technique fuses tokens by pair from both branches. The
spatial location was used for the fusion of tokens by combining them by pair. However,
patch size and the number of patches are different in the two branches. So, an interpolation
function was applied to align the spatial size before the fusion. Then, a pair of tokens,
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including class tokens, are fused. The output of token pair fusion can be computed as
Equation (4).

zi = [gi(∑j∈{l, s} f j(xj
cls))||g

i
(
∑j∈{l, s} f j

(
xj

patch

))
] (4)

Cross-attention fusion—the main idea of this fusion technique is to use the class token
of one branch in the other branch. So, the class token of the small branch will be used
with the large branches and the class branch of the large branch will be used with the
small branch. The class token was used as an agent for information exchange between
branches. Passing the class token to the other branch will ensure including information at
different scales. After fusion with the other branch, the class token will be projected back to
its own branch in the next transformer encoder. At this end, it will transmit the learned
information from one branch to the other. This fusion technique will enrich the features of
the patch token in both branches. Figure 4 presents the cross-attention fusion. For a given
branch, the cross-attention fusion starts by collecting patch tokens from the other branch
and concatenating them with the class token. This procedure for the large branch can be
computed as Equation (5).

x′l = f l
(

xl
cls

)∣∣∣∣∣∣xl
patch (5)

where f l is the projection function for dimension alignment. After this step, the cross
attention is performed between x′l and xl

cls. The only query is the class token since patch
tokens’ information are fused into the class token. The cross-attention fusion can be
computed as Equation (6).

b = x′lclswb, k = x′lwk, v = x′lwv

A = so f tmax

(
bkT√

C
h

)
CA
(

x′l
)
= A× v

(6)

where wb, wk, wv ∈ RC×( C
h ) are hyperparameters to be learned. C is the dimension of the

embedding and h is the number of heads. Since the only query in cross-attention fusion is
the class token, the memory consumption and computation complexity are linear instead
of quadratic in other fusion techniques. This fusion technique is more efficient in terms of
computation. Furthermore, following the regular self attention, mutiheads were deployed
in the cross attention. However, we eliminated the MLP for memory efficiency. Considering
the large branch, the output of the cross-attention fusion can be computed as Equation (7).

yl
cls = f l

(
xl

cls

)
+ MCA(LN

([
f l
(

xl
cls

)
||xl

patch

]))
zl = [gl

(
yl

cls

)∣∣∣∣∣∣xl
patch]

(7)

In the next section, we will demonstrate the superiority of cross-attention fusion
compared to other fusion techniques empirically. Also, we present the achieved results and
discuss the efficiency of the proposed dual multiscale attention for scene recognition.
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4. Experiment and Results

In this section, we will present our experimental environments by detailing the avail-
able computation resources and the datasets used for the evaluation of the proposed
approach. Next, we will discuss the achieved results after extensive experiments. Then, a
comparative study will be presented to prove the performance of the proposed approach.
We finish with an ablation study to evaluate the impact of each fusion technique and the
effect of different configurations.

4.1. Experimental Environments

The proposed dual multiscale attention ViT was evaluated on a desktop powered
with an intel i7 processor and Nvidia GTX 960 GPU. The performance of the proposed
model was validated using the MIT67 dataset for indoor scene recognition [19]. The MIT67
dataset consists of 15,620 images from 67 categories. The dataset was designed for indoor
scene recognition due to its challenging conditions. Samples from the dataset are presented
in Figure 5. Since ViT requires a large-scale dataset for training, we started by training
the proposed model on the imageNet21K dataset [27] and then use a pretrained model as
initialization for training on the indoor scene dataset. Existing works proved that ViT-based
models can be trained with a smaller dataset by applying a set of data augmentation
techniques. The mixup [28], cutmix [29], rand augmentation [30], and random erasing [31]
were applied as data augmentation techniques.
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The proposed model was trained for 300 epochs and the batch size was fixed to eight.
The learning rate was fixed at 0.004 and the weight decay was 0.05. Also, we applied a
cosine linear-rate scheduler with a linear warm up. The input image resolution was resized
to 224 × 224 and varied for comparison purposes. For adjusting the size of the position
embedding, a bicubic interpolation was used.

The configuration of the proposed dual multiscale is presented in Table 1. Many
configurations were evaluated to achieve the best performances. Thus, we varied the
expansion ratio of the MLP, the dimension, and the depth of the embeddings. It was
proved in the original ViT that generating the patch token using a CNN model can enhance
the performance. Motivated by this, we proposed to generate the patch token using
three convolution layers. For all evaluated models, the number of multiscale transformer
encoders K was fixed to three, the number of transformer encoders in large branch N was
fixed to one, and the number of cross-attention fusion module L was fixed to one.

Table 1. Configuration of the proposed dual multiscale attention (DMS) ViT.

Model Patch
Patch Size Input Resolution

Heads M r
Large Small Large Small

DMS-ViT1 Linear 16 12 256 128 4 3 3

DMS-ViT2 Linear 16 12 384 192 6 5 3

DMS-ViT3 Linear 16 12 448 224 7 6 3

DMS-ViT1 * 3 convolutions 16 12 256 128 4 3 3

DMS-ViT2 * 3 convolutions 16 12 384 192 6 5 3

DMS-ViT3 * 3 convolutions 16 12 448 224 7 6 3

*: Patch generator based on 3 Convolution layers.
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4.2. Results

The evaluation of the proposed models has proved their superiority. The accuracy per
class of the DMS-ViT3 * is presented in Table 2. Interestingly, the proposed model shows a
high accuracy for almost all classes except for some classes.

Table 2. Achieved accuracies for each class of the MIT67 dataset.

church inside Elevator Auditorium buffet classroom

98.3 97.5 97.4 98.6 99.5

greenhouse bowling cloister concert hall deli

96.4 97.4 98.8 97.3 97.9

dentaloffice library inside bus closet corridor

96.7 97.6 96.8 94.6 97.3

grocerystore locker room florist studiomusic hospitalroom

94.5 97.6 98.7 98.1 98.3

nursery trainstation bathroom laundromat stairscase

94.5 98.1 99.3 96.1 97.9

garage gym tv studio videostore gameroom

92.5 96.8 96.8 93.7 97.6

pantry poolinside inside subway kitchen winecellar

97.8 96.5 96.3 94.5 96.9

fastfood restaurant restaurant kitchen clothingstore operating room Computerroom

99.8 97.7 98.9 95.3 97.6

bookstore waitingroom dining room bakery livingroom

95.8 95.3 97.6 98.4 96.3

movietheater bedroom toystore Casino airport inside

96.7 97.7 98.4 98.2 97.3

artstudio lobby hairsalon subway warehouse

96.3 98.8 96.1 97.3 97.4

meeting room children room shoeshop kindergarden restaurant

97.3 98.3 95.4 97.5 96.8

museum Bar jewelleryshop laboratorywet mall

98.3 97.7 95.7 97.5 97.6

office prison cell

95.1 97.2

The DeiT is a very powerful transformer-based model, so we consider it a comparison
baseline model. The model was reproduced using our experimental environment. Table 3
presents the achieved results on the MIT67 dataset and a comparison against the DeiT
models. The presented results demonstrate that the proposed DMS-ViT outperforms the
DeiT model by a large margin in terms of accuracy while being computationally efficient.
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Table 3. Comparison against the DeiT model on the MIT67 dataset.

Model Top-1 Accuracy (%) FLOPs (G) Speed (FPS) Parameters (M)

DeiT-Ti 89.2 1.3 45 5.7

DMS-ViT1 92.4 1.8 36 8.6

DMS-ViT1 * 93.1 2 34 8.8

DeiT-S 90.8 4.6 26 22.1

DMS-ViT2 93.5 5.8 23 27.4

DMS-ViT2 * 94.3 6.1 21 28.2

DeiT-B 94.6 17.6 15 68.6

DMS-ViT3 96.1 9.1 12 43.3

DMS-ViT3 * 96.8 9.5 11 44.2
*: Patch generator based on 3 Convolution layers.

Based on the achieved results, the DMS-ViT outperforms the DeiT model while using
the same configuration. This proved the effectiveness of the proposed cross-attention fusion
and the dual branch input for learning multiscale features from the input image. For large
models, the DMS-ViT outperforms the baseline by 1.6% when using a linear projection
and by 2.2% when using a convolutional projection of patch tokens while getting fewer
parameters and GFLOPs. Surprisingly, generating patch tokens using convolution layers
boosted the performance by 0.7% for DMS-ViT3 and by 1.2 for DMS-ViT1. It was noticed
that the effectiveness of the convolution generator becomes weaker when the number
of transformers encoder becomes higher. Despite this weakness, the model still gets an
improvement of 0.7% in accuracy.

In addition to high accuracy, computation effectiveness must be considered since we
targeted embedded implementation. The DMS-ViT1 and DMS-ViT2 have more GFLOPs
and parameters compared to the baseline, however, the DMS-ViT3 has fewer GFLOPs and
parameters compared to the DeiT model. Considering the model with the highest accuracy,
the proposed DMS-ViT3 is more efficient.

For more convenience and to demonstrate the efficiency of the proposed model,
we presented a comparative study against the state-of-the-art works for indoor scene
recognition. Table 4 presents a comparison between the proposed model and state-of-the-
art models for indoor scene recognition on the MIT67 dataset.

Table 4. Comparison against state-of-the-art models for scene recognition on the MIT67 dataset.

Model Accuracy (%) Speed (FPS) FLOPs (G) Parameters (M)

efficientNet-B0 [23] 92.35 41 0.39 5.3

DMS-ViT1 92.4 36 1.6 6.9

DMS-ViT1 * 93.1 34 1.8 8.6

efficientNet-B5 [23] 93.57 24 9.9 30

DMS-ViT2 93.5 23 2.3 12.1

DMS-ViT2 * 94.3 21 2.7 16.7

efficientNet-B7 [23] 95.6 13 9.9 66

DMS-ViT3 96.1 12 37 22.3

DMS-ViT3 * 96.8 11 5.6 26.5
*: Patch generator based on 3 Convolution layers.

To the best of our knowledge, we are the first to investigate the use of transformer-
based models for indoor scene recognition. Most computer vision applications, including
scene recognition, were dominated by CNN-based models. In this study, we presented
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a comparison against a state-of-the-art model which was efficientNet. This model was
designed for computation efficiency targeting its implementation on mobile devices. As
shown in Table 3, our models outperformed the efficientNet models in terms of accu-
racy while getting lower inference speeds. Despite achieving lower inference speed, the
proposed models are still suitable for real-time application with the advantage of higher
accuracy. The achieved results proved the efficiency of the proposed model for indoor scene
recognition. It is important to note that the DMS-ViT1 * has achieved the best trade-off
between accuracy and processing speed. Also, DMS-ViT3 * and DMS-ViT2 * present a good
trade off compared to efficientNet, which is slightly faster but less accurate. Considering
the target application, the proposed DMS-ViT1 * is the best candidate with reasonable
accuracy and high processing speed while being suitable for implementation on embedded
devices.

4.3. Ablation Study

An ablation study was performed to investigate the impact of different contributions.
First, the impact of the fusion technique was analyzed. Second, the impact of the model
configuration and the choice of hyperparameters. Finally, we investigated the impact of the
proposed dual-branch scheme.

Impact of fusion technique—it was proven that the fusion technique had a wide
impact on performance and computation. As mentioned earlier, we proposed four fusion
techniques and evaluated each one separately. The fusion techniques were evaluated on the
imageNet21K dataset for better analyses. Table 5 presents a comparison between different
fusion techniques.

Table 5. Comparison between different fusion techniques.

Fusion Top-1 Accuracy (%) FLOPs (G) Parameters (M)

None 80.2 5.3 23.7

Concatenation 80 7.6 27.5

Class fusion 80.4 5.4 24.3

Token pair 80.5 5.5 24.4

Cross attention 81.2 5.6 26.5

Among the fusion techniques, the cross-attention fusion is the best with the highest
accuracy balanced with GFLOPs and parameters. Surprisingly, the concatenation fusion
achieved the worst performance even compared to a model with no fusion in addition to a
huge increase in GFLOPs and parameters.

Impact of patch size for dual branch—to investigate the effect of patch size in the
large and small branches, we performed many experiments with different sizes such as 8
for the small branch, 16 for the large branch, 12 for the small branch, and 16 for the large
branch. The achieved results presented in Table 5 prove that the (12, 16) is better than the
(8, 16) in terms of accuracy while having fewer GFLOPs and parameters. Normally, the
(8, 16) should achieve better performance since it provides fine-grained features by the
small branch, however, it was the worst due to the large granularity difference between the
branches. The (12, 16) achieved better results due to the smooth learning of features from
both branches.

Impact of channel width and depth in the small branch—the main target of this
work was to build a transformer-based model with a lightweight size and low computation
complexity. So, we investigated the impact of the width and depth of the small branch
on the computation complexity. Extensive experiments proved that using a lightweight
small branch is more suitable. As shown in Table 5, increasing the depth and width of the
small branch increased the GFLOPs and parameters without any accuracy improvement. It
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was proven that the large branch is charged for features extraction and the small branch
provides additional features.

Impact of the number of fusion modules and the number of multiscale transformer
encoders—to speed up the fusion frequency, there were two methods that increased the
number of fusion modules (L) or increased the number of transformer encoders (K). The
latter method required reducing M to maintain the depth of the model. The reported results
in Table 6 proved that increasing the fusion frequency did not provide any enhancement in
accuracy while increasing the GFLOPs and parameters. So, using more fusion modules or
more transformer encoders had a negative impact since it increased computation complexity
without any accuracy improvements.

Table 6. Ablation study with different model configurations of the imageNet21k dataset.

Model Patch Size Resolution K N M L Top-1 Accuracy
(%)

FLOPs
(G)

Parameters
(M)

1 12 16 192 384 3 1 4 1 81 5.6 26.7

2 8 16 192 384 3 1 4 1 80.8 6.7 26.7

3 12 16 384 384 3 1 4 1 80.1 7.7 31.4

4 12 16 192 384 3 2 4 1 80.7 6.3 28.2

5 12 16 192 384 3 1 2 2 81 5.6 28.9

6 12 16 192 384 6 1 4 1 80.9 6.6 31.1

Impact of the class token exchange—we conducted many experiments to show the
importance of the class token. The proposed model was evaluated without the class token
exchange in the cross-attention fusion then it was evaluated with a class token exchange.
The first experiment without class token exchange achieved a top-one accuracy of 80% on
the imageNet21K dataset while in the second experiment, the model achieved an accuracy
of 81%. This experiment showed that the class token exchange has a positive impact on
performance due to passing summarized information from one branch to another.

5. Conclusions

Navigation assistance for visually impaired people is very important to allow them to
perform their daily activities freely and safely. Indoor scene recognition is very important
for scene understanding which facilitates navigating in a familiar space. In this work, we
proposed a scene recognition model based on transformers. A dual multiscale attention
ViT was proposed to enhance the accuracy of existing ViT for scene recognition. The
proposed model consists of extracting features from a large branch and a small branch. To
combine the extracted features effectively, a cross-attention fusion technique was proposed.
Extensive experimentation proved the efficiency of the proposed model for indoor scene
recognition compared to existing transformer-based models and state-of-the-art CNN
models for indoor scene recognition on the MIT67 dataset. The proposed DMS-ViT1 * has
achieved the best trade off between accuracy and processing speed while presenting the
possibility of implementation on mobile devices. Since this work investigated the use of
dual branch and multiscale ViT for indoor scene recognition, future work will develop
more complex applications such as object detection and instance segmentation based on
the proposed model.
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