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Abstract

:

Zero-and-one inflated count time series have only recently become the subject of more extensive interest and research. One of the possible approaches is represented by first-order, non-negative, integer-valued autoregressive processes with zero-and-one inflated innovations, abbr. ZOINAR(1) processes, introduced recently, around the year 2020 to the present. This manuscript presents a generalization of ZOINAR processes, given by introducing the zero-and-one inflated power series (ZOIPS) distributions. Thus, the obtained process, named the ZOIPS-INAR(1) process, has been investigated in terms of its basic stochastic properties (e.g., moments, correlation structure and distributional properties). To estimate the parameters of the ZOIPS-INAR(1) model, in addition to the conditional least-squares (CLS) method, a recent estimation technique based on probability-generating functions (PGFs) is discussed. The asymptotic properties of the obtained estimators are also examined, as well as their Monte Carlo simulation study. Finally, as an application of the ZOIPS-INAR(1) model, a dynamic analysis of the number of deaths from the disease COVID-19 in Serbia is considered.
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1. Introduction


Integer-valued time series modeling is a very popular research topic, with various applications (cf. [1,2,3,4,5]). One of the most popular approaches in modeling the dynamics of count data is provided by non-negative integer-valued autoregressive (INAR) time series models. This approach started from the famous work by Al-Osh and Alzaid [6], which first introduced the so-called INAR(1) process, and since then many results related to these models have been obtained (cf. [7,8,9,10,11,12,13,14,15,16,17]). One of the recently frequent problems in count data modeling is the presence of inflated zero-and-one values in the data, which can appear in various areas of human activity (e.g., the number of requests for issuing policies, breakdowns in the production process, injury in traffic accidents, etc.). To investigate this and similar problems, Saito et al. [18] and Zhang et al. [19] considered a modification (and generalization) of the traditional Poisson distribution, i.e., the so-called zero-and-one inflated Poisson (ZOIP) distribution. As an example of the application of the ZOIP distribution, the frequency of visits to the dentist in Swedish cities was considered in both mentioned manuscripts. Subsequently, Zhang et al. [20] introduced the multivariate ZOIP distribution, with applications in respect of healthcare demand data in Australia and car portfolio data in France.



Using the ZOIP distributed innovations, Qi et al. [21] introduced the first zero-and-one inflated INAR-based model, named the first-order zero-and-one INAR (ZOINAR(1)) process. Another class of ZOINAR time series, named the ZOIPLINAR process, has recently been introduced by Mohammadi et al. [22], where a Poisson–Lindley distribution of innovations inflated by zero and one is considered. Our main motivation is to introduce a more general form of the ZOINAR process, where the power series (PS) distribution with zero-and-one inflation is observed as its innovations. It should be noted that PS distributions represent a wide family of stochastic distributions, based on which many known integer-valued distributions can be obtained. In this way, the first-order zero-and-one inflated power series INAR process (abbr. ZOIPS-INAR(1) process) is proposed here, and it can be seen as a generalization of the previous ZOINAR models. The definition and the basic stochastic characteristics of this process are described in Section 2 and Section 3.



In order to estimate the parameters of INAR-based processes, various techniques have been developed. Conditional least-squares (CLS) estimation is a commonly utilized method, proposed in [23], as well as the method of conditional maximum likelihood (CML) [24]. However, in [25,26], among other methods, moment-based estimation procedures, i.e., Yule–Walker (YW) equations, are discussed. Nevertheless, to apply any of the aforementioned methods, there is usually an assumption that the estimation functions are given in a closed form and also bounded on some parameter space. As will be seen below, such conditions are not fully met in the case of our ZOIPS-INAR(1) process. Therefore, an alternative and a more contemporary approach, named the probability generating function (PGF) method, is proposed here. PGF estimation was theoretically described by Esquivel [27], first practically applied in Stojanović et al. [28], and recently examined in its general form by Stojanović et al. [29]. In order to apply the PGF method in the parameter estimation of the ZOIPS-INAR(1) process, some basic facts about this estimation method are given in Section 4. In addition, the asymptotic properties and efficiency of the PGF estimators of the ZOIPS-INAR(1) process, under some regulatory conditions, are considered here.



In Section 5, the PGF estimators for some specific ZOIPS innovations are analyzed. As typical members of the PS distributions family, but also for some practical reasons, the Poisson and geometric zero-and-one inflated distributions are considered here. For both of them, Monte Carlo simulations of PGF estimates were calculated and compared with the corresponding CLS estimates, which were taken as initial values for the PGF procedure. The asymptotic properties of both types of estimators are also examined here. The application of the ZOIPS-INAR(1) process in modeling the distribution of the number of deaths from the disease COVID-19 in the Republic of Serbia is presented in Section 6. In addition, by comparing the ZOIPS-INAR(1) model with the standard INAR(1) model, it is shown that the observed actual series has pronounced zero-and-one inflation, and that the proposed model has better efficiency and predictive accuracy. Finally, some concluding remarks are given in Section 7.




2. Structure of the ZOIPS-INAR(1) Process


In this section, similarly as in [28,29,30], we firstly introduce the independent identically distributed (IID) time series with the so-called power series (PS) distribution.



Definition 1.

The IID time series   (  ε t  )  ,   t ∈ Z   is PS-distributed if its probability mass distribution (PMF) is as follows:


    p ε   ( x ; θ )  : = P  {  ε t  = x }  =   a  ( x )    θ x    f ( θ )   ,  x ∈ S .   



(1)




Here,   S ⊆  Z +  =  0 , 1 , 2 , …    is the discrete set of values that the series   (  ε t  )   can take, and:








	(i) 

	
  a ( x ) ≥ 0   is a function defined on the set  S ;




	(ii) 

	
  θ > 0   is the (unknown) one-dimensional parameter;




	(iii) 

	
  f  ( θ )  : =  ∑  x ∈ S   a  ( x )    θ x    is the function that depends (only) on θ, and such that it is   0 < f ( θ ) < + ∞  , when   0 < θ < R  .











Equation (1) can, for particular choices of   a ( x )  ,   f ( θ )   and  θ , give some of the most well-known types of discrete distributions (see Table 1 below). Nevertheless, we assume that the condition   0 , 1 ∈ S   is fulfilled, as is usual in zero-and-one inflated distributions. Additionally, note that according to   ( i i i )  , the power series   f ( θ )   converges in fact on   ( − R , R )  . Nevertheless, the assumption   θ > 0   is common for the PMF of PS-distributed series   (  ε t  )  , and we observe the convergence of   f ( θ )   only on the positive interval   ( 0 , R )  . Moreover, in this interval, the function   f ( θ )   has positive, increasing values, as well as positive derivatives, as follows:


   f  ( n )    ( θ )  : =   d n   d  θ n      ∑  x = 0  ∞  a  ( x )    θ x   =  ∑  x = n  ∞    ∏  k = 0   n − 1    ( x − k )    a  ( x )    θ  x − n   ,  n ∈ N .  



(2)







Equality (2) can be useful for determining the moments    μ n  ( ε )   : = E  (  ε t n  )    of series   (  ε t  )  . For this purpose, we have applied a similar procedure as in Stojanović et al. [28], based on the calculation of the moment-generating function (MGF):


   M ε   ( u )  = E   e  u  ε t     =  1  f ( θ )    ∑  x ∈ S   a  ( x )     ( θ   e  u  )  x  =   f ( θ  e u  )   f ( θ )   .  











Using (2) and the properties of the MGFs, after some calculations, one obtains:


     μ n  ( ε )      = E   ε t n   =    d n  M  ( u )    d  u n     |  u = 0   =  1  f ( θ )    ∑  k = 1  n   b  n ; k      θ    e  u   k    f  ( k )    θ   e  u    |  u = 0            =  1  f ( θ )    ∑  k = 1  n   b  n ; k     θ k    f  ( k )    ( θ )  .     



(3)







In doing so, the coefficients   b  n ; k   , for each   n ∈ N  , are calculated recursively:


   b  n ; 1   = 1 ,   b  n ; k + 1   =    ( k + 1 )   n − 1    k !   −  ∑  j = 1  k    b  n ; j    ( k − j + 1 ) !   ,  k = 1 , 2 , … , n − 1 .  











Using the first two moments, obtained by Equation (3), the mathematical expectation and the variance of the random variables (RVs)   (  ε t  )   are obtained as follows:


     μ ε     : = E  [  ε t  ]  =  μ 1  ( ε )   = θ  g   ′   ( θ )        σ ε 2     : =  V a r   [  ε t  ]  =  μ 2  ( ε )   −    μ 1  ( ε )    2  =  μ ε  +  θ 2   g    ″    ( θ )  ,     



(4)




where   g  ( θ )  = log  f ( θ )   . If    D ε   ( θ )  : =  σ ε 2  −  μ ε  =  θ 2    g  ″    ( θ )    is the so-called over-dispersion index, then the series   (  ε t  )   is over-dispersed; that is,    D ε   ( θ )  > 0  , if and only if the inequality    g    ″     ( θ )  > 0   holds, for any   θ ∈ ( 0 , R )  . Hence, the convexity of   g ( θ )   indicates an overdispersion of the series   (  ε t  )  , as can be seen in Table 1. Moreover, for an arbitrary   u ∈  − 1 , 1   , we can introduce the first-order PGF of RVs   (  ε t  )   in the following way:


   Ψ ε   ( u ; θ )  : = E   u  ε t    =  1  f ( θ )    ∑  x ∈ S    a  ( x )     ( θ u )  x   =   f ( θ u )   f ( θ )   .  



(5)







The sum obtained above obviously converges on the interval   u ∈ ( 0 , R / θ )  . In addition, the expression in (5) gives the possibility of the simple calculation of first-order PGFs for PS distributions, which are also given in Table 1.



In the following, we define a zero-and-one inflated distribution for an arbitrary PS-distributed time series   (  ε t  )  .



Definition 2.

Let   (  ε t  )  ,   t ∈ Z   be the IID time series with the PS distribution, given by Equation (1). The series   (  η t  )  ,   t ∈ Z   has a zero-and-one inflated power series (ZOIPS) distribution if for some    ϕ 0  ,   ϕ 1  > 0  , such that   0 <  ϕ 0  +  ϕ 1  ≤ 1  , its PMF is given as follows:


    p η   ( x ;  λ η  )  : = P  {  η t  = x }  =       ϕ 0  +  ( 1 −  ϕ 0  −  ϕ 1  )   p ε   ( x ; θ )  ,     x = 0        ϕ 1  +  ( 1 −  ϕ 0  −  ϕ 1  )   p ε   ( x ; θ )  ,     x = 1        ( 1 −  ϕ 0  −  ϕ 1  )   p ε   ( x ; θ )  ,     x ≥ 2     ,    



(6)




where    λ η  =  ( θ ,  ϕ 0  ,  ϕ 1  )    is the vector of (unknown) parameters.





Note that the ZOIPS distribution is a mixture of three distributions:    I 0   ( x )    concentrated in zero,    I 1   ( x )    concentrated in one, and the PS distribution of the series   (  ε t  )  . Thus, the PMF of RVs   (  η t  )   can be written as


   p η   ( x ;  λ η  )  =  ϕ 0   I 0   ( x )  +  ϕ 1   I 1   ( x )  +  ϕ 2   p ε   ( x ; θ )  ,  



(7)




where we set    ϕ 2  = 1 −  ϕ 0  −  ϕ 1  ∈  [ 0 , 1 )  ,   or equivalently,    ϕ 0  +  ϕ 1  +  ϕ 2  = 1  . It is obvious that when    ϕ 0  =  ϕ 1  = 0  , the ZOIPS distribution is reduced to the previous PS distribution. For these reasons, we assume that    ϕ 0  > 0   and    ϕ 1  > 0  , so that these coefficients represent, respectively, the additional proportions of zeros and ones compared to those allowed by the PS distribution of the series   (  ε t  )  . Using the previous facts, and similar to Qi et al. [21], for the n-th moments    μ n  ( η )   : = E  [  η t n  ]    of series   (  η t  )   one obtains:


   μ n  ( η )   = E   η t n   =  ϕ 1  +  ϕ 2   μ  n   ( ε )   .  



(8)







According to (4) and (8), the mean and variance of the series   (  η t  )   are, respectively,


     μ η     : = E  [  η t  ]  =  ϕ 1  +  ϕ 2   μ ε  =  ϕ 1  +  ϕ 2   θ  g   ′   ( θ )        σ η 2     : =  V a r   [  η t  ]  =  μ 2  ( η )   −  μ η 2  =  ϕ 1  +  ϕ 2    μ 2  ( ε )   −  μ η 2  =  ϕ 1  +  ϕ 2    μ ε 2  +  σ ε 2   −  μ η 2            =  μ η  −  μ η 2  +  ϕ 2    μ ε 2  +  θ 2   g    ″    ( θ )   =  μ η  −  μ η 2  +  ϕ 2    θ 2      g ′   ( θ )   2  + g    ″    ( θ )   .     



(9)







Using Equations (4) and (9), similarly as with the PS series   (  ε t  )  , one can obtain the necessary and sufficient conditions for the over-dispersion of the ZOIPS series   (  η t  )  . According to


   D η   (  λ η  )  : =  σ η 2  −  μ η  =  ϕ 2     μ ε 2  +  σ ε 2  −  μ ε   −    ϕ 1  +  ϕ 2    μ ε   2  ,  








the series   (  η t  )   will be over-dispersed if and only if    ϕ 2   (  μ ε 2  +  D ε   ( θ )  )  >   (  ϕ 1  +  ϕ 2    μ ε  )  2  .   This condition is more flexible than the “ordinary“ over-dispersion of the series   (  ε t  )  . For instance, if   (  ε t  )   is equally-dispersed, i.e.,    D ε   ( θ )  = 0   holds, the inequality    D η   (  λ η  )  > 0   is fulfilled when    μ ε  >  ϕ 1  /     ϕ 2   −  ϕ 2    .   Then, the ZOIPS series   (  η t  )   will be overdispersed, which is the same result as for the Poisson ZOINAR process introduced in Qi et al. [21].



Finally, using Equations (1), (5) and (6), the first-order PGF of the RVs   (  η t  )   can be easily obtained. After some simple computations, for an arbitrary   u ∈  − 1 , 1   , it follows that:


      Ψ η   ( u ;  λ η  )      : = E   u  η t    =  ∑  k = 0  ∞   u k    p η   ( k ;  λ η  )  =  ϕ 0  +  ϕ 1  u +  ϕ 2   ∑  k = 0  ∞   u k    p ε   ( k ; θ )           =  ϕ 0  +  ϕ 1  u +  ϕ 2    f ( θ u )   f ( θ )   .     



(10)







Assuming that the aforementioned notations are valid, we now introduce the INAR-based time series with the ZOIPS-distributed innovations   (  η t  )  .



Definition 3.

The time series   (  X t  )  ,   t ∈ Z  , represents an INAR(1) process with ZOIPS innovations or, simply, a ZOIPS-INAR(1) process, if it fulfills the recurrence relation:


    X t  = α ∘  X  t − 1   +  η t  .   



(11)




Here,   (  η t  )   is the ZOIPS-distributed time series with the PMF given by (6),   α ∈ ( 0 , 1 )   is an unknown parameter, and


   α ∘ X : =  ∑  j = 1  X   B j   ( α )    



(12)




is the binomial thinning operator. More precisely, for an arbitrary non-negative integer-valued RV X, the RVs    B j  =  B j   ( α )    have Bernoulli’s distribution   P  {  B j  = 1 }  = 1 − P  {  B j  = 0 }  = α  . In addition, RVs   B j   are mutually independent (and also independent of X).





As an illustration, Figure 1 shows the realizations of the ZOIPS series and ZOIPS-INAR(1) process, where a Poisson distribution with the parameter   θ = 5   is taken as the PS distribution. As can be easily seen, although the value of the parameter  θ  is significantly greater than zero (and one), both time series have emphasized zero-and-one inflation.




3. Stochastic Properties of the ZOIPS-INAR Process


Based on the mentioned properties of the ZOIPS series   (  η t  )  , some special properties of the ZOIPS-INAR(1) process can be shown. First, we compute the k-step conditional measures of   X  t + k    on   X t  . Using some well-known properties of binomial thinning (cf. [31,32]) and Equation (11), for the first-step conditional mean one obtains:


  E   X  t + 1     |    X t   = α  X t  +  μ η  = α  X t  +  ϕ 1  +  ϕ 2   θ  g   ′   ( θ )  ,  








and for the conditional variance:


      V a r    X  t + 1     |    X t       = α  ( 1 − α )   X t  +  σ η 2         = α  ( 1 − α )   X t  +  μ η  −  μ η 2  +  ϕ 2    θ 2      g ′   ( θ )   2  + g    ″    ( θ )   .     











In the general case, by the method of induction and after some computation, conditional measures of the k-degree can be computed for each   k ∈ N  . Hence, it follows that:



Theorem 1.

Let   (  X t  )   be a ZOIPS-INAR(1) process defined by Equation (11). Then, for each   k = 1 , 2 , …   the k-step conditional mean and variance for the series   (  X t  )   are, respectively,


      E   X  t + k     |    X t       =  α k   X t  +   1 −  α k    1 − α     μ η  ,        Var    X  t + k     |    X t       =  α k   ( 1 −  α k  )    X t  +    ( 1 −  α k  )   ( α −  α k  )    1 −  α 2     μ η  +   1 −  α  2 k     1 −  α 2     σ η 2  ,      



(13)




and the autocorrelation function (ACF) at lag k is   ρ  ( k )  =  α k   .





According to Equalities (13), when   k → ∞  , the unconditional mean and the variance of RVs   (  X t  )   can be obtained as follows:


     μ X     : =     E  [  X t  ]  =  lim  k → ∞   E   X  t + k     |    X t   =   μ η   1 − α   =    ϕ 1  +  ϕ 2   θ  g   ′   ( θ )    1 − α   ,       σ X 2     : =      V a r   [  X t  ]  =  lim  k → ∞    V a r    X  t + k     |    X t   =   α   μ η  +  σ η 2    1 −  α 2          =     μ X  +    ϕ 2    μ ε 2  +  σ ε 2  −  μ ε   −  μ η 2    1 −  α 2    .     











Remark 1.

It can easily be seen that differences    D X   ( θ )  : =  σ X 2  −  μ X    and    D η   ( θ )  =  σ η 2  −  μ η    justify equality    D X   ( θ )  =  D η   ( θ )  /  ( 1 −  α 2  )  .   Thus, similarly to other INAR processes, the series   (  X t  )   and   (  η t  )   have the equivalent over-dispersed properties, i.e., they are both at the same time over-, equal- or under-dispersed.





In the following, we examine some characteristics of the distribution of the ZOIPS-INAR(1) process. First of all, we conduct an integer-valued moving average (INMA) representation of infinite order for the series   (  X t  )  .



Theorem 2.

Let us assume that PS series   (  ε t  )  , defined by Equation (1), has finite moments up to the order two, uniformly bounded for any   θ ∈ ( 0 , R )  . Then, for any   α ∈ ( 0 , 1 )  , ZOIPS-INAR(1) series   (  X t  )  , defined by Equation (11), has an INMA  ( ∞ )   representation:


    X t   = d   ∑  k = 0  ∞   α k  ∘  η  t − k   .   



(14)




In addition, the sum in (14) converges in mean-square sense and almost surely.





Proof. 

Using the assumptions of the theorem, one can find a constant   C > 0   such that


  0 <  μ ε   ( θ )  ≤ C < + ∞ ,  ∀ θ ∈  ( 0 , R )  .  








According to this, it follows that:


   ∑  k = 1  ∞  P  {  ε t  ≥ k }  =  ∑  k = 1  ∞  k P   ε t  = k  =  μ ε   ( θ )  ≤ C < + ∞ ,  








and using the definition of the ZOIPS series   (  η t  )  , given by Equation (6), one obtains:


   ∑  k = 1  ∞  P  {  η t  ≥ k }  =  ϕ 1  +  ϕ 2   ∑  k = 1  ∞  P  {  ε t  ≥ k }  =  ϕ 1  +  ϕ 2    μ ε   ( θ )  ≤  ϕ 1  +  ϕ 2   C < + ∞ .  








Hence, the above sum converges uniformly on   θ ∈ ( 0 , R )  . Further, the sequence   1 / k  ,   k = 1 , 2 , …   is monotone and bounded, so Abel’s convergence criterion for infinite sums gives


   ∑  k = 1  ∞   1 k  P  {  η t  ≥ k }  =  ϕ 1  +  ϕ 2   ∑  k = 1  ∞   1 k  P  {  ε t  ≥ k }  < + ∞ ,  



(15)




where the convergence above is uniformly on   θ ∈ ( 0 , R )  . According to Theorem 2.1 in Alzaid and Al-Osh [33], condition (15) is sufficient for the equality


   Ψ X   ( u ; λ )  =  ∏  k = 0  ∞   Ψ η   1 +  α k   ( u − 1 )  ;  λ η   .  



(16)




Here,    Ψ η   ( u ;  λ η  )  : = E  [  u  η t   ]    and    Ψ X   ( u ; λ )  : = E  [  u  X t   ]    are, respectively, the PGFs of ZOIPS series   (  η t  )   and ZOIPS-INAR(1) process   (  X t  )  , and   λ : =   ( θ , α ,  ϕ 0  ,  ϕ 1  )  ′    is the vector of (unknown) parameters. Moreover, at least on   u ∈ [ − 1 , 1 ]  , the product above converges absolutely. Hence, according to the one-to-one correspondence between the PMFs and PGFs of discrete RVs, it follows that the INMA  ( ∞ )   representation in (14) is equivalent to (16).



To prove the second part of the theorem, note that, using Equation (11), for any   n ∈ N   it holds that:


   X t   = d   α n  ∘  X  t − n   +  ∑  j = 0   n − 1    α j  ∘  η  t − j   .  



(17)




According to this, as well as the well-known properties of the binomial thinning operator [31,32], it follows that:


  E    X t  −  ∑  j = 0   n − 1    α j  ∘  η  t − j    2  =  E    α n  ∘  X  t − n    2  =   α  2 n   E  [  X  t − n  2  ]  +  α n   ( 1 −  α n  )  E  [  X  t − n   ]  ⟶ 0 ,  n → ∞ .  








Therefore, the mean-square convergence of the sum in (14) is valid.



To prove the almost certain convergence in (14), we define the event


  A : =   lim  n → ∞    ∑  j = 0   n − 1    α j  ∘  η  t − j   =  X t   .  








According to (17) and the definition of the limit value of real functions, we can write the event A as


  A : =   lim  n → ∞    α n  ∘  X  t − n   = 0  =  ⋂  δ > 0     ⋃  k = 1  ∞   ⋂  n = k  ∞   0 ≤  α n  ∘  X  t − n   < δ  =  ⋃  k = 1  ∞   A k  ,  








where     A k  : =  ⋂  n = k  ∞    α n  ∘  X  t − n   = 0  .    Again using (17), for each (fixed)   k = 1 , 2 , …  , and   m = 1 , 2 , …  , one obtains:


   α k  ∘  X  t − k    = d   α  m + k   ∘  X  t − m − k   +  ∑  n = k   m + k − 1    α n  ∘  η  t − n   ,  








where the expression on the right is the sum of the uncorrelated RVs. Thus, applying the continuity of probability and the definition of the thinning operator (12), for events   A k   we have:


     P (  A k  )     =  lim  m → ∞    P   α  m + k   ∘  X  t − m − k   = 0  ×  ∏  n = k   m + k − 1   P   α n  ∘  η  t − n   = 0            =  lim  m → ∞     ∑  j = 0  ∞    1 −  α  m + k    j  P   X  t − m − k   = j   ×  lim  m → ∞    ∏  n = k   m + k − 1     ∑  j = 0  ∞    1 −  α n   j  P   η  t − n   = j            =  lim  m → ∞    Ψ X   ( 1 −  α  m + k   ; λ )  ×  lim  m → ∞    ∏  n = k   m + k − 1    Ψ η   ( 1 −  α n  ;  λ η  )           =  Ψ X   ( 1 ; λ )  ×  ∏  n = k  ∞   Ψ η   ( 1 −  α n  ;  λ η  )           =  ∏  n = k  ∞   Ψ η   ( 1 −  α n  ;  λ η  )  .     








By re-applying the continuity property of the probability, as well as the convergence of the product in (16), it follows that   P  ( A )  =  lim  k → ∞   P  (  A k  )  = 1 ,   i.e., the sum in (14) converges almost surely.    □





Remark 2.

Using a similar procedure as in the previous theorem and some general results about the PGFs of non-negative discrete-valued stationary time series (cf. Stojanović et al. [29]), an explicit expression for PGFs of the ZOIPS-INAR(1) process can be obtained. According to Equations (10) and (16), for arbitrary   α ∈ ( 0 , 1 )  , the series   (  X t  )   has a PGF of the first order:


    Ψ X   ( u ; λ )  =  ∏  k = 0  ∞    ϕ 0  +  ϕ 1   1 +  α k   ( u − 1 )   +  ϕ 2    f   1 +  α k   ( u − 1 )   θ    f  θ     .   



(18)




Furthermore, suppose that   u =   (  u 1  , … ,  u r  )  ′  ∈  R r   ,   r ≥ 2   and    X t  ( r )   : =   (  X t  , … ,  X  t + r − 1   )  ′   ,   t ∈ Z   are the so-called overlapping blocks of series   (  X t  )  . Putting   k = 1 , … , r − 1   into Equation (17), after some calculations, the explicit expression of the r-dimensional PGF random vector   X t  ( r )    can be obtained:


       Ψ X  ( r )    ( u ; λ )      : = E   u 1  X t   …  u r  X  t + r − 1              =  Ψ X    ∏  k = 0   r − 1    1 +  α k   (  u  k + 1   − 1 )   ; λ   ∏  ℓ = 2  r   Ψ η    ∏  k = 0   r − ℓ    1 +  α k   (  u  k + ℓ   − 1 )   ;  λ η   .      



(19)




It can be noted that the PGF    Ψ X  ( r )    ( u ; λ )    of the order   r = 2   will be used in the estimation of parameters of the ZOIPS-INAR(1) process (see Section 4 below).





Let us now consider the Markov properties and marginal distribution of our model.



Theorem 3.

Let   (  η t  )   be the ZOIPS series, with the PMF given by (6). Then, the process   (  X t  )  , defined by (11), is a homogeneous Markovian process with the first-step transition probabilities:


      p  i j      : = P   X t   = j  |    X  t − 1   = i  =  ϕ 0    i j    α j    ( 1 − α )   i − j   I  j ≤ i           +  ϕ 1    i  j − 1     α  j − 1     ( 1 − α )   i − j + 1   I  1 ≤ j ≤ i + 1  +  ϕ 2   ∑  x = 0  m    i x    α x    ( 1 − α )   i − x     p ε   ( j − x ; θ )  ,      



(20)




where   i , j ∈ S   and   m = min { i , j }  .





Proof. 

According to Equation (11) and the definition of binomial thinning, the conditional distribution of   X t   at a given   X  t − 1    can be expressed as follows:


     p  i j      : = P  α ∘  X  t − 1   +  η t   = j  |    X  t − 1   = i  =  ∑  x = 0  m  P  α ∘  X  t − 1    = x  |    X  t − 1   = i  P  {  η t  = j − x }           =  ∑  x = 0  m    i x    α x    ( 1 − α )   i − x    p η   ( j − x ;  λ η  )  =  ∑  x = 0  m   p i   ( x ; α )    p η   ( j − x ;  λ η  )  ,     








where


   p i   ( x ; α )  : =   i x    α x    ( 1 − α )   i − x   ,  x = 0 , 1 , … , i  








is the PMF of the binomial   B ( i ; α )   distribution. Using the definition of the ZOIPS distribution, that is, the PMF of RVs   (  η t  )   given by Equation (7), one obtains:


   p  i j   =  ∑  x = 0  m   p i   ( x ; α )    ϕ 0   p 0   ( j − x )  +  ϕ 1   p 1   ( j − x )  +  ϕ 2   p ε   ( j − x ; θ )   ,  








where    p 0   ( k )    and    p 1   ( k )    are, respectively, the PMFs of    I 0   =  a s   0   and    I 1   =  a s   1  . Based on these, we obtain:


     p  i j      =  ϕ 0   ∑  x = 0  m   p i   ( x ; α )  I  ( j = x )  +  ϕ 1   ∑  x = 0  m   p i   ( x ; α )  I  ( j = x + 1 )  +  ϕ 2   ∑  x = 0  m   p i   ( x ; α )   p ε   ( j − x ; θ )           =  ϕ 0   p i   ( k ; α )  I  ( j ≤ m )  +  ϕ 1   p i   ( j − 1 ; α )  I  ( 1 ≤ j ≤ m + 1 )  +  ϕ 2   ∑  x = 0  m   p i   ( x ; α )   p ε   ( j − x ; θ )  .     








It is easy to see that the obtained equality is equivalent to (20), which proves the theorem.    □





Remark 3.

Let us recall once again that it is usual to assume that for the zero-and-one distribution, the condition   0 , 1 ∈ S   is usually taken. It follows that the first singular part in Equation (20) exists if and only if   (  X t  )   passes from the state    X  t − 1   = i   to the non-increasing state    X t  = j ≤ i  . Similarly, the second singular part exists if and only if   1 ≤  X t  = j ≤ i + 1  . Finally, the transition probabilities (20), as well as the use of the conditional probability, give the marginal PMF of the ZOIPS-INAR(1) process:


       p X   ( x ; λ )      : = P   X t  = x  =  ∑  k ∈ S   P   X t   = x  |    X  t − 1   = k  P   X  t − 1   = k           =  ϕ 0     α  1 − α    x   ∑  k = 0  ∞    k x     ( 1 − α )  k   I  ( x ≤ k )    p X   ( k ; λ )           +  ϕ 1     α  1 − α     x − 1    ∑  k = 0  ∞    k  x − 1      ( 1 − α )  k   I  ( 1 ≤ x ≤ k + 1 )    p X   ( k ; λ )           +  ϕ 2   ∑  k = 0  ∞   p X   ( k ; λ )   ∑  j = 0  m   p k   ( j ; α )    p ε   ( x − j ; θ )  .      








Thus, the ZOIPS-INAR(1) process   (  X t  )   is a strictly stationary and ergodic time series.





At the end of this section, similar to Qi et al. [21] and Mohammadi et al. [22], we examine the distribution of the zero-and-one lengths of the ZOIPS-INAR(1) process. Starting with the basic results of the zero-inflated INAR processes (cf. Jazi et al. [34], Wang et al. [35]), we observe the distribution of the “runs”of zeros (resp. ones) in the ZOIPS-INAR(1) process. Thereby, the “runs“ are defined as the number of zeros (resp. ones) between two different non-zeros, i.e., non-one values, respectively. In the following statements, we give the expected lengths and proportions of zeros and ones in our model.



Theorem 4.

The expected lengths of the runs of zeros (resp. ones) for a ZOIPS-INAR(1) process are, respectively, given by:


      L 0     =    ϕ 0   f  ( θ )  +  ϕ 2   a  ( 0 )     ( 1 −  ϕ 0  )  f  ( θ )  −  ϕ 2   a  ( 0 )    ,       L 1     =   α   ϕ 0   f  ( θ )  +  ϕ 2   a  ( 0 )   +  ( 1 − α )    ϕ 1   f  ( θ )  +  ϕ 2   a  ( 1 )  θ    α   ( 1 −  ϕ 0  )  f  ( θ )  −  ϕ 2   a  ( 0 )   +  ( 1 − α )    ( 1 −  ϕ 1  )  f  ( θ )  −  ϕ 2   a  ( 1 )  θ    ,      



(21)




where   a ( x )   and   f ( θ )   are the functions introduced in Definition 1 for the PS distributions.





Proof. 

According to Equation (20), the transition probabilities from zero to zero, and from zero to non-zero values are, respectively,


     p  0  *     : = P   X t   = 0  |    X  t − 1   = 0  =  ϕ 0  +  ϕ 2   p ε   ( 0 ; θ )  ,       1 −  p  0  *      = 1 −  ϕ 0  −  ϕ 2   p ε   ( 0 ; θ )  =  ϕ 1  +  ϕ 2   1 −  p ε   ( 0 ; θ )   .     








Since the zero run length is defined as the number of zeros between two non-zero values, it can easily be seen to follow a geometric distribution with parameter   1 −  p 0 *   . Therefore, the expected length of zero is


   L 0  =   p  0  *   1 −  p  0  *    =    ϕ 0  +  ϕ 2   p ε   ( 0 ; θ )     ϕ 1  +  ϕ 2   1 −  p ε   ( 0 ; θ )     ,  








where    p ε   ( 0 ; θ )  = a  ( 0 )  / f  ( θ )   , and the first equality in (21) immediately follows. Similarly, the transition probabilities from one to one and from one to non-one values are, respectively,


     p  1  *     : = P   X t   = 1  |    X  t − 1   = 1  = α   ϕ 0  +  ϕ 2    p ε   ( 0 ; θ )   +  ( 1 − α )    ϕ 1  +  ϕ 2    p ε   ( 1 ; θ )   ,       1 −  p  1  *      = α  1 −  ϕ 0  −  ϕ 2    p ε   ( 0 ; θ )   +  ( 1 − α )   1 −  ϕ 1  −  ϕ 2    p ε   ( 1 ; θ )   .     








Applying the same procedure as before, the second equality in (21) is easily obtained.    □





Let us point out that, in the same way as in similar INAR-based models, the expected length of the zero runs in the ZOIPS-INAR(1) process is independent of the parameter  α .



Theorem 5.

The proportions of zeros and ones in the ZOIPS-INAR(1) process are, respectively,


      P   X t  = 0      =  ∏  k = 0  ∞    ϕ 0  +  ϕ 1   1 −  α k   +  ϕ 2    f  ( 1 −  α k  ) θ    f  θ     ,       P   X t  = 1      =  ∑  j = 0  ∞    α j    ϕ 1  +  ϕ 2    θ  f ′   ( 1 −  α j  ) θ    f  θ      ∏  k ≠ j     ϕ 0  +  ϕ 1   1 −  α k   +  ϕ 2    f  ( 1 −  α k  ) θ    f  θ      .      













Proof. 

Using the well-known properties of the PGFs of discrete-valued RVs   (  X t  )  , for an arbitrary   k = 0 , 1 , …   the PMF of   (  X t  )   can be expressed as follows:


  P   X t  = k  =  1  k !      ∂ k    Ψ X   ( u ; λ )    ∂  u k      |  u = 0   .  



(22)




From here, using expression (18) for the first-order PGF of the ZOIPS-INAR process, and replacing   k = 0 , 1   in Equation (22), the statement of the theorem immediately follows.    □






4. Parameter Estimation Procedure


Due to the specific structure, the parameter estimation procedure of the ZOIPS-INAR(1) model is more complex than for the ordinary INAR model. The main reason is that the basic INAR models with ‘ordinary’ PS innovations   (  ε t  )   have (only) two unknown parameters   θ , λ  . However, in the non-trivial case, the ZOIPS-INAR(1) process has two additional parameters    ϕ 0  ,  ϕ 1  ∈  0 , 1   . Therefore, the structure of this process affects the fact that even some simpler types of estimators, such as YW estimators, cannot be obtained by simple calculation. In previous works on ZOINAR processes, Qi et al. [21] proposed the CML estimation method, while Mohammadi et al. [22] additionally described the CLS estimates. In the following, CLS estimators will also be used as initial values for the PGF estimation procedure, which will now be given more attention.



We emphasize once again that the general aspect of the PGF method was recently described by Stojanović et al. [29]. Accordingly, a specific PGF estimation procedure is examined here, in the case of the ZOIPS-INAR(1) process. The basic idea of the PGF method is close to the empirical characteristic function (ECF) estimation method introduced in [36,37]. It is based on minimizing the ‘distance’ between the theoretical PGF of order   r ∈ N  , defined by Equations (18) and (19), as well as the corresponding empirical PGF:


    Ψ ˜  T  ( r )    ( u )  : =  1  T − r + 1    ∑  t = 1   T − r + 1    u 1  X t   …  u r  X  t + r − 1    ,  








where   {  X 1  ,  X 2  , … ,  X T  }   is some finite realization of the ZOIPS-INAR series   (  X t  )  . Since the ZOIPS-INAR(1) series   (  X t  )   is stationary and ergodic, hence it follows that:


  E    Ψ ˜  T  ( r )    ( u )   =  Ψ X  ( r )    ( u ;  λ 0  )  ,  



(23)




where    λ 0  ∈  R 4    is the (unknown) true value of parameter   λ =   ( θ , α ,  ϕ 0  ,  ϕ 1  )  ′   . Thus,     Ψ ˜  T  ( r )    ( u )    is an unbiased estimator of    Ψ X  ( r )    ( u ;  λ 0  )   . Further, as the PGF    Ψ X  ( r )    ( u ; λ )    is well-defined at least for all   u ∈   [ − 1 , 1 ]  r   , the objective (minimization) function can be defined as follows:


   S T  ( r )    ( λ )  : =  ∫  − 1  1  …  ∫  − 1  1  ω  ( u )     Ψ X  ( r )    ( u ; λ )  −   Ψ ˜  T  ( r )    ( u )   2  d u ,  



(24)




where   d u : = d  u 1  … d  u r    and   ω :  R r  →  R +    is a weight function, integrable on    [ − 1 , 1 ]  r  .



The PGF estimators are then obtained by minimizing the objective function (24) with respect to  λ . In other words, they represent the solutions of the following minimization equation:


    λ ^  T  =  a r g   min  λ ∈ Λ    S T  ( r )    ( λ )  ,  



(25)




where   Λ =  ( 0 , R )  ×   0 , 1  3  ⊂  R 4    is a regular parameter space of the ZOIPS-INAR(1) process. To solve Equation (25), numerical integration procedures have been used, which are discussed in Section 5. In the following, under some regularity conditions, we examine the consistency and asymptotic normality (AN) of the PGF estimators.



Theorem 6.

Let   λ 0   be the exact value of the parameter λ, and    λ ^  T  , for arbitrary   T = 1 , 2 , …  , the solutions of Equation (25). In addition, assume that the following regularity conditions are fulfilled:








	   (  A 1  )   

	
   λ 0  ∈ Λ   and     λ ^  T  ∈ Λ   for large enough T.




	   (  A 2  )   

	
At the point   λ =  λ 0    function


    S 0  ( r )    ( λ )  : =  ∫  − 1    1   …  ∫  − 1    1   ω  ( u )     Ψ X  ( r )    ( u ; λ )  −  Ψ X  ( r )    ( u ;  λ 0  )   2  d u   








has a unique minimum    S 0  ( r )    (  λ 0  )  = 0  .




	   (  A 3  )   

	
     ∂ 2   S T  ( r )    (  λ 0  )    ∂ λ  ∂  λ ′      is a regular matrix.




	   (  A 4  )   

	
     ∂  Ψ X  ( r )    ( u ;  λ 0  )    ∂ λ        ∂  Ψ X  ( r )    ( u ;  λ 0  )    ∂  λ ′       is a non-zero matrix uniformly bounded by a positive ω-integrable function   W :  R r  →  R +   .









Then, the estimator    λ ^  T  ( r )    is strictly consistent and AN for the parameter λ.





Proof. 

To prove the consistency of the estimator    λ ^  T  , we firstly check the sufficient conditions for the consistency of the extremum estimators (cf. Newey and McFadden [38]). As it was previously shown that the ZOIPS-INAR(1) series   (  X t  )   is ergodic, applying Equation (23) and the strong law of large numbers (SLLN) follows:


    Ψ ˜  T  ( r )    ( u )   ⟶ as   Ψ X  ( r )    ( u ;  λ 0  )  ,  T → ∞ ,  



(26)




where “as” denotes the almost sure convergence. Further, under assumption   (  A 1  )  , the closed set    Λ ¯  =  [ 0 , R ]  ×   [ 0 , 1 ]  3    is compact, and   λ 0   belongs to its interior. Hence, the functions    Ψ X  ( r )    ( u ; λ )    and     Ψ ˜  T  ( r )    ( u )    are continuous on the compacts     [ − 1 , 1 ]  r  ×  Λ ¯    and    [ − 1 , 1 ]  r  , respectively, and therefore, there exist constants    C 1  ,  C 2  > 0   such that


   max   ( u ;  λ )  ∈   [ − 1 , 1 ]  r  ×  Λ ¯     |    Ψ X  ( r )    ( u ; λ )    | ≤   C 1  < + ∞ ,   max  u ∈   [ − 1 , 1 ]  r     |    Ψ ˜  T  ( r )    ( u )   |  ≤  C 2  < + ∞ .  








According to these, similarly as in Stojanović et al. [29], one obtains


      |    S T  ( r )    ( λ )  −  S 0  ( r )    ( λ )    |       ≤  ( 3  C 1  +  C 2  )   ∫  − 1    1   …  ∫  − 1    1   ω  ( u )   |    Ψ ˜  T  ( r )    ( u )  −  Ψ X  ( r )    ( u ;  λ 0  )   |  d u ,     








so the last inequality and Equation (26) imply


   sup  λ ∈  Λ ¯     |   S T  ( r )    ( λ )  −  S 0  ( r )    (  λ 0  )   |   ⟶ as  0 ,  T → + ∞ .  








Thus, the function    S T  ( r )    ( λ )    converges uniformly and almost surely to    S 0  ( r )    ( λ )   . According to these, as well as assumption   (  A 2  )   and Theorem 2.1 in Newey and McFadden [38], it follows that:


    λ ^  T  ( r )   −  λ 0   ⟶ as  0 ,  T → + ∞ ,  








that is, the estimator    λ ^  T   is strictly consistent for  λ .



To prove the AN property of the estimator    λ ^  T  , note that the first two orders of partial derivatives of the function    S T  ( r )    ( λ )    are continuous functions. Therefore, using the Taylor expansion for   ∂  S T  ( r )    ( λ )  / ∂ λ   at the point   λ =  λ 0   , one obtains:


    ∂  S T  ( r )    ( λ )    ∂ λ   =   ∂  S T  ( r )    (  λ 0  )    ∂ λ   +    ∂ 2   S T  ( r )    (  λ 0  )    ∂ λ  ∂  λ ′      ( λ −  λ 0  )  + o  ( λ −  λ 0  )  .  








By replacing  λ  with    λ ^  T  , for sufficiently large T, under assumption   (  A 3  )   and the fact that   ∂  S T  ( r )    (   λ ^  T  )  / ∂ λ = 0  , we have:


    λ ^  T  ( r )   −  λ 0  = −      ∂ 2   S T  ( r )    (  λ 0  )    ∂ λ  ∂  λ ′      − 1      ∂  S T  ( r )    (  λ 0  )    ∂ λ   + o    λ ^  T  −  λ 0   .  



(27)




Furthermore, according to the properties mentioned above, the function    S T  ( r )    ( λ )    can be differentiated under the sign of the integral, such as:


      ∂  S T  ( r )    ( λ )    ∂ λ     =    2  ∫  − 1    1   …  ∫  − 1    1   ω  ( u )    Ψ X  ( r )    ( u ; λ )  −   Ψ ˜  T   ( u )     ∂  Ψ X  ( r )    ( u ; λ )    ∂ λ   d u ,         ∂ 2   S T  ( r )    ( λ )    ∂ λ  ∂  λ ′      =    2  ∫  − 1    1   …  ∫  − 1    1   ω  ( u )     ∂  Ψ X  ( r )    ( u ; λ )    ∂ λ     ∂  Ψ X  ( r )    ( u ; λ )    ∂  λ ′         



(28)






          +   Ψ X  ( r )    ( u ; λ )  −   Ψ ˜  T   ( u )      ∂ 2   Ψ X  ( r )    ( u ; λ )    ∂ λ  ∂  λ ′     d u .     



(29)




By taking the mathematical expectations in Equations (28) and (29), one obtains:


  E    ∂  S T  ( r )    (  λ 0  )    ∂ λ    =  0  r × 1   ,  E     ∂ 2   S T  ( r )    (  λ 0  )    ∂ λ  ∂  λ ′     = 2 V ,  



(30)




where, according to Equation (23), it follows that:


  V =  ∫  − 1    1   …  ∫  − 1    1   ω  ( u )    ∂  Ψ X  ( r )    ( u ;  λ 0  )    ∂ λ     ∂  Ψ X  ( r )    ( u ;  λ 0  )    ∂  λ ′    d u .  








According to assumption   (  A 4  )  , there exists a  ω -integrable function   V :  R r  →  R +    such that


  0 <    ∂  Ψ X  ( r )    ( u ;  λ 0  )    ∂ λ     ∂  Ψ X  ( r )    ( u ;  λ 0  )    ∂  λ ′     ≤ W  ( u )  ,  u ∈   [ − 1 , 1 ]  r  ,  








where    ·    is the matrix norm on    R r  ×  R r    consistent with the Euclidean vector norm. Hence, inequalities


  0 <  V  ≤  ∫  − 1    1   …  ∫  − 1    1   ω  ( u )  W  ( u )  d u < + ∞  








hold, so Equation (30) and SLLN give


     ∂  S T  ( r )    (  λ 0  )    ∂ λ   ,    ∂ 2   S T  ( r )    (  λ 0  )    ∂ λ  ∂  λ ′      ⟶  a s    ( 0 , 2 V )  ,  T → + ∞ .  



(31)







Further, note that Equation (28) for the gradient of function    S T  ( r )    ( λ )    can be written as


    ∂  S T  ( r )    ( λ )    ∂ λ   =  2  T − r + 1    ∑  t = 1   T − r + 1     K  t  ( r )    ( λ )  ,  



(32)




where


   K t   ( λ )  : =  ∫  − 1    1   …  ∫  − 1    1   ω  ( u )     Ψ X  ( r )    ( u ; λ )  −  u 1  X t   …  u r  X  t + r − 1       ∂  Ψ X  ( r )    ( u ; λ )    ∂ λ    d u .  



(33)




Thereby, according to Equation (23), the equality   E [  K t   (  λ 0  )  ] = 0   holds. It can also be shown (cf. Stojanović et al. [39,40]) that


     W 2     : =      lim  T → ∞    Var    1   T − r + 1     ∑  t = 1   T − r + 1    K t   (  λ 0  )   =  lim  T → ∞    1  T − r + 1   E    ∑  t = 1   T − r + 1    K t   (  λ 0  )   2        =     lim  T → ∞    1   ( T − r + 1 )  2     ∑  t = 1   T − r + 1    ∑  s = 1   T − r + 1    Cov    K t   (  λ 0  )  ,   K s   (  λ 0  )       








is the finite non-zero limit value if the covariance function   γ  ( k )  : =  Cov   (  X t  ,  X  t + k   )   , when   k = 0 , ± 1 , ± 2 , …  , is absolutely summable. In the case of the ZOIPS-INAR  ( 1 )   process, using Theorem 1 we obtain:


  C : =  ∑  k = − ∞   + ∞   γ  ( k )  = γ  ( 0 )   ∑  k = − ∞   + ∞   ρ  ( k )  =  σ X 2    2  ∑  k = 0   + ∞    α k  − 1  =  σ X 2     1 + α   1 − α   .  








Thus,   0 < C < + ∞   hold for any   λ ∈ Λ  . By applying the central limit theorem for stationary processes (cf. Billingsley [41]), the convergence that is proved and Equations (31)–(33) give:


    T − r + 1      ∂  S T  ( r )    (  λ 0  )    ∂ λ    ⟶ d  N  (  0  r × 1   , 4  W 2  )  ,  T → + ∞ ,  



(34)




where “d” denotes the convergence in the distribution. Finally, according to Equations (27), (31) and (34) it follows that:


    T − r + 1       λ ^  T  ( r )   −  λ 0    ⟶ d  N  (  0  r × 1   ,  V  − 1    W 2   V  − 1   )  ,  T → + ∞ ,  








which completes the proof of the theorem.    □





Remark 4.

Using similar considerations as in ECF estimates (cf. Knight & Yu [36]), the PGF procedure for estimating the true values of the parameter   λ =  λ 0    is based on the realization of the two-dimensional random vector    X t  ( 2 )   : =   (  X t  ,  X  t + 1   )  ′   . Then, the objective function   S T  ( 2 )    represents a double integral with respect to the weight function   ω :  R 2  →  R +   , and can be numerically approximated by some cubature formulas. For that purpose, it is necessary to determine the two-dimensional PGF (as well as EPGF) of the ZOIPS-INAR(1) series   (  X t  )  . By replacing   r = 2   in Equation (19), and using Equation (18), the two-dimensional theoretical PGF can be obtained as follows:


       Ψ X  ( 2 )    (  u 1  ,  u 2  ; λ )      =  Ψ X   u ; λ   Ψ ε    u 2  ;  λ η            =  ∏  k = 0  ∞    ϕ 0  +  ϕ 1   1 +  α k   ( u − 1 )   +  ϕ 2    f   1 +  α k   ( u − 1 )   θ    f  θ               ×   ϕ 0  +  ϕ 1   u 2  +  ϕ 2    f   u 2   θ    f  θ     ,      



(35)




where   u =  u 1   1 + α (  u 2  − 1 )  .   As an illustration, Figure 2 presents the theoretical and empirical PGF of the ZOIPS-INAR(1) process with geometric PS innovations, which were obtained using the ‘R’ function “persp()”.






5. Numerical Simulations


In this section, numerical simulations of the proposed PGF procedure for estimating the unknown parameters   λ =   ( θ , α ,  ϕ 0  ,  ϕ 1  )  ′    of the ZOIPS-INAR(1) process are performed. For this purpose, as previously noted, different PS-distributed series   (  ε t  )   can be observed. As an illustration, but also for practical reasons that are stated in the next section, two different distributions of the series   (  ε t  )   are observed. First it is assumed that RVs   (  ε t  )   have a Poisson distribution, and then they are assumed to have a geometric distribution. For both of these distributions, we generated samples of length   T = 1000  , whose size is close to the length of the COVID-19 count series data that will be analyzed in Section 6. These samples were generated through 500 independent Monte Carlo simulations of the PS series   (  ε t  )   as well as the ZOIPS series   (  η t  )  . After that, according to Equations (11) and (12), the corresponding realizations   {  X 1  , … ,  X T  }   of the ZOIPS-INAR   (  X t  )   series were obtained.



Using a similar procedure as in Mohammadi et al. [22], we firstly computed the CLS estimates by minimizing the objective function:


      Q T   ( λ )      : =  ∑  t = 2  T     X t  − E   X t    |    X  t − 1     2  =  ∑  t = 2  T     X t  − α  X  t − 1   −  μ η   2           =  ∑  t = 2  T     X t  − α  X  t − 1   −  ϕ 1  −  ϕ 2   θ  g   ′   ( θ )   2  .     











By applying the usual procedure, that is, by solving coupled equations


    ∂  Q T   ( λ )    ∂ α   =   ∂  Q T   ( λ )    ∂  μ η    = 0 ,  








parameter estimators  α  and   μ η   can be easily obtained as follows:


     α ˜     : =   ρ ^  X   ( 1 )  =    ( T − 1 )   ∑  t = 2  T   X t   X  t − 1   −  ∑  t = 2  T   X t   X  t − 1    ∑  t = 2  T     ( T − 1 )   ∑  t = 2  T   X t 2  −    ∑  t = 2  T   X t   2    ,        μ ˜  η     =    ∑  t = 2  T   X t  −  α ˜   ∑  t = 2  T   X  t − 1    T  .     



(36)







In the next step, estimates of the parameters   θ ,  ϕ 0  ,  ϕ 1    can be obtained by minimizing the objective function:


      Q T *   ( λ )      : =  ∑  t = 2  T       X t  − E   X t    |    X  t − 1     2  −  V a r    X t    |    X  t − 1     2           =  ∑  t = 2  T       X t  − α  X  t − 1   +  μ η   2  − α  ( 1 − α )  −  μ η   ( 1 −  μ η  )  −  ϕ 2    θ 2      g ′   ( θ )   2  + g    ″    ( θ )    2  ,     








where  α  and   μ η   were replaced by their CLS estimators   α ˜   and    μ ˜  η  , respectively. Minimization of the function    Q T *   ( λ )    was conducted using a numerical procedure based on the R-function "nlminb", where the initial values of the parameters were taken randomly from the uniform distribution   U ( 0 , 1 )  . The asymptotic properties of the obtained CLS estimates can be proven by applying some basic results of the CLS theory [42,43], in the same way as this was achieved in Mohammadi et al. [22]. The results of these simulations are given in the left part of Table 2, where the minimums (Min.), mean values (Mean), maximums (Max.) and mean squared estimated errors (MSEE ) of the CLS estimates are shown.



Next, the PGF method was applied, with initial values obtained from the previous CLS procedure. The parameter estimates   λ =   ( θ , α ,  ϕ 0  ,  ϕ 1  )  ′    were calculated based on the minimization of the double integral


   S T  ( 2 )    ( λ )  =     ∫   ∫      [ − 1 ,  1 ]  2   ω  (  u 1  ,  u 2  )      Ψ X  ( 2 )    (  u 1  ,  u 2  ; λ )  −   Ψ ˜  T   (  u 1  ,  u 2  )    2  d  u 1  d  u 2  ,  



(37)




where   ω :   [ − 1 ,  1 ]  2  →  R +    is the weight function, and    Ψ X  ( 2 )    (  u 1  ,  u 2  ; λ )    is the two-dimensional PGF of the ZOIPS-INAR(1) process   (  X t  )  . Using Equation (35), in the case of the series   (  X t  )   with ZOIPS for the Poisson distribution case, this PGF can be obtained as follows:


      Ψ X  ( 2 )    (  u 1  ,  u 2  ; λ )      =  ∏  k = 0  ∞    ϕ 0  +  ϕ 1   1 +  α k   ( u − 1 )   +  ϕ 2  exp  θ   α k   ( u − 1 )              ×   ϕ 0  +  ϕ 1   u 2  +  ϕ 2  exp  θ  (  u 2  − 1 )   .     











Similarly, for the appropriate PGF of the series   (  X t  )   with ZOIPS for the geometric innovations, one obtains:


      Ψ X  ( 2 )    (  u 1  ,  u 2  ; λ )       =  ∏  k = 0  ∞    ϕ 0  +  ϕ 1   1 +  α k   ( u − 1 )   +  ϕ 2     1 − θ   1 −  1 +  α k   ( u − 1 )   θ              ×   ϕ 0  +  ϕ 1   u 2  +  ϕ 2     1 − θ   1 − θ  u 2     .     











It can be observed that these PGFs are not in closed form, but they can be approximated by finite k-term products with an arbitrary precession.



Thereafter, the integral in (37) can be numerically approximated using some of the N-point cubature formulas of the form:


  I  ( φ ; ω )  : =     ∫   ∫      [ − 1 ,  1 ]  2   ω  (  u 1  ,  u 2  )  φ  (  u 1  ,  u 2  )  d  u 1  d  u 2  ≈  ∑  j = 1  N   ω j   φ  (  u  1 j   ,  u  2 j   )  .  











Here,   (  u  1 j   ,  u  2 j   )   are the cubature nodes, and   ω j   denotes the appropriate weight coefficients. In this simulation study, we used cubature formulas with   N = 36   nodes, based on Gauss–Legendre orthogonal polynomials and weight function   ω (  u 1  ,  u 2  ) ≡ 1  . The numerical construction of these formulas was carried out using the package “Orthogonal polynomials” within the software Mathematica, authored by Cvetković and Milovanović [44]. Next, the objective function (24) was minimized using the “R” procedure for linearly constrained minimization, based on the Nelder–Mead optimization method [45]. Summary statistics of the PGF estimates, which were obtained using the aforementioned estimation procedure and with additional values of the objective function   S T  ( 2 )   , are shown in the right part of Table 2.



Comparison of the CLS and PGF estimated values indicates that the mean values of CLS estimates are somewhat closer to the true parameter values (only) for the parameter  α . This is expected, because  α  represents the first correlation of the ZOIPS-INAR(1) series   (  X t  )  . Since the CLS-estimate   α ˜  , given by the first of Equation (36), is a sampled correlation, it is the most efficient estimate for  α . However, it is obvious that the other parameter estimates are more efficient in the case when the PGF estimation procedure is applied, as well as that they have smaller mean squared estimation errors (MSEEs).



In addition, the AN test results are shown in Table 2, where the Anderson–Darling normality test was conducted. The test statistic, denoted AD, along with the corresponding p-values, were calculated using the procedure from the R-package “nortest”, authored by Gross [46]. According to the obtained values, it can be seen that the AN property is confirmed for most of the PGF estimates of parameters   λ =   ( θ , α ,  ϕ 0  ,  ϕ 1  )  ′   . However, the CLS estimates of the parameter  θ  do not have the AN property, at the significance level of   p = 0.05  . Therefore, this would be another advantage of the PGF estimates. Certain confirmation of these facts can be observed visually in Figure 3 and Figure 4.




6. Application of the Model


Here we point out some possibilities of practical application of the ZOIPS-INAR process in real-world data modeling. In this regard, it is worth noting that the COVID-19 pandemic has received a great deal of attention since its appearance. From a mathematical point of view, various theoretical models have been proposed to investigate this still current problem (for more recent examples, see [47,48,49,50,51,52,53]). To that end, here we explore some additional possibilities in modeling the dynamics of COVID data.



More precisely, we observed an actual count data set, which represents the dynamics of the number of deaths due to COVID-19 in the Republic of Serbia, based on the data of the World Health Organization (WHO) [54], over a period from 1 January 2020 to 31 December 2022. In this way, time series of counting data of length   T = 1094   were observed, the dynamics part of which is shown in the diagram in Figure 5. In addition, the autocorrelation function (ACF) and partial autocorrelation function (PACF) of this time series can be seen. Depending on the lag   k = 0 , 1 , 2 , …  , it is clear that there is an exponentially decreasing autocorrelation, as well as that partial autocorrelation indicates suitable modeling with the INAR process of the order one (or two). Therefore, it could be expected that INAR-based processes can be adequate stochastic models to describe these dynamics.



Furthermore, based on the summary statistics of the data of this time series, shown in Table 3, it can be observed that COVID-19 data have a significant number of zero and one values. Therefore, it could be assumed that the ZOIPS-INAR(1) process can be taken as a suitable stochastic model. In doing so, as members of the PS family, we consider innovations with the Poisson distribution (and the ‘small’ parameter  θ ), and with the geometric distribution. In the following, we first assume Poisson PS-innovations, since a zero-one inflation testing procedure can be applied. In this regard, we point out that the testing procedure here is different than one used in Qi et al. [21]. We form a null hypothesis that a certain INAR time series is not of the ZOI-type; that is,    H 0  :  ϕ 0  =  ϕ 1  = 0  . In that case, according to Theorem 5, that is, Equation (22), the proportions of the occurrences of the zero and one values can be, respectively, expressed as follows:


      p 0  : = P   X t  = 0      =  Ψ X   ( 0 ; λ )  =  ∏  k = 0  ∞    exp  θ  1 +  α k   ( u − 1 )      exp ( θ )    |  u = 0            = exp    θ ( u − 1 )   1 − α     |  u = 0   = exp  −  θ  1 − α    ,     



(38)






      p 1  : = P   X t  = 1      =   ∂   Ψ X   ( 0 ; λ )    ∂ u   =  θ  1 − α    exp    θ ( u − 1 )   1 − α     |  u = 0            =  θ  1 − α    exp  −  θ  1 − α    .     



(39)







Therefore, in the INAR(1) process with ‘ordinary’ Poisson innovations, the zero-and-one proportions are exponentially related to the mean    μ X  = θ /  ( 1 − α )   . If we define the so-called sample zero-and-one proportions:


    p ^  0  =  1 T   ∑  t = 1  T  I  {  X t  = 0 }  ,    p ^  1  =  1 T   ∑  t = 1  T  I  {  X t  = 1 }  ,  








then, according Equations (38) and (39), the so-called zero-and-one test statistics can be taken as follows:


    I ^  0  =     p ^  0  −  e  −   X ¯  T       σ ^  0   ,    I ^  1  =     p ^  1  −   X ¯  T    e  −   X ¯  T       σ ^  1   .  











Here,     X ¯  T  =  T  − 1    ∑  t = 1  T   X t    is the sample mean, and    σ ^  0  ,    σ ^  1   are sample deviations of the statistics     p ^  0  −  e  −   X ¯  T     ,     p ^  1  −   X ¯  T   e  −   X ¯  T     , respectively. By applying some general asymptotic results related to Poisson INAR processes (cf. Weiß et al. [55]), it is shown that the central limit theorem (CLS) holds for these statistics; that is,


    I ^  0  ,    I ^  1   ⟶ d  N  ( 0 , 1 )  ,  T → + ∞ .  











Thus, by applying a simple testing procedure based on the standard Gaussian distribution, hypothesis   H 0   can be verified. The test results are shown in the lower part of Table 3, from which it is evident that in both cases hypothesis   H 0   was rejected. Thus, the observed count data series can be modeled using the ZOIPS-INAR(1) process.



In a similar way, for the appropriate INAR(1) process with geometric PS-innovations, one obtains:


      p 0  : =  Ψ X   ( 0 ; λ )      =  ∏  k = 0  ∞    1 − θ   1 − θ  1 +  α k   ( u − 1 )      |  u = 0   = exp  −  ∑  k = 0  ∞  ln  1 +  θ  1 + θ    α k             = exp  −  ∑  j = 1  ∞   1  j ( 1 −  α j  )      θ  1 − θ    j   ,        p 1  : = P   X t  = 1      =   ∂   Ψ X   ( 0 ; λ )    ∂ u   =   ∑  j = 1  ∞   1  1 −  α j       θ  1 − θ    j   exp  −  ∑  j = 1  ∞   1  j ( 1 −  α j  )      θ  1 − θ    j   .     











It can also be seen that the earlier expressions are not in closed form. However, they can be computed approximately with an arbitrary precision.



The estimated values of parameters for both of those PS innovations (Poisson and geometric) are shown in the upper parts of Table 4 and Table 5. In order to compare the ZOIPS-INAR(1) model with the ordinary INAR(1) model, the same estimation procedures were used to fit the observed data, assuming    ϕ 0  =  ϕ 1  = 0  . Note that the INAR(1) model has only two parameters   ( θ , α )   whose estimated values are also shown in Table 4 and Table 5. Thereby, the estimated values of the parameter  α  obtained using the CLS method, as the first sample correlation, are the same for both models. As in the previous simulation study, the PGF estimates were calculated using the previously described two-step estimation procedure. It is worth noting that the estimated parameter values obtained by applying both estimation methods are quite close. At the same time, the relatively small estimated values of the parameter  θ  are a consequence of the other small emphasized frequencies of the observed time series, which are not zero and one (and can also be seen in the following Figure 6). However, the estimated values of the parameter  α  are close to 1. This can also be explained by the previously described properties of the observed series, i.e., its significantly high first correlation. Finally, note that by using Equation (7), and similarly as in Mohammadi et al. [22], innovations of the ZOIPS-INAR(1) process can be represented as follows:


   η t   = d   Y t   Z t  +  ( 1 −  Y t  )   ε t  .  











Here,    Y t  : B  ( α )   ,    Z t  : B  ( β )    are the IID Bernoulli time series, also mutually independent of the RVs   (  ε t  )  , and    ϕ 0  =  ( 1 − α )   ( 1 − β )   ,    ϕ 1  =  ( 1 − α )  β  . Thus, in the observed series, the estimates of   ϕ 0   are related to the zero-proportion   p 0  , and the estimates of   ϕ 1   to the one-proportion   p 1  .



In addition, we analyzed the efficiency of the fit for both INAR-based models and both estimation procedures. To this end, using the estimated parameters, we generated 500 independent simulations of the INAR(1) and ZOIPS-INAR(1) time series. To check the effectiveness of the fit to real-life data, two typical goodness-of-fit statistics were calculated: the mean squared error of estimation (MSEE) and the Akaike information criterion (AIC). Average values of these statistics, obtained on the basis of the previously described simulations, are shown in the middle parts of Table 4 and Table 5. In both cases, it is noticeable that the MSEE and AIC statistics have relatively close and small estimated values, i.e., the CLS and PGF estimates apparently have similar efficiency. Nevertheless, it is certainly noticeable that the PGF estimates have slightly smaller fitting errors. The goodness-of-fit statistics are also significantly lower in the case when the ZOIPS-INAR(1) model is applied. This means that it is a more suitable stochastic model for fitting the observed real-life time series. Finally, in the case of Poisson PS-innovations, the error statistics have slightly smaller values, so they seem more suitable for fitting with the ZOPIS-INAR(1) model. Some of the mentioned facts can also be seen in Figure 6, where the empirical and fitted frequencies of both INAR-based models are shown, whereby parameter estimates obtained by the PGF method were used.



Finally, for both of INAR-based models, as well as the both estimation procedures, the forecast accuracy analysis of the obtained models was checked. To that end, the time interval from 1 January 2023 to 28 February 2023 was taken as the forecast horizon of length   h = 59  . The testing procedure was conducted using the one-sided Diebold–Mariano prediction accuracy test [56]. The null hypothesis was that the time series fitted with the INAR and ZOIPS-INAR models had the same forecast accuracy, while the alternative was that the ZOIPS-INAR model had better accuracy. The test statistic, denoted as DM, along with the appropriate p-values, was computed using the R-package “forecast”, authored by Hyndman [57]. They both are shown in the lower parts of Table 4 and Table 5, and indicate that ZOIPS-INAR models have better forecast accuracy; that is, the alternative hypothesis is valid. This is particularly evident in the case of the Poisson PS-innovations, where for both CLS and PGF estimation procedures the obtained p-values are less than the significance level of   p = 0.01  .




7. Conclusions


In this paper, a generalized zero-and-one inflated ZOIPS-INAR(1) process, based on power series (PS) distributed innovations, was presented. As already noted, zero-and-one inflationary data are of particular interest in contemporary real-world data research. Let us emphasize once again that there are only two contributions in this direction: the ZOINAR model with Poisson [21] and another model with Poisson–Lindley innovations [22]. The ZOIPS-INAR(1) process proposed here, according to the general form of its PS distributions, can be viewed as a generalization of the previous models. Thus, for instance, the Poisson innovations represent only a special case of the PS-distributed innovation series. In a similar way, the ZOIPS-INAR(1) process with any other PS innovations (such as, for example, geometrically distributed innovations) may be suitable for estimating and fitting different kinds of time series. However, it should be noted that there are distributions of discrete types that do not belong to the PS family, which can be a certain limitation of this model.



The stochastic properties of the ZOIPS-INAR(1) process were considered in detail, and two parameter estimation methods were proposed. As a more contemporary method, we once again emphasize the estimation procedure based on probability generating functions (PGF method). It was shown here that the PGF estimators have slightly better asymptotic properties as well as efficiency compared to the widely used conditional least-squares (CLS) estimators. Additionally, the application of the ZOIPS-INAR(1) model to fitting real-life data on the number of deaths from the COVID-19 pandemic in the Republic of Serbia was presented. In order to determine the effectiveness of the proposed ZOIPS-INAR(1) model, it was compared with the standard INAR(1) model. In doing so, it was shown that the ZOIPS-INAR(1) model provides a better fit with the considered data; that is, it has greater efficiency and predictive accuracy compared to the standard INAR(1) model. Finally, we emphasize that two particular cases of the ZOIPS-INAR(1) model were obtained, and for both of them the fitting procedures were checked with different aspects, along with the predicting accuracy. The results obtained in this way indicate the appropriateness of the proposed model in fitting zero-and-one processes, both from a theoretical and a practical point of view. This can also be a motivation for some further research.
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Figure 1. (a) Dynamics of the ZOIPS series and ZOIPS-INAR(1) process. (b) Empirical frequency distributions of both time series. (Parameters values are:   α = 0.5 ,  θ = 5 ,   ϕ 0  =  ϕ 1  = 0.45  ). 
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Figure 2. 3D plots of the two-dimensional PGF (a) and the corresponding EPGF (b) innovations are the ZOIPS series with a geometric PS distribution. (Parameters values are   θ = α = 0.5  ,    ϕ 0  =  ϕ 1  = 0.4  ). 
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Figure 3. Histograms of empirical distributions of the PGF estimated parameters of the ZOIPS-INAR(1) process with zero-and-one inflated Poisson PS innovations. (Parameters are the same as in Table 2). 
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Figure 4. Histograms of empirical distributions of the estimated parameters of the ZOIPS-INAR(1) process with zero-and-one inflated geometric PS innovations. (Parameters are the same as in Table 2). 
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Figure 5. Graph above: dynamics of the number of deaths caused by the disease COVID-19. Graphs below: autocorrelation (a) and partial autocorrelation (b) of the observed time series. 
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Figure 6. Frequency distributions of the observed time series and data fitted by INAR(1) and ZOIPS-INAR(1) models: (a) Poisson-distributed innovations; (b) geometric-distributed innovations. 
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Table 1. Some specific PS distributions, along with their over-dispersion indices and PGFs.
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	Distributions
	   S   
	    a ( x )    
	    ( 0 , R )    
	    f ( θ )    
	    μ ε    
	     D ε   ( θ )     
	     Ψ ε   ( u ; θ )     
	     R / θ     





	1. Bernoulli
	   0 , 1   
	1
	   ( 0 , ∞ )   
	   1 + θ   
	    θ  1 + θ     
	    −   θ 2    ( 1 + θ )  2      
	     1 + θ u   1 + θ     
	∞



	2. Binomial
	   0 , … , n   
	     n x     
	   ( 0 , ∞ )   
	    ( 1 + θ )  n   
	     n  θ   1 + θ     
	    −   n   θ 2     ( 1 + θ )  2      
	       1 + θ u   1 + θ    n    
	∞



	3. Poisson
	   0 , … , ∞   
	    1  x !     
	   ( 0 , ∞ )   
	   exp ( θ )   
	  θ  
	0
	   exp  θ ( u − 1 )    
	∞



	4. Geometric
	   0 , … , ∞   
	1
	   ( 0 , 1 )   
	    1  1 − θ     
	    θ  1 − θ     
	     θ 2    ( 1 − θ )  2     
	     1 − θ   1 − θ u     
	    1 / θ    



	5. Negative binomial
	   0 , … , ∞   
	     Γ ( x + n )   x !  Γ ( n )     
	   ( 0 , 1 )   
	    1   ( 1 − θ )  n     
	     n  θ    ( 1 − θ )  n     
	     n   θ 2     ( 1 − θ )  2     
	       1 − θ   1 − θ u    n    
	    1 / θ    



	6. Pascal
	   n , … , ∞   
	      x − 1   n − 1      
	   ( 0 , 1 )   
	      θ  1 − θ    n    
	    n  1 − θ     
	     n  ( 2 θ − 1 )    ( 1 − θ )  2     
	       ( 1 − θ ) u   1 − θ u    n    
	    1 / θ    
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Table 2. Estimated values of parameters of the ZOIPS-INAR  ( 1 )   process. (True parameters are   θ = α = 0.5  ,    ϕ 0  =  ϕ 1  = 0.35  ).






Table 2. Estimated values of parameters of the ZOIPS-INAR  ( 1 )   process. (True parameters are   θ = α = 0.5  ,    ϕ 0  =  ϕ 1  = 0.35  ).





	

	
Sample

	
CLS Estimates

	
PGF Estimates

	
    S T  ( 2 )     




	

	
   θ ˜   

	
   α ˜   

	
    ϕ ˜  0   

	
    ϕ ˜  1   

	
   θ ^   

	
   α ^   

	
    ϕ ^  0   

	
    ϕ ^  1   






	

	
Min.

	
0.2137

	
0.4116

	
0.1209

	
0.1515

	
0.2926

	
0.3303

	
0.0975

	
0.1394

	
3.45   ×  10  − 6    




	

	
Mean

	
0.4846

	
0.4980

	
0.3380

	
0.3412

	
0.5054

	
0.5040

	
0.3591

	
0.3574

	
1.18   ×  10  − 4    




	

	
Max.

	
0.7624

	
0.5841

	
0.7286

	
0.7171

	
0.7155

	
0.6352

	
0.7515

	
0.6084

	
1.84   ×  10  − 3    




	

	
MSEE

	
0.0091

	
0.0012

	
0.0082

	
0.0080

	
0.0057

	
0.0049

	
0.0060

	
0.0022

	
–




	
Poisson

	
   A D   

	
2.0393 **

	
0.3435

	
0.5178

	
0.9376 *

	
0.5725

	
0.3594

	
0.7822 *

	
0.4727

	
–




	

	
(p-value)

	
(3.34   ×  10  − 5    )

	
(0.2670)

	
(0.1870)

	
(0.0173)

	
(0.1361)

	
(0.4474)

	
(0.0418)

	
(0.2414)

	
 –




	

	
Min.

	
0.1522

	
0.3955

	
0.1028

	
0.1271

	
0.3043

	
0.2973

	
0.1515

	
0.1797

	
2.52   ×  10  − 7    




	

	
Mean

	
0.5131

	
0.4966

	
0.3581

	
0.3387

	
0.4952

	
0.4963

	
0.3546

	
0.3483

	
4.04   ×  10  − 6    




	

	
Max.

	
0.6487

	
0.5764

	
0.6938

	
0.6702

	
0.6973

	
0.6768

	
0.5958

	
0.5294

	
1.28   ×  10  − 5    




	

	
MSEE

	
0.0137

	
0.0011

	
0.0175

	
0.0174

	
0.0074

	
0.0053

	
0.0086

	
0.0064

	
–




	
Geometric

	
   A D   

	
1.0235 *

	
0.2859

	
0.7060

	
0.5108

	
0.6628

	
0.1867

	
0.7069

	
0.4753

	
–




	

	
(p-value)

	
(0.0106)

	
(0.6227)

	
(0.0646)

	
(0.1945)

	
(0.0826)

	
(0.9038)

	
(0.0643)

	
(0.2379)

	
 –








* p < 0.05; ** p < 0.01.
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Table 3. Summary statistics of the number of deaths per day in the Republic of Serbia, with zero-and-one inflation testing.
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	Statistics
	Estimated Values





	Sample size
	1094



	Minimum
	0



	Mode
	0



	Median
	9



	Mean
	16.01



	Maximum
	79



	St. deviation
	18.21



	Variance
	331.57



	Skewness
	1.269



	Kurtosis
	3.4367



	Zero-count
	104



	Zero-proportion
	0.0951



	Zero-statistics (   I ^  0  )
	5.601 **



	(p-value)
	(2.10   ×  10  − 6    )



	Ones-count
	102



	Ones-proportion
	0.0932



	Ones-statistics (   I ^  1  )
	5.492 **



	(p-value)
	(3.54   ×  10  − 6    )







** p < 0.01.
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Table 4. Estimated fitting parameters of the considered data with the INAR(1) and ZOIPS-INAR(1) models, along with their goodness-of-fit and predictive statistics. (Poisson distribution is assumed for PS-distributed innovations).
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Parameters/Statistics

	
CLS Estimates

	
PGF Estimates




	
INAR

	
ZOIPS-INAR

	
INAR

	
ZOIPS-INAR






	
  θ  

	
0.1731

	
0.1420

	
0.1768

	
0.1592




	
  α  

	
0.9890

	
0.9890

	
0.9431

	
0.9902




	
   ϕ 0   

	
–

	
0.0709

	
–

	
0.0775




	
   ϕ 1   

	
–

	
0.1492

	
–

	
0.1416




	
   S T 2   

	
3.92   ×  10  − 2    

	
3.09   ×  10  − 2    

	
1.17   ×  10  − 2    

	
6.96   ×  10  − 4    




	
MSEE

	
8.61   ×  10  − 3    

	
5.98   ×  10  − 3    

	
6.79   ×  10  − 3    

	
5.96   ×  10  − 3    




	
AIC

	
4.8393

	
4.2495

	
4.8265

	
4.2489




	
   D M   

	
2.4269     * *   

	
2.3312     * *   




	
(p-value)

	
(7.69   ×  10  − 3    )

	
(9.96   ×  10  − 3    )








** p < 0.01.
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Table 5. Estimated fitting parameters of the considered data with the INAR(1) and ZOIPS-INAR(1) models, along with their goodness-of-fit and predictive statistics. (Geometric distribution is assumed for PS-distributed innovations).






Table 5. Estimated fitting parameters of the considered data with the INAR(1) and ZOIPS-INAR(1) models, along with their goodness-of-fit and predictive statistics. (Geometric distribution is assumed for PS-distributed innovations).





	
Parameters/Statistics

	
CLS Estimates

	
PGF Estimates




	
INAR

	
ZOIPS-INAR

	
INAR

	
ZOIPS-INAR






	
  θ  

	
0.1461

	
0.0919

	
0.2236

	
0.1075




	
  α  

	
0.9890

	
0.9890

	
0.9099

	
0.9908




	
   ϕ 0   

	
–

	
0.1068

	
–

	
0.1169




	
   ϕ 1   

	
–

	
0.1231

	
–

	
0.0859




	
   S T 2   

	
2.90   ×  10  − 2    

	
2.78   ×  10  − 2    

	
8.99   ×  10  − 3    

	
9.91   ×  10  − 5    




	
MSEE

	
1.11   ×  10  − 2    

	
6.81   ×  10  − 3    

	
6.84   ×  10  − 3    

	
6.78   ×  10  − 3    




	
AIC

	
4.8686

	
4.8301

	
4.8355

	
4.8291




	
   D M   

	
1.7961 *

	
2.3446 **




	
(p-value)

	
(3.64   ×  10  − 2    )

	
(9.61   ×  10  − 3    )








* p < 0.05; ** p < 0.01.
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