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Abstract: Large amounts of data are created from sensors in Internet of Things (IoT) services and
applications. These data create a challenge in directing these data to the cloud, which needs extreme
network bandwidth. Fog computing appears as a modern solution to overcome these challenges,
where it can expand the cloud computing model to the boundary of the network, consequently
adding a new class of services and applications with high-speed responses compared to the cloud.
Cloud and fog computing propose huge amounts of resources for their clients and devices, especially
in IoT environments. However, inactive resources and large number of applications and servers in
cloud and fog computing data centers waste a huge amount of electricity. This paper will propose a
Dynamic Power Provisioning (DPP) system in fog data centers, which consists of a multi-agent system
that manages the power consumption for the fog resources in local data centers. The suggested DPP
system will be tested by using the CloudSim and iFogsim tools. The outputs show that employing
the DPP system in local fog data centers reduced the power consumption for fog resource providers.

Keywords: cloud computing; fog computing; Internet of Things; big data; Cloud of Things; energy
efficiency; machine-to-machine networks
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1. Introduction

The term IoT concerns how to achieve a point at which several of the entities around
us will have the capability to interconnect with each other through the Internet with no
human involvement [1]. A cloud computing model enables on-demand access to a network
for sharing and configuring computing resources. Instead of sending IoT data to the cloud,
the fog offers secure storage and management of nearby IoT devices.

Fog computing and cloud computing both provide a variety of resources and services
on-demand. The service providers in both models can contain numerous physical and
virtual machines (VMs). A growing number of cloud service providers are expanding their
data centers worldwide in order to meet the rapidly growing demand for data management
capabilities and storage among clients and entities. In cloud data centers, a large number
of linked resources are typically present, including physical machines as well as virtual
machines that consume large amounts of electricity for their activities [2,3]. The proposed
system in this paper (DPP) rests on turning inactive machines to (Sleep/Wakeup) or
switched-off mode by applying the migration of VMs between local data centers in a fog
environment.

The construction and management of data centers must be cost-effective for cloud
providers. As cloud computing scales up, power consumption increases, resulting in higher
operational costs. An amount of 45% of the total cost of a data center will be attributed to
physical resources (such as CPU, memory, and storage) [4]. Nevertheless, energy costs will
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make up 15% of operating costs, according to [5]. Data centers have doubled their energy
consumption in the past five years; infrastructure and energy costs will account for 75% of
the overall operating cost [6]. It is therefore important for cloud data centers to reduce their
energy consumption.

Virtualization technology is now used by most of the physical servers in cloud data
centers. VMs are placed on different hosts and communicate with each other based on the
service-level agreement (SLA) with cloud providers. It is important to maintain application
performance isolation and security for each VM by providing it with enough resources,
including CPU, memory, storage, and bandwidth. Virtualization technology allows for the
running of multiple virtual servers on a single physical machine (PM), which helps with
resource utilization and energy efficiency. Likewise, virtualization provides an efficient
way to manage resources and reduce energy consumption, enabling cloud managers to
deploy resources on-demand and in an orderly manner [7].

IaaS (infrastructure as a service) is one of the major services of public clouds with
virtualization. Cloud providers optimize resource allocation by deploying virtual machines
(VMs) on physical machines (PMs) based on tenants’ SLA requirements. As different
mappings between VMs and PMs lead to different resource utilizations, cloud providers
face the challenge of placing multiple VMs required by tenants efficiently on physical
servers to minimize the number of active physical resources and energy consumption,
resulting in reduced operation and management costs. VM placement has become a hot
topic in recent years.

1.1. Internet of Things (IoT)

Initially, the IoT was intended to reduce human interaction and effort by employing
several types of sensors that could gather data from the surrounding environment, organize
it, and allow storage and management of that information [8,9]. The IoT is a modern
innovation of the Internet. It allows entities (things) to gain access to information that was
aggregated by other entities, or they can be used to be part of complex services [10,11].
By using any network or service, the IoT is designed to enable entities to be connected
anytime, anywhere, and with anything. The figure below illustrates the general concept of
the Internet of Things. A general overview of the IoT is shown in Figure 1 [12].
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IoT architecture comprises multiple layers of technologies to support IoT operations.
The first layer consists of smart entities incorporated with sensors. Sensors provide a
method of correlating physical and digital objects to allow the accumulating and managing
of real-time data. Sensors are available in different types for a variety of uses. In addition
to measuring air quality and temperature, the sensors can record pressure, humidity, flow,
electricity, and movement. There is also memory in the sensors for storing a certain amount
of data. Usually, the sensors embedded in IoT systems produce a huge volume of big data.
The majority of sensors have need of connectivity to a gateway in order to transfer the big
data that was collected from the sounded environment. The gateways vary from Wide
Area Networks, Personal Area Networks, to Local Area Networks. In the current network
environment, networks, applications, and services between machines are supported by a
variety of protocols. It is becoming increasingly necessary to integrate multiple networks
with different protocols and technologies to provide a wide range of IoT applications and
services in a heterogeneous environment as the demand for services and applications
continues to grow [12].

Considering the limitations of the IoT in terms of processing power and storage, it is
necessary to create a collaboration between the IoT and cloud computing. This collaboration
has been referred to as the Cloud of Things (CoT), and this collaboration is one of the most
effective solutions available to solve many of the challenges associated with the IoT [13].

1.2. Cloud Computing

As a result of cloud computing, individuals and businesses have the opportunity to
access dynamic and distributed computer resources such as storage, processing power, and
services via the Internet on demand. Third parties control and administer these resources
remotely. Webmail, social networking sites, and online storage services are all examples of
cloud services [14].

In most cases, a cloud provider is responsible for operating and administering a
large data center, which is used to house and host cloud resources, as well as providing
computing resources to cloud clients. These resources can be reached from anywhere by
anyone via the Internet on demand [15]. The cloud computing infrastructure is illustrated
in Figure 2.
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IaaS, SaaS, and PaaS represent the cloud service models offered by the cloud providers.
Infrastructure as a Service (IaaS) refers to a monitoring model or/and service business
that provides on-demand virtualization of resources [17]. In this paradigm, the provider is
the owner of the machines and the applications. Instead of owning these machines and
applications, the providers allow cloud clients to use them virtually. According to this
model, the client pays or rents the services on a pay-per-use basis [18]. A cloud resource
can be accessed via the web-based interface by cloud users.
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The most popular cloud service model is Software as a Service (SaaS), in which cloud
users can obtain access to the services and applications of the cloud, in order to exploit
them with no need to purchase or download those applications and services. In the same
way, it is a storage service model in which the cloud users can also store their data in a
rental base [19]. As in the IaaS, the cloud clients can get access and use applications and
services of SaaS through using the web-based services.

A third model of cloud service is Platform as a Service (PaaS). where clients of cloud
service providers can rent services from the cloud providers in order to run their appli-
cations on the Internet by renting infrastructure, software, and hardware from the cloud
provider [20]. Applications can be developed and tested in this environment, which is
particularly useful for application developers.

Presently, cloud computing is growing vastly in different services and applications.
It has developed to become a most significant technology of computing infrastructure,
applications, and services [21].

1.3. Fog Computing

The Cloud of Things (CoT) is a combination of the Internet of Things and cloud
computing. The reason behind this collaboration is that the IoT is distinguished by its
rustiness in term of privacy, performance, reliability, security, processing power, and storage.
The combination is one of the useful choices to solve most IoT challenges [22]. In addition
to simplifying IoT data transfer, the CoT facilitates the installation and integration of
complicated data between entities [23,24]. It is, however, challenging to manufacture new
IoT services and applications due to the large number of IoT devices and equipment with
different paradigms available. It is necessary to analyze and process the large volumes of
data generated by IoT devices and sensors in order to determine the correct action to be
taken. It is therefore a necessity to have a high-bandwidth network to be able to transfer all
of the data into a cloud environment. In this case, fog computing can be utilized to solve
this problem [24,25].

IoT is a particular application of fog computing, which was developed by Cisco [26]. It
offers a number of benefits to a wide range of fields, particularly the Internet of Things. IoT
devices can access fog computing, similar to cloud computing, by storing and processing
data locally, rather than transferring it to a cloud server. Fog computing, in general, is an
extension of cloud computing but is located closer to end users (endpoints) [22], as shown
in Figure 3.
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As a result of fog computing in IoT environments, performance will be improved
and the amount of data transferred to cloud computing environments for storage and
processing will decrease. Thus, instead of sending sensors’ data to the cloud, network end
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devices will process, analyze, and store the data locally instead. As a result, network traffic
and latency will be reduced [27].

The following points clarify how fog computing functions. Data from IoT devices are
collected by fog devices closest to the network edge. Afterwards, the fog IoT application
selects the best location for analyzing the data. Mostly, there are three kinds of data [22,28]:

• The highest time-sensitive data: this kind of data is processed on the fog nodes closest
to the entity of data generator.

• A fog node processes, assesses, and responds to data which can wait for action or
respond for a few seconds or minutes.

• Those data sets that cannot be delayed or are less time-sensitive are sent to the cloud
where they are archived, analyzed, and permanently stored.

Our paper’s contributions can be summarized in the following points:

1. Proposing a Dynamic Power Provisioning (DPP) system in fog data centers, which con-
sists of a multi-agent system that manages the power consumption for fog resources
in the local data centers.

2. The proposed system will manage, monitor, and coordinate running jobs in fog data
centers by using a fog service broker. From one side, this broker integrates IoT with
Edge-Fog, and with cloud environments from the other.

3. Reducing the amount of data transferred to the cloud environment.
4. The outputs of the proposed system show that employing the DPP system in the local

fog data centers reduced power consumption for fog resource providers.

This paper relies on an experiment for its research method. There is a description
of what was done to answer the research question, how it was done, a rationale for the
experimental design, and an explanation of how the results were analyzed.

This paper is organized as follows: The second section provides a literature review.
The third section presents the proposed DPP system model, and the fourth section is its
evaluation. The conclusion is the last section of the paper.

2. Related Works

There is a lot of research regarding how the cloud and fog computing models monitor
their resources and how they can reduce the power consumption during their jobs. The
purpose of this section is to introduce several models that have been introduced in the field
of fog computing and cloud computing.

Al-Ayyoub et al. [29] provided an overview of the Dynamic Resources Provisioning
and Monitoring (DRPM) system for organizing cloud resources through the use of multi-
agent systems. The DPRM also takes into consideration the QoS for cloud customers.
Moreover, the DRPM system incorporates a modern VM selection algorithm known as
Host Fault Detection (HFD) that reduces the amount of power consumed by cloud providers
by migrating VMs within their data centers. The DRPM system was assessed by using the
Cloudsim simulator.

Patel and Patel in [2] proposed that inactive physical machines be switched to lower
power states (sleep/wake up or switched off) in order to maintain the performance require-
ments of customers in cloud data centers. The machines that operate in a data center can
be classified into three categories based on their use: overloaded machines are machines
with usage more than a specific level; in the same way, machines with usage less than a
specific level may be described as under-loaded machines; the rest of the machines are con-
sidered as normal machines. The resource provider tries to shift some workloads between
machines, so the target machines do not become overloaded. This is done by selecting
some virtual machines from overloaded machines and attempting to move them on other
machines in a way that makes source machines turn into a normal one while at the same
time preventing the target one from getting overloaded. Also, the system tries to select all
virtual machines from under-loaded machines and move them on other machines in a way
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that allows for turning off those under-loaded machines when all virtual machines are well
migrated for the intention of reducing energy.

Katal et al. in [30] clarified that there are different models for assessing power con-
sumption in storage devices, servers, and network devices. It was suggested in the paper
that a model be set up in three steps, namely reconfiguration, optimization, and monitoring,
to optimize the power consumption. According to the paper, the energy enchantment
policy could be controlled by power consumption estimation models, which could result
in a 20% reduction in energy consumption. Jiang et al. in [31] examined the problem of
power management in non-physical data centers in the early rise of cloud computing. The
objective is using non-physical (virtualization) technologies in data centers to dynamically
employ power-controlled methods and policies. Using this method, two elements are
incorporated into the resource administrator, namely the local administrator and the global
administrator. Local policies are recognized as the power administrator policies of the guest
OS. Global policies, on the other hand, are derived from the local administrator policies for
the location of the VM.

H. Zhao et al. in [32] determined the challenges associated with the dynamic location
of applications and services in a container as a power-aware issue. The cost and size
of containers can be altered, and live movements take place at regular intervals for the
migration of virtual machines from one machine to another. Jeba et al. in [33] suggested a
scheme of creation of lower and upper utilization levels (thresholds) to recognize under-
loaded and overloaded servers. In order to reduce the likelihood of SLA violations when
the machine consumption is above the upper level, the paper proposed moving some
virtual machines from the machine. It is similarly necessary to relocate all VMs on an
under-loaded machine and to turn off the machine in order to reduce energy consumption
if consumption falls below the lower level. However, no exact method of determining
lower and upper levels was presented in the paper. A summary of related work can be
show in Table 1.

Table 1. A Summary of Related Work.

Reference Performance
Metric

Technique and
Algorithm Major Contribution

Naranjo et al. [34] Energy consumption and
average latency

Virtualization using
containers

It is a method that heuristically manages
resources based on penalties, reducing

energy consumption.

Nan et al.
[35]

Number of applications in
the cloud, average response

time, and average cost of
running the system.

Stochastic optimization,
Lyapunov optimization, and

online algorithm

For balancing data processing time and
running costs, an online algorithm uses

Lyapunov optimization on time and energy
costs.

Conti et al.
[36]

Jobs spent in nodes, number
of renewable energies

generated, and average
delay during task queueing

Reinforcement learning and
Markov-based analytical

models

The server activation policy can be
optimized using a Markov-based

reinforcement learning method. Battery
energy storage systems (BESS) are used to

reduce the probability of job loss.

Wang et al.
[37]

Energy consumption as a
whole

Zipf distribution and
genetic algorithm

Optimized the caching strategy to
minimize energy consumption to solve the

content placement problem.

Yang et al.
[38] Efficiency in energy use. Analyses based on rigorous

mathematics

An algorithm for maximizing energy
efficiency in homogeneous environments

(MEETS).

Singh et al. in [39] presented fog computing along with real-time applications related
to it. In addition to demonstrating that fog computing is capable of controlling and
operating big data generated by IoT devices, the paper stated that fog computing is capable
of addressing latency and congestion concerns associated with fog models. M. Chiang
and T. Zhang [40] describe how fog computing is used in conjunction with the Internet of
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Things. They considered the new interests in developing IoT systems and the ways that can
be used to solve the challenges related to the present networking and computing models.

Hong et al. in [27] conclude that the combination of fog computing and the Internet
of Things has been demonstrated to result in fog as a service (FaaS). As a service provider
in FaaS, the service provider is responsible for building and maintaining a network of fog
nodes across a range of geographies and serves as an owner to various clients in different
sectors. Each fog node owns its local storage, computation, and networking abilities. Unlike
cloud computing, FaaS offers a variety of computing, storage, and management services
that can be established and operated by large and small businesses at different levels
according to customer needs. The cloud is normally managed by large businesses that are
able to build and manage large data centers.

All of the previous systems and frameworks suggested their work for cloud computing.
None of them has proposed a system or mechanisms that can deploy on fog computing.
Our proposed system in this paper (DPP system) is a dynamic system that can reduce and
organize the power consumption for the data centers in the fog environment.

3. System Model

In this study, the main goal of the system model is to reduce the energy consumption
in fog data centers. Thus, it is necessary to first describe the fog infrastructure in order to
illustrate this model. Figure 4 shows the fog infrastructure and components.
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Figure 4. Fog infrastructure and components.

The fog service broker essentially is an agent manager that monitors and coordinates
the running jobs in the fog data centers. This component is described as a point of integrat-
ing of the IoT environment with the Edge-Fog from one side, and the cloud environment
from the other side. Using Internet of Things devices, instructions will be translated into
physical actions based on the sounds in the environment. There are several wireless or
wired transmission protocols that can be used to connect IoT devices to close gateways.
IoT devices and fog resource brokers are connected through a fog gateway. Also, in some
situation the fog gateway may have the capability to connect and transfer data directly to
the cloud environment without the necessity to get in touch with the fog service broker first.
This state can happen if the data that need to be transferred are less time-sensitive to delay.

Fog data centers are in charge of application execution, data storage, and other opera-
tions’ control. They can be used for storing the users’ credentials, reserving the application
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list, storing the data from IoT devices, and improving the storage capacity of the cloud for
the purpose of supporting data management.

Generally, fog service brokers or fog gateways determine the optimum way to handle
the data received from IoT applications and devices. When the data are highly time-
sensitive, they are processed by the fog nodes closest to the entity that generated the data.
In the second case, if the data can wait or be delayed for seconds or minutes for actions or
responses, the data are transferred along to the fog node for processing, assessment, and
action. Last but not least, if the data cannot be delayed or are not too time-sensitive to be
stored on-premises, the data are usually transferred to the cloud for storage and analysis,
including historical and archival data analysis and big data analytics.

Due to the rapid increase in IoT devices’ requests for data storage and processing, fog
resource providers have created a number of data centers near the IoT environment. The
fog data center can contain many physicals and virtual machines (VMs). Figure 5 shows
our proposed system for the fog data center. The Hypervisor in every single machine is
used to organize and create the VMs on the top of physical machines.
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In our proposed system, for each physical machine, there is an agent which is respon-
sible for sending the feedbacks about the status of the running jobs inside the machine
to the fog service broker. Also, it is the job of the agent to decide the necessity of the VM
migrations between the physical machines; in order to reduce power consumption within
data centers, inactive machines should be turned off.

Machines that are operating in fog data centers are categorized into three types, depend
on their utilizing: overloaded machines are machines with usage more than a specific level;
in the same way, machines with usage less than a specific level may be described as
under-loaded machines; the rest of the machines are considered as normal machines.

There are many physical and virtual machines in the fog data centers which consume
a considerable amount of electricity as a result of their operation. Our proposed system of
decreasing energy consumption in fog data centers is adopted from [2], in which the system
is proposed for cloud data centers. In addition to maintaining customers’ performance
requirements in fog data centers, the proposed DPP system makes use of a mechanism to
switch inactive physical machines into lower power states (Sleep/Wakeup or switched off).
This operation is performed by the fog resource providers’ agents.

The agent at the fog resource provider tries to shift some workloads between machines
so the target machines do not become overloaded. This is done by selecting some virtual
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machines from overloaded machines and attempting to move them on other machines in
a way that makes source machines turn into normal ones but at the same time prevents
the target one from getting overloaded. Also, the system tries to select all virtual machines
from underloaded machines and move them on other machines in a way that allows for
turning off those underloaded machines when all virtual machines are well migrated for
the intention of reducing energy. To apply that, several factors should be considered such
as the current workload, resource availability on target machines, and migration feasibility,
while at the same time ensuring that the migration process does not overload the target
machines during the transfer.

It is necessary to develop an allocation strategy that optimizes resource utilization,
minimizes energy consumption, and ensures efficient processing when mapping virtual ma-
chines (VMs) to physical machines in a fog computing environment. This includes resource
utilization, load balancing, dynamic mapping, fault tolerance, redundancy, optimization,
and security.

To determine which machines are considered as underloaded, overloaded or normal,
the Lower Threshold (T Lower), which determines the lowest utilized host, is used. A
preliminary calculation of the workload (WTotal) of all available active machines (hosts) in
the data center is made by using Equation (1). The maximum number of virtual machines
to be migrated (HMax) depends on the total number of virtual machines (WTotal) in the
data center as in Equation (2). Afterward, the lowest threshold value (T Lower) can be
calculated as in Equation (3). Based on T Lower, one can attempt to move all the virtual
machines to the lowest utilized host after determining T Lower. The target host should
have sufficient resources to contain the migrated VMs.

WTotal ← ∑i=Htotal
i=1 Ui (1)

where WTotal: Total Work Load Datacenter; Ui: Utilization of Host; Htotal: Number
of Hosts.

HMax ← HTotal − WTotal
UpperThreshold

(2)

HMax: Maximum number of hosts that can be migrated;

T Lower ← H Sort [HMax] (3)

T Lower: Lower Threshold.

4. Experiments and Results

In order to evaluate the proposed DPP system’s performance, Cloudsim [41] and
IFogsim [42] were employed. IFogsim is considered to be one of the most popular simula-
tions for fog computing, and Cloudsim is a popular simulator tool for cloud computing
environments.

The characteristics of the physical machines and virtual machines included in this
simulation are presented in Tables 2 and 3. A simulation was conducted in two parts, each
with the same settings. As part of our simulation, 300 physical machines were allocated,
as well as 900 virtual machines. The SPECpower benchmark [43] was used to test the
real power consumption data, as shown in Table 4. The utilization here indicate the CPU
utilization.

Table 2. Physical machine specification.

Type Name MIPS RAM
(MB)

Bandwidth
(Gbps) Number of Host

1 HP ProLiant ML110 G4 servers 4000 4096 2 150
2 HP ProLiant ML110 G5 servers 4000 2048 2 150



Mathematics 2024, 12, 116 10 of 13

Table 3. Specification of virtual machines.

Type MIPS RAM
(MB)

Bandwidth
(Gbps) Number of VM

1 2000 1024 100 300
2 1500 2048 100 300
3 500 512 100 300

Table 4. Power consumption (watts per hour) at different load levels.

Machine Type 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

1 86 89.4 92.6 96 99.5 102 106 108 112 114 117
2 93.7 97 101 105 110 116 121 125 129 133 135

A linear relationship between power consumption and CPU utilization can be used to
accurately determine the power consumption by physical machines. A small utilization
can still result in a significant amount of energy consumption for the machine, as can be
seen from Table 4. Therefore, it is essential to turn off such kind of inactive machines, or
reduce the number of virtual machines running on those physical machines when they are
not in use, in order to reduce the power consumed by the physical machine itself.

The following steps justify the main phases of our simulation:

• In IoT, devices generate and send data in accordance with the surrounding environ-
ment. These data are sent through fog gateways to the fog service broker.

• Fog service brokers receive data from IoT devices and search for the most appropriate
data centers to process the data.

• Later, the fog service broker transmits the data to the appropriate resource providers
(data centers) and contacts the agent associated with each provider.

• The fog service broker may divide the data between several resource providers inside
the data center for the purpose of reducing costs and accelerating the process.

• While the data is being processed inside the data center, the provider’s agent will
periodically send the fog service broker messages regarding the level of achievement
of the running data. In this manner, the fog service broker will be able to determine if
the process of data collection has been successful. This will assist moving the data to a
different provider if any failure happened.

• Simultaneously, the agent attached to the provider inside the data center checks
periodically the CPU utilization of the machines inside the data center.

• The fog data centers make use of the DPP system by trying to determine the inactive
VMs or the ones that exceed the Lower Threshold, and try to shut down those VMs if
they are inactive to migrate them to other physical machines.

• Finally, the fog service broker transmits the data outputs to the IoT environment.

Figure 6 shows the simulation results of our experiment. DPP (Dynamic Power
Provisioning) significantly reduced the power consumed by physical machines, particularly
post-500. A reduction in energy consumption was achieved within the data center as a
result of this system. As a consequence of the increased efficiency facilitated by the DPP
system, the data center experienced a scenario where certain virtual machines had to be
either shut down or migrated. This action was necessitated by the decreased utilization or
inactive state of the physical machines. By adapting to the altered utilization patterns of
these physical resources, the DPP system optimized its operation, resulting in a reduction
in overall power consumption for the entire data center. This outcome reflects a successful
synergy between technology and energy efficiency, showcasing how dynamic systems like
DPP can intelligently manage resources, adapt to fluctuations, and contribute significantly
to reducing the environmental footprint of data centers.
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Figure 6. Simulation results.

5. Conclusions

A large amount of data is generated by IoT services and applications due to sensors
and other machines. Using fog computing, the cloud computing model is extended to the
network’s boundary. Cloud and fog computing propose a huge amount of resources for
their clients and devices, especially in IoT environments. Most of these resources are being
added to large data centers in order to meet the growing number of requests coming from
cloud clients, IoT devices, and applications. In some cases, these resources may remain
inactive for quite some time before new tasks are sent to cloud or fog servers for processing.
The result of that is wasting a huge amount of electricity. Implementing a Dynamic Power
Provisioning (DPP) system within fog data centers is the central focus of this paper. The
DPP system comprises a multi-agent framework designed to oversee and regulate power
consumption for the fog resources within local data centers. The aim is to optimize resource
utilization and mitigate energy wastage. To evaluate the efficacy of this proposed system,
tests were conducted using CloudSim and iFogSim, specialized simulation tools tailored
for cloud and fog computing environments, respectively. These simulations were pivotal in
assessing the performance and impact of the DPP system on power consumption within fog
data centers. The results obtained from these tests indicate a tangible reduction in power
consumption for fog resource providers upon the implementation of the DPP system in local
fog data centers. This reduction serves as empirical evidence validating the effectiveness of
the proposed DPP framework in efficiently managing power usage. Such findings signify
a promising advancement in addressing the challenges of energy efficiency within fog
computing infrastructures. By implementing intelligent systems like DPP, these data centers
can adapt power consumption dynamically, aligning it more closely with actual resource
demands. This not only enhances operational efficiency but also contributes significantly
to reducing electricity wastage, thereby supporting sustainability objectives.
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