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Abstract: This article introduces a refined mathematical model to evaluate the quality of mobile
radio channels within cyber-physical systems, employing the topological transformation of stochastic
networks. The operation of the radio channel is conceptualized as a stochastic network, enabling
the derivation of critical metrics such as an equivalent function, mathematical expectation, variance,
and the time distribution function of the implemented processes. The model uses the Gamma distri-
bution for the initial distribution functions of random variables, enhancing its analytical precision.
A significant advancement of this study is the development of a comprehensive model that describes
the data transmission process through phases of connection establishment, information transmission,
and connection maintenance. The innovative aspect of this research lies in applying an equivalent
function to a stochastic network that includes a logical “AND” node with gamma-distributed in-
coming branches. The stochastic network presented in the article, which includes a logical “AND”
node, helps to elucidate the mechanism for obtaining an equivalent function for such networks,
allowing the application area of the GERT method to be expanded. This methodological enhancement
extends the previously limited scope of topological transformation methods, which only applied to
exponential distribution models for the timing of branch inputs. By integrating a Gamma distribution,
the model simplifies the equivalent function and reduces the computational complexity required
to assess the radio channel’s quality, ensuring the accuracy needed for engineering calculations.
Moreover, the proposed method requires 25–40% fewer series members than the traditional Taylor
series decomposition, while maintaining comparable computational complexity for the typical series
members. Furthermore, the maximum absolute error in the calculations is capped at 9 × 10−3, which
is well within acceptable limits for engineering purposes. Primarily designed for radio channels in
cyber-physical systems, the model’s applicability extends to wireless communications, providing a
valuable tool for evaluating channel efficiency and security in the face of increasing cyber threats.

Keywords: radio channel; cyberattack; cyber-physical systems; Gamma distribution; stochastic
network

MSC: 90B15

1. Introduction

The control system for the digital communication network in railway transport is
designed to ensure the optimal functioning of all network segments, effectively utilizing
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and developing communication resources to meet the diverse needs of railway transport
for communication services. This includes maintaining the reliability and resilience of the
railway communication network amid various external destabilizing factors. Additionally,
it should fulfill the requirements and expectations of communication service users, facilitate
network structure reconfiguration, address failure consequences, monitor the quality of
service for subscribers and data transmission, and safeguard transmitted information
against unauthorized access.

Existing radio networks face increasingly higher demands for the speed and timing
of transmitted data each year, driven by the development of systems that manage train
movements. In turn, radio channels are used to ensure data transmission between mobile
objects and the radio network. Therefore, the process of data transmission over the radio
channel must be built in accordance with the requirements necessary for cyber-physical
systems (CPSs). The main task of CPSs is the ability to integrate physical objects and pro-
cesses occurring in the infotelecommunication environment. The consistent development
of rolling stock and railway infrastructure in the context of increased transport intensity
has led to the emergence of CPSs that provide train traffic control. A cyber-physical sys-
tem represents a sophisticated nexus of interwoven physical entities and computational
elements, orchestrated within an engineering framework [1–3].

1.1. Relevance

A CPS features a multifaceted architecture where each layer is interdependent and
interacts dynamically with the others. Specifically, Figure 1 depicts the architecture of a CPS,
which comprises physical, network, and cybernetic layers. The cyber layer is responsible
for creating a database of events. It processes incoming data from physical objects and
formulates control commands. These commands are then relayed to the controlled objects
via the mobile communication radio channel situated within the network layer. This
structure ensures efficient data flow and command execution across the system.
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CPSs play a crucial role in organizing and ensuring the safety of the transportation
process for Russian Railways (RRs), which are recognized as a critical component of
Russia’s Critical Information Infrastructure (CII) [4]. The significant impact of RRs on
various sectors of the Russian economy imposes high standards on the mobile radio
communication networks that support these operations. Furthermore, the essential nature
of these systems attracts increased attention from malicious entities aiming to disrupt the
operational integrity of RRs’ CPSs [4].

Consequently, the control systems and wireless data communication networks em-
ployed in RRs’ CPSs must not only facilitate efficient transportation management but also
meet stringent security standards to protect against both physical and cyber threats [5]. This
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dual requirement underscores the critical need to rigorously assess the performance and
security of technological data transmission networks within mobile radio communications,
particularly under potential cyberattack scenarios.

The importance of enhancing the performance quality of mobile radio communication
networks for data transmission is a major focus for experts in the field. This focus drives
substantial interest in the design and development of robust mobile radio communica-
tion networks tailored to meet the specific needs of various applications, ensuring both
operational efficiency and security.

1.2. Previous Surveys

For instance, reference [6] introduces a mathematical model for the MIMO radio
channel. This model is developed considering the real signal-noise environment, including
the impact of both artificial and natural interferences. While this model primarily aims
to evaluate the theoretical bandwidth of the radio channel, it does not incorporate time
parameters. Consequently, this omission prevents an assessment of the time required to
communicate information to consumers.

In [7], the application of Markov models to evaluate the availability of the radio
channel is discussed. The operational states of the radio channel are modeled, including
an operable state, a state indicating the potential for information transmission blocking,
and a state of complete blocking. The evaluation focused on the occurrence of threats
and calculated the operational uptime of the radio channel. However, this study over-
looked the processes of establishing and maintaining connections, which limits the analysis
of how effectively an intruder’s actions to block logical channels impact the success of
information exchange.

In another study, the authors in [8] analyzed the efficiency of radio channel utilization
based on an indicator that reflects the proportion of the channel’s capacity available for data
transmission. Despite this analysis, the study did not incorporate a mechanism to assess
how this usage indicator influences the timing of information transmission over the radio
channel. Further, in references [9,10], the authors examine a signal transmission algorithm
that accounts for the characteristics of the transmitted traffic. By analyzing the volume
and duration of the data transmitted, they provide an estimate of the proportion of total
data volume successfully transmitted. However, this methodology does not allow for the
assessment of data transmission time or the evaluation of transmission timing throughout
the complete data delivery cycle, as it does not consider the operations within the logical
communication channels.

The method discussed in [11] is notable, as it involves using a logical channel for
establishing connections through a technique that employs sudden frequency changes for
automatic link establishment. The authors investigated the probability of establishing a
communication channel and the associated bandwidth value. However, their assessment
lacked an examination of the time characteristics essential for determining the duration
required to establish a connection or to perform frequency reconfiguration, if necessary.
This methodology is also reviewed in [12], where the focus is solely on the bit error rate,
neglecting the critical aspect of connection establishment time.

Various methodologies are utilized to evaluate radio communication channels, as
detailed in scholarly articles [13–16]. Researchers focus on the signal propagation envi-
ronment and employ models such as line-of-sight propagation and the Okumura-Hata
model, which is particularly suited to densely populated urban settings. Their analyses
determine how signal attenuation varies with transmission distance, computing metrics
like the signal-to-noise ratio, noise coefficient, and reference signal power. Nonetheless,
these approaches fail to capture the time dynamics of signal delivery that are influenced by
the propagation environment.

In studies [17–20], the mathematical modeling of traffic and the assessment of data
transmission quality are explored. Through scenario-based analysis, these studies compare
channel gain deviation indicators under various conditions to select optimal antenna



Mathematics 2024, 12, 1452 4 of 18

systems. However, the available operational data do not facilitate the calculation of channel
occupancy times or the probability of successful connection completions.

Other research efforts, specifically [21,22], focus on analyzing radio signaling stan-
dards that facilitate data exchanges between trains and radio block centers. Notably, these
studies delve into the European Rail Traffic Management System (ERTMS), developed to
standardize train traffic management and enhance safety [23–25]. During their investiga-
tions, researchers explored how to improve data collection methods from trains via the
radio channel to expedite data retrieval. They also examined the impact of train speed on
the accuracy and timeliness of acquiring data about train characteristics.

The motivation for developing this refined model stems from several key challenges
observed in existing models, one such being that while these studies emphasize temporal
parameters, they do not provide a means to assess the likelihood of successful process
realization.

Limitations in Distribution Assumptions: Prior models were restricted to exponential
distributions, which limited their accuracy and applicability to real-world scenarios, where
data transmission times often follow more complex distributions.

Need for Enhanced Precision: Accurate assessment of radio channel quality is crucial for
ensuring reliable communication in CPS, especially in critical infrastructures like railway
transport systems. Improving precision in mathematical modeling directly translates to
better decision-making and operational efficiency.

Addressing Cybersecurity Threats: With the increasing prevalence of cyber threats, there
is an urgent need for models that can predict and mitigate potential vulnerabilities in CPS.
The enhanced model aims to provide a robust framework for assessing and improving the
security and resilience of mobile radio networks.

The article proposes a model of the data transmission process via a radio channel that
is free from the aforementioned shortcomings. Additionally, the absence of a mechanism
for obtaining an equivalent function for a stochastic network containing a logical “AND”
node and incoming branches with gamma distribution significantly narrows the applica-
tion scope of the GERT method for modeling complex technical organizational systems,
including CFS. The stochastic network presented in the article, which includes a logical
“AND” node, helps to elucidate the mechanism for obtaining an equivalent function and
expands the application area of the GERT method.

This paper makes several significant contributions to the field of CPSs and mobile
radio communications:

• By integrating the Gamma distribution and a logical “AND” node, the model offers
a more flexible and comprehensive approach to understanding and predicting the
behavior of radio communication networks.

• The application of the Gamma distribution allows for a more accurate description of
time-related processes in data transmission, thereby enhancing the model’s utility in
engineering calculations.

• The model is designed to be practically applicable, particularly in railway CPSs, where
it can help optimize network performance and resilience against disruptions, including
cyberattacks.

• The new approach reduces the computational burden by requiring fewer series mem-
bers than traditional methods while maintaining high accuracy, as evidenced by a
maximum absolute error within acceptable engineering limits.

These methodological advancements significantly extend the GERT method’s scope
beyond its previous limitations, paving new avenues for research and practical applications
in complex technical organizational systems. This model removes traditional restrictions
on the types of probability distributions that can be used for the random time durations
associated with each process, thereby offering an innovative tool for ensuring efficient and
secure data transmission across mobile radio networks.
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2. Mathematical Model and Methodology
2.1. Descriptive Model

The data transmission process via a radio channel involves multiple phases. Initially,
the controlled entity initiates the process by sending a connection request to the controlling
entity. Should this request go unacknowledged, the controlled entity issues a retrans-
mission request [26]. Upon successful acknowledgment, the controlled entity confirms
the establishment of the connection. Following this confirmation, the system identifies
an available physical channel for data transmission and establishes the connection using
Call Proceeding control (CPC). Once the connection is securely established, the controlled
entity proceeds to transmit control data to the controlling entity, which includes essential
control commands. Concurrently, to ensure continuous and stable communication, the
process of maintaining the connection is actively managed as depicted in Figure 2. This
structured approach ensures that each step in the transmission process is clearly defined
and effectively managed for optimal data communication.
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2.2. Problem Statement

Consider a radio channel that facilitates the control of a CPS. This channel includes
both physical and logical components responsible for data transmission, connection es-
tablishment, and the ongoing maintenance of connections. This radio channel operates in
conditions of persistent random interference and cyberattack is executed by the attacker
successfully with a probability of Pca, aiming to disrupt the control of the CPS. The deter-
mination of the probability of a successful cyberattack by an intruder is carried out using
the models presented in [27]. When there is a need for data transmission, the process of
establishing a connection is initiated through logical channels. Suppose the process of es-
tablishing a connection successfully happens within a random time frame th, characterized
by a distribution function H(t). Once the connection is set up, the data transmission over a
physical channel takes place within a random time period ta, governed by a distribution
function H(t). In this case, the data transmission process is accompanied by the transmis-
sion of commands over the logical channel to maintain an established connection during
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a random time tb with a distribution function B(t). If the impact on the data transmitted
over the physical channel is not successful, and the probability of this event is 1 − Pca, then
the data to be transmitted will be successfully delivered to the CPS recipient in a random
time tb1 with a distribution function B1(t), determined by the transmission rate R and the
volume of the transmitted data V. Otherwise, with a probability Pca, the cyber activity is
neutralized during a random time td1 with the distribution function D1(t), and the data will
be transmitted again. A command to maintain an established connection having a random
duration tc with a distribution function C(t) is transmitted during a random time interval tb
with a distribution function B(t) with probability P(tc > tb). With the opposite probability
P(tc ≤ tb), the command to maintain the connection will be retransmitted. It is necessary
to calculate both the average time and the time distribution function for successful data
transmission over a radio channel.

2.3. Solution

Let us represent the information transmission process described in the problem state-
ment as an aggregated stochastic network [28], as depicted in Figure 3. The data trans-
mission process includes private processes: the process of establishing h(s), the process of
maintaining the established connection b(s), and the process of data transmission a(s).
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The Process of Establishing a Connection (h(s)): This initial phase involves setting up
the necessary communication links between devices or network nodes. It is critical for
determining the feasibility and parameters of the subsequent data transmission, ensuring
that the connection is secure and reliable.

The Process of Maintaining the Established Connection (b(s)): Once a connection is es-
tablished, maintaining it becomes essential, especially in dynamic environments where
network conditions can change rapidly. This process ensures that the connection remains
robust, handling any potential disruptions or variations in network quality to provide a
steady communication channel.

The Process of Data Transmission (a(s)): This is the actual transfer of data across the
established and maintained connection. It involves the encoding, sending, and decoding of
the transmitted data, ensuring that the information is delivered accurately and efficiently
from the source to the destination.

Each of these subprocesses plays a crucial role in the seamless execution of data
transmission, working together to ensure that data not only reach their destination but do
so in a manner that is timely, secure, and consistent with the quality requirements of the
network.

To address the problem at hand, it is essential to initially determine the equivalent
functions for each individual process.

1. Determination of the distribution function of the connection establishment process.
The process of establishing a connection through a logical channel was investigated in [29],
and the equivalent function for this process is detailed in Equation (1).

h(s) =
P1b(s)r(s)[P2 + (1 − P2)u(s)P3r(s)]

1 − (1 − P1)b(s)− (1 − P2)u(s)(1 − P3)P1b(s)r(s)
(1)

where P1—the probability of successfully receiving the KVS frame; P2—the probability
of successfully receiving UPS, KPS, and DISTANCE; P3—the probability of successfully
receiving UPS, KPS, and DISTANCE base station (BS) signals after power regulation;
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b(s), r(s), u(s)—the Laplace–Stieltjes transforms of the probability distribution functions
of KVS reception time, successful reception times for UPS, KPS, and DISTANCE, and the
power regulation time for random variables (2):

b(s) =
∞∫
0

e−std[B(t)]

r(s) =
∞∫
0

e−std[R(t)]

u(s) =
∞∫
0

e−std[U(t)]

(2)

Building upon the method described in [29], we will determine the distribution func-
tion for the time required to establish a connection using the two-moment approximation
method, as detailed in [30]. This involves calculating the first two moments of the random
time interval required for connection establishment. Furthermore, we will identify the
shape and scale parameters of the Gamma distribution, as outlined in Equation (3):

M1h = (−1)1 d
ds

(
h(s)
h(0)

)
s=0

;

M2h = (−1)2 d2

ds2

(
h(s)
h(0)

)
s=0

;

Dh = M2h − M2
1h

(3)

where

v = M1h
Dh

—scale parameter;

ς =
M2

1h
Dh

—shape parameter.

Consequently, the distribution function for the connection establishment time is repre-
sented as follows in Equation (4):

H(t) =
vς

Γ(ς)

∫ e

0
tς−1e−vtdt (4)

which has an image h(s) =
( v

v+s
)ς.

2. Determination of the probability distribution function of the data transmission
process.

Let us represent the data transmission process as a stochastic network (Figure 4).
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Figure 4 indicates Pca—the probability of a computer attack occurring and b1(s),
d1(s)—the Laplace–Stieltjes transforms of the distribution functions for the packet trans-
mission time of a specified volume and the recovery time following a cyber attack, which
are defined for the respective random variables in Equation (5):

b1(s) =
∞∫
0

e−std[B1(t)]

d1(s) =
∞∫
0

e−std[D1(t)]
(5)
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The functional representation corresponding to the network shown in Figure 4 is
articulated as Equation (6):

a(s) =
(1 − Pka)b1(s)

1 − Pkab1(s)d1(s)
(6)

The probability distribution function for data transmission time is similarly deter-
mined and is represented by a Gamma function, as shown in Equation (7):

M1a = (−1)1 d
ds

(
a(s)
a(0)

)
s=0

;

M2a = (−1)2 d2

ds2

(
a(s)
a(0)

)
s=0

;

Da = M2a − M2
1a

(7)

where

σ = M1a
Da

—scale parameter;

ρ =
M2

1a
Da

—shape parameter.

Then, the connection establishment time distribution function is (8):

A(t) =
σρ

Γ(ρ)

∫ t

0
tρ−1e−σtdt (8)

3. Define the distribution function of the connection maintenance process.
The procedure for maintaining the connection is illustrated by the network presented

in Figure 5.
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Figure 5 indicates:
c(s)—the Laplace–Stieltjes transform is applied to the probability distribution function

representing the duration of the connection maintenance command;
a(s + c)—the Laplace–Stieltjes transform is utilized for the probability distribution

function corresponding to the time required for re-establishing a connection during data
transmission;

a(s)—the transformation of the probability distribution function of the data transmis-
sion duration using the Laplace–Stieltjes method is denoted as Equation (9):

c(s) =
∞∫
0

e−std[C(t)]

a(s) =
∞∫
0

e−std[A(t)]
(9)

Equivalent function of stochastic network (Figure 5) has the form (10):

b(s) =
c(s)(1 − a(s + c))a(s)

1 − c(s)a(s + c)
(10)

The connection maintenance time distribution function is similarly defined and repre-
sented as Gamma function (11):

B(t) =
θς

Γ(ς)

∫ t

0
tς−1e−θtdt (11)
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M1b = (−1)1 d
ds

(
b(s)
b(0)

)
s=0

; M2b = (−1)2 d2

ds2

(
b(s)
b(0)

)
s=0

; Db = M2b − M2
1b.

θ = M1b
Db

—scale parameter;

ζ =
M2

1b
Db

—shape parameter.

The outcomes from steps 1–3 enable us to ascertain the equivalent function of the
stochastic network, as shown in Figure 3.

Q(s) = h(s)L{A(t)B(t)} (12)

where L{A(t)B(t)}—the Laplace transform operator of the product of two probability
distribution function [31].

To calculate the Laplace transform of the right multiplier in Equation (12) using
Equations (8) and (11), we propose the following method:

Let the distribution function (13) be given:

F(x) =
σρθς

Γ(ρ)Γ(ς)

x∫
0

tρ−1e−σtdt·
x∫

0

tς−1e−θtdt (13)

with density function (14):

f (x) =
σρθς

Γ(ρ)Γ(ς)
(g(x)G1(x) + g1(x)G(x)) (14)

where g(x) = g(t) = tρ−1e−σt and g1(x) = g1(t) = tς−1e−θt, G—their antiderivatives:

G(x) =
x∫

0
tρ−1e−σtdt and G1(x) =

x∫
0

tζ−1e−θtdt.

Let us determine the Laplace transforms of the derivatives and their antiderivatives
(15)–(18):

L(g, s) =
x∫

0

tρ−1e−σte−stdt =
1

(s + σ)ρ

∞∫
0

uρ−1e−udu =
Γ(ρ)

(s + σ)ρ (15)

L(g1, s) =
x∫

0

tς−1e−θte−stdt =
1

(s + θ)ς

∞∫
0

uς−1e−udu =
Γ(ς)

(s + θ)ς (16)

L(G, s) =
1
s

L(g, s) =
Γ(ρ)

s(s + σ)ρ =
Γ(ρ)

(s + σ)ρ+1

∞

∑
k=0

(
σ

s + σ

)k
= Γ(ρ)

∞

∑
k=0

σk

(s + σ)ρ+k+1 (17)

L(G1, s) =
1
s

L(g1, s) =
Γ(ς)

s(s + θ)ς =
Γ(ς)

(s + θ)ς+1

∞

∑
k=0

(
θ

s + θ

)k
= Γ(ς)

∞

∑
k=0

θk

(s + θ)ς+k+1 (18)

Substituting (15)–(18) in (14), we obtain an image of the density function (19):

HA(s, N) = [HA1(s, N) + HA2(s, N)]
σρθς

Γ(ρ)Γ(ς)
(19)

where

HA1(s, N) = Γ(ρ + ζ)
N
∑

k=0

[
σk(σ+θ)ρ+ζ+k

(s+σ+θ)ρ+ζ+k(σ+θ)ρ+ζ+k
f (ρ+ζ+k−1, k)

f (ρ+k, k+1)

]
HA2(s, N) = Γ(ρ + ζ)

N
∑

k=0

[
θk(σ+θ)ρ+ζ+k

(s+σ+θ)ρ+ζ+k(σ+θ)ρ+ζ+k
f (ρ+ζ+k−1, k)

f (ζ+k, k+1)

]

f (x, k) =

∣∣∣∣∣∣∣
k−1
∏
j=0

(x − j), at k > 0

1, at k = 0
—descending factorial.



Mathematics 2024, 12, 1452 10 of 18

By taking each term back to the original domain, integrating the obtained result with
a variable upper limit, we will obtain the desired distribution function (20):

HF(t, N) = [HF1(t, N) + HF2(t, N)]
σρθς

Γ(ρ)Γ(ς)
(20)

where

HF1(t, N) = Γ(ρ + ζ)
N
∑

k=0

[
σkγ[(σ+θ)t, ρ+ζ+k]

(σ+θ)ρ+ζ+k
f (ρ+ζ+k−1, k)

f (ρ+k, k+1)

]
;

HF2(t, N) = Γ(ρ + ζ)
N
∑

k=0

[
θkγ[(σ+θ)t, ρ+ζ+k]

(σ+θ)ρ+ζ+k
f (ρ+ζ+k−1, k)

f (ζ+k, k+1)

]
.

γ[(σ + θ)t, ρ + ς + k]—Gamma distribution with parameters (σ + θ)t and (ρ + ς + k).
Substituting (19) into (12), we obtain (21):

QA(s, N) =
(

ν
ν+s
)ζ
[HA1(s, N) + HA2(s, N)] σρθζ

Γ(ρ)Γ(ζ)

= σρθζ

Γ(ρ)Γ(ζ)


Γ(ρ + ζ)

N
∑

k=0

[
σk(λk)

αk

(s+λk)
αk (σ+θ)ρ+ζ+k

f (ρ+ζ+k−1,k)
f (ρ+k,k+1)

]
+

Γ(ρ + ζ)
N
∑

k=0

[
θk(λk)

αk

(s+λk)
αk (σ+θ)ρ+ζ+k

f (ρ+ζ+k−1,k)
f (ζ+k,k+1)

]


(21)

where

λk =
Tk
Dk

; αk =
(Tk)

2

Dk
—k-th scale and form parameters.

Tk =
ρ+ς+k

σ+θ + M1h; Dk =
(ρ+ζ+k)+(ρ+ζ+k+1)

(σ+θ)2 + Dh.

By reverting to the original space in a consistent manner and integrating the result
from Equation (21) up to a variable upper limit, we obtain the function that characterizes
the distribution of successful data transmission duration over the CPS radio channel, as
described in Equation (22):

QF(t, N) = L−1{QA(s, N)} =
σρθζ

Γ(ρ)Γ(ζ)


Γ(ρ + ζ)

N
∑

k=0

[
σkγ[λkt,αk ]

(σ+θ)ρ+ζ+k
f (ρ+ζ+k−1,k)

f (ρ+k,k+1)

]
+

Γ(ρ + ζ)
N
∑

k=0

[
θkγ[λkt,λk ]

(σ+θ)ρ+ζ+k
f (ρ+ζ+k−1,k)

f (ζ+k,k+1)

]
 (22)

where L−1{QA(s, N)}—the inverse Laplace transform operator of the function QA(s, N),
defined by the formula (21).

In turn, the average time of successful data transmission over the radio channel (23):

T(N) = − d
ds

[
QA(s, N)

QA(0, N)

]
s=0

=
σρθζ

Γ(ρ)Γ(ζ)


Γ(ρ + ζ)

N
∑

k=0

[
σkTk

(σ+θ)ρ+ζ+k
f (ρ+ζ+k−1,k)

f (ρ+k,k+1)

]
+

Γ(ρ + ζ)
N
∑

k=0

[
θkTk

(σ+θ)ρ+ζ+k
f (ρ+ζ+k−1,k)

f (ζ+k,k+1)

]
 (23)

Therefore, the problem at hand has been successfully resolved, providing a compre-
hensive solution to the challenges encountered.

3. Results and Discussion
3.1. Calculation Example

Using the relationships identified, calculations were performed with the initial data
provided in Table 1.

The data shown in Figure 6, presented graphically, indicate that, based on the specified
initial conditions, the radio channel ensures that information is delivered to the controlled
entity of the CPS with a probability of at least 0.95 within a maximum of 3.3 s. This perfor-
mance meets the standards set for data transmission channels in general-purpose CPSs.
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Table 1. Initial data.

Reception time for KVS frames tB = 0.35 (s)
Reception time for UPS, KPS and DISTANCE tr = 0.34 (s)

UI adjustment time ti = 0.56 (s)
Probability values P1 = P2 = P3 = 0.999

Packet transmission time tb1 = 0.95 (s)
Cyberattack neutralization time td1 = 1 (s)

Probability of a cyberattack by the attacker Pca = 0.01
Connection maintenance time tc = 0.1 (s)
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Figure 6. The probability distribution function for the time taken for successful data transmission
over the CPS radio network.

3.2. Analysis of the Results Obtained

1. The likelihood of successful data delivery is capped at a specific maximum value, which
is determined under the condition of no informational interference with the network from
attackers and perfectly reliable components Pmax(t ≤ TZ) = limPca → 0

Pi → 1

QF(t = TZ, N).

Figure 7 displays the shape of the boundary distribution function for the time taken to
deliver information.
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In this scenario, the packet delivery time is primarily determined by the data volume,
transmission rate, and the established procedure for setting up the connection. However,
when an attacker introduces and executes informational interference on the physical data
transmission channel, the probability of successfully delivering data packets within a
specified timeframe significantly decreases (Figure 7). This decline in delivery success is
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not related to the amount of data, its transmission speed, or the method of connection
establishment but is directly influenced by the interference on the physical channel.

2. Calculations show that under conditions of cyberattacks by an attacker, the data
packet delivery time can increase fourfold or more, accompanied by a decrease in the actual
throughput of the transmission route.

For example, an increase in the probability of cyberattacks by the attacker from
Pca = 0.009 to Pca = 0.5, results in an increase in the average data delivery time from
Tr = 2(s) to Tr = 6.54(s) (Figure 8).
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Figure 8. The probability distribution function for the duration of successful data transmission under
different probabilities of a cyber attack by an adversary.

3. The implementation of a cyberattack by the attacker on the physical data transmis-
sion channel not only affects the time of successful data transmission but also impacts the ac-

tual throughput of the radio channel, which is determined as follows λ1(t, N) =
d
dt QF(t,N)

1−QF(t,N)
.

The minimal impact on the intensity values of successfully delivered packets suggests
that under the influence of an attacker’s informational disruptions, the data stream at the
output of the radio channel can be characterized by a Poisson distribution, as illustrated in
Figure 9.
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Figure 9. Graph depicting the relationship between the intensity of successfully transmitted data
packets at various values of the probability of a computer attack by the attacker.

The results of the calculations indicate that the intensity of the delivered packet flow
decreases sharply with the successful execution of a cyberattack. This significant drop can
serve as an additional indicator that a cyberattack is underway, highlighting the need to
implement measures to protect against informational interference.

4. When impacted by a cyberattack, the speed of detecting and restoring the functional-
ity of the data transmission channel after informational disruptions is critical in determining
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the time required for successful data delivery. Figure 10 displays a graph of the probability
distribution function for the time of successful data delivery under cyberattack conditions,
which varies with different average durations Tneutr for neutralizing the informational
interference caused by the attacker.
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of cyberattacks by an attacker, varying according to different timeframes for their detection and
neutralization.

For example, reducing the detection and neutralization time of cyberattacks (Tneutr )
on the physical data transmission channel to one second leads to a more than threefold
reduction in the average data delivery time. This significant decrease highlights the
effectiveness and underscores the necessity of developing advanced methods for the early
detection of cyberattacks.

5. The article proposes a method for determining the equivalent function of a seg-
ment of a stochastic network that includes a logical “AND” node. This method involves
expanding the Laplace-transformed partial derivatives of density functions, as described
in Equation (14), into a series (Equation (19)) and subsequently determining the distribu-
tion function (Equation (20)). The results of the calculations demonstrate that the values
obtained using Equation (20) are in complete agreement with the original distribution
function (Equation (13)), as shown in Figure 11.
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Formulas (13) and (20).

The calculations indicate that as the number of terms in the series increases, the error
decreases rapidly, becoming negligible when the number of series members exceeds 30, as
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shown in Figure 11. Figure 12 presents the relationship between the number of series terms
N used and the absolute error in the calculations of function (13) using Equation (20).
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It should be noted that the authors have successfully derived an equivalent function
for a segment of a stochastic network containing a logical “AND” node for the first time.
This derivation assumes that the random times of realization for the branches leading
into the “AND” node are independent random variables with a gamma distribution.
This breakthrough enables the straightforward derivation of an equivalent function for a
stochastic network that includes a logical “OR” node as well. Given that the expression for
the equivalent function (Equation (21)) is quite complex, it is recommended to simplify it
by approximating with the Laplace-transformed incomplete gamma function.

Qi(s) ≈
(

µ

µ + s

)β

with parameters µ =
M1γ

Dγ
and β =

M2
1γ

Dγ
, where M1γ = (−1)1 d

ds

[
QA(s,N)
QA(0,N)

]
s=0

; M2γ =

(−1)2 d2

ds2

[
QA(s,N)
QA(0,N)

]
s=0

; and Dγ = M2γ − M2
1γ.

Consequently, the distribution function for the realization time of a segment of the
stochastic network that includes the logical “AND” node is represented as follows (Equa-
tion (24)):

Fγ(t) =
µβ

Γ(β)

t∫
0

tβ−1e−µtdt (24)

The results of the assessment of the absolute error of such an approximation are
presented in Figure 13. The analysis conducted by the authors shows that the maximum
absolute error of calculations in this case will not exceed 9 × 10−3, which is entirely
satisfactory for engineering calculations.
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6. To compare the resulting solution (20)–(23) with other methods, we use it to calculate
the integral of the form (25):

G(t) =
t∫

0

xw−1e−mxdx (25)

When applying the proposed approach, we will obtain (26):

P(t, N) = e−mttw
N

∑
k=0

(
(mt)k

f (w + k, k + 1)2

)
(26)

where f (x, k) =

∣∣∣∣∣∣∣
k−1
∏
j=0

(x − j), at k > 0

1, at k = 0
—descending factorial, and using, for exam-

ple (27), the well-known Taylor series decomposition [32]:

P1(t, N) = tw
N

∑
k=0

(−mt)k

k!(w + k)
(27)

Function graphs G(t), P(t, N), and P1(t, N) with different numbers of N series mem-
bers are shown in Figure 14.
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The calculations show that at a given value of t, the proposed approach will require
25–40% less series members than when using Taylor series decomposition, with comparable
computational complexity of common series members.

4. Conclusions

This article introduces a mathematical model for the functioning of a radio channel
within a cyber-physical system. This model comprehensively details the processes involved
in establishing a connection, transmitting information, and maintaining the established
connection. A unique aspect of this model is its consideration of both the energy parameters
and the resilience of the radio channel to cyberattacks. During the model’s development,
an equivalent function for a segment of a stochastic network containing an “AND” logical
node was established. It has been demonstrated that the time distribution function for
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the implementation of the “AND” node can be effectively approximated by the Gamma
distribution. This approximation not only simplifies the equivalent function but also
marginally reduces the computational complexity required to assess the radio channel’s
operational quality, without significantly affecting the accuracy of the results. Moreover,
the proposed method requires 25–40% fewer series members than the traditional Taylor
series decomposition, while maintaining comparable computational complexity for the
typical series members. Furthermore, the maximum absolute error in the calculations
is capped at 9 × 10−3, which is well within acceptable limits for engineering purposes.
Additionally, our analysis underscores the necessity of developing effective early detection
methods for cyber impacts, crucial for preventing disruptions in data transmission over the
radio channel.
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Abbreviations

Variable Definition
Pca Probability of a cyberattack being carried out by a perpetrator
1 − Pca Probability of no cyberattack being carried out by a perpetrator
th Random time of the connection establishment process
tb Random time of the connection maintenance process
ta Random time of the command transmission process
tb1 Random time of successful data transmission in the absence of a cyberattack
td1 Random time of cyberattack neutralization
tc Random duration of the command to maintain an established connection
B(t) Distribution function of the connection maintenance process
A(t) Distribution function of the command transmission process
B1(t) Distribution function of data transmission in the absence of a cyberattack
H(t) Distribution function of the connection establishment process
D1(t) Distribution function of the cyberattack neutralization process
C(t) Distribution function of the process of maintaining an established connection command
R Data transmission rate
V Volume of data transmitted
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h(s) Laplace–Stieltjes transform of the probability distribution function of connection
establishment time

b(s) Laplace–Stieltjes transform of the probability distribution function of connection
maintenance time

a(s) Laplace–Stieltjes transform of the probability distribution function of command
transmission time

Q(s) Final equivalent function
F(x) Distribution function of data transmission and connection maintenance processes
f (x) Density function of data transmission and connection maintenance processes
HA(s,N) Graph of the density function of data transmission and connection maintenance

processes
HF(t,N) Distribution function of data transmission and connection maintenance processes

obtained through series expansion
QA(s,N) Equivalent function of a stochastic network considering series expansion
QF(t,N) Distribution function of the duration of successful data transmission via radio channel
T(N) Average time of successful data transmission via radio channel
N Number of series terms
Tr Average time of data delivery
λ1(t, N) Actual channel throughput
Tneutr Average time of the cyberattack neutralization process
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