
Citation: Liu, L.; Ai, X.; Wu, J.

Reliability and Residual Life of Cold

Standby Systems. Mathematics 2024,

12, 1540. https://doi.org/10.3390/

math12101540

Academic Editor: Tzong-Ru Tsai

Received: 18 April 2024

Revised: 14 May 2024

Accepted: 14 May 2024

Published: 15 May 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

Reliability and Residual Life of Cold Standby Systems
Longlong Liu 1, Xiaochuan Ai 1,* and Jun Wu 2

1 Department of Basic Courses, Naval University of Engineering, Wuhan 430033, China;
m22170102@nue.edu.cn

2 School of Electronic Engineering, Naval University of Engineering, Wuhan 430033, China;
m22180801@nue.edu.cn

* Correspondence: m22380812@nue.edu.cn

Abstract: In this study, we conduct a reliability characterisation study of cold standby systems.
Utilising synthetic rectangular formulas and cold preparedness equivalent models for cold standby
systems, we analyse the lifetimes of several typical configurations, including series, parallel, and
k/n:m voting systems. This study proposes system equivalent models for various types of cold
standby systems, all composed of components that follow the same exponential distribution. We
use the equivalent model to determine the optimal timing for the use of cold spares and derive the
reliability function and residual lifetime function for each type of system. To demonstrate the validity
of our model, the Monte Carlo simulation is strategically designed based on the system failure rate
function. The experimental results are then compared with those obtained from the numerical model,
highlighting that the numerical method incurs a lower time cost.

Keywords: cold standby system; equivalent model; reliability function; residual lifetime function;
exponential distribution; Monte Carlo simulation
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1. Introduction

A cold standby system is a type of storage system where one or more primary compo-
nents operate online while additional components remain in standby mode. These systems
are characterised by high reliability and low operational costs, making them integral to
critical sectors such as aerospace, nuclear power, and high-performance computing sys-
tems [1,2]. Thus, analysing the reliability of cold standby systems efficiently is crucial to
ensure that their reliability aligns with the design specifications.

Cold standby systems can be categorised into series systems, parallel systems, and
voting systems (k/n:m(G) systems). A cold standby series system comprises several
functionally identical components arranged in series, supported by multiple cold standby
units. When the active components fail, the standby units are activated to replace them,
ensuring the system continues to function normally. Yaghoubi and Moradi [3] developed a
closed-form equation for the reliability of a system consisting of the main component and
(n − 1) cold standby components, utilising the Maclaurin series and polynomial expansion
to describe the system’s reliability. Amari and Dill [4] introduced a novel counting process-
based method to analyse the reliability of series systems with standby components both
efficiently and accurately. In contrast, a cold standby parallel system includes several
functionally identical components in parallel, accompanied by numerous cold standby
units. These units can replace any failing components flexibly based on the timing of
the damage, thereby extending the mean time to failure (MTTF) of the system. Yaghoubi
et al. [5] applied Markov’s method to derive the reliability of an (n − k) series standby
system, using an exponential distribution to model faults and failures. This approach also
led to a closed-form expression for the steady-state reliability of a system with (n − k)
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cold spares and k parts operating in parallel. Kholief et al. [6] developed steady-state
availability equations for three typical cold standby parallel systems using a Markov model.
However, these equations were not generalised but tailored specifically to certain systems.
Lin et al. [7] formulated a limit state equation for series–parallel cold standby systems
by employing an adaptive Markov chain Monte Carlo technique and optimal scaling
methods, thereby establishing a comprehensive framework for assessing the reliability of
these systems. Zhang et al. [8] examined the reliability model of a parallel system with a
single cold standby component, showing that the system’s reliability can be represented as
a linear combination of multiple exponential distribution functions, which simplifies the
calculations. Wang et al. [9] proposed an approximate model for estimating the reliability
of a binary cold backup parallel system based on the central limit theorem. This model was
compared with results from the convolution method, demonstrating favourable outcomes.
The cold standby voting system (k/n:m(G) system; k-out-of-n) comprises n operating
units and m cold standby units, operating normally when at least k units are active. As
operational units sustain damage, shifting from n to k, the system will fail upon further
damage to the working units. Cold standby units can then be flexibly activated to replace
the damaged working units. Wang [10] explored the survival function and the average
remaining survival time function of a k-out-of-n system with a cold standby component,
using order statistics, the independence of random variables, and the Markov property. Roy
and Gupta [11] derived expressions for various reliability functions of the system based
on the distribution of component useful life and sequential statistical distributions. Li and
Li [12] provided expressions for the survival function and residual life function of a k-out-
of-n system with homogeneous components and an independent cold backup component
using Archimedean copula theory. Nezakati and Razmkhah [13] applied the maximum
likelihood estimation method to estimate the reliability function of a k-out-of-n:F system
equipped with a single standby component and obtained asymptotic confidence intervals
for this function. The k-out-of-n cold standby system mentioned earlier is essentially a
parallel cold standby system with k active components and n-k cold standby components,
rather than a dedicated design for k-out-of-n systems with a minimum of k operational
components for voting. While references [10–13] have analysed the reliability of k-out-of-n
cold standby systems with one or two spares, practical applications may involve a greater
number of cold spares. Therefore, assuming an exponential distribution for each system
component, this paper conducts a reliability analysis for k-out-of-n cold standby systems
with m cold spares. To facilitate comparison, all methods are categorised in Table 1.

Table 1. Classification of cold storage system calculation methods.

System Type Methods Literature

Cold Standby Series System Maclaurin series
Counting process

Yaghoubi and Moradi [3]
Amari and Dill [4]

Cold Standby Parallel System

Markov method
Adaptive Markov chain
Monte Carlo technique

Copula function
Central limit theorem

Yaghoubi et al. [5]
Kholief et al. [6]

Lin et al. [7]
Zhang et al. [8]
Wang et al. [9]

Cold Standby Voting System

Order statistics theory
Archimedean copula theory

Maximum likelihood
estimation (MLE)

Wang [10]; Roy and Gupta [11]
Li and Li [12]

Nezakati and Razmkhah [13]

Accurately predicting the remaining life of complex equipment systems holds sub-
stantial economic and strategic value, significantly influencing the operation, maintenance,
and component replacement of industrial systems. Despite its importance, research on
estimating the residual life of cold standby systems, which are typical complex equipment
systems, remains insufficient due to their structural complexities. Tuncel [14] introduced
the mean inactivity time (MIT) order and the mean residual life (MRL) order to study
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the residual lifetime of a unitary system equipped with a cold standby unit. Asadi and
Bayramoglu [15] explored the average residual lifetime function of a k-out-of-n system at
the system level by associating it with the regression relation of the order statistics. Mirjalili
et al. [16] utilised the system signature as a basis to study a k-out-of-n system, comparing
the stochastic order relationship between the average residual lifetime function of a system
and one with a standby component under various conditions, using the system signature
method and stochastic ordering theory. Eryilmaz [17] employed the order statistical distri-
bution to present the expression and calculation of the average residual lifetime function
of a k-out-of-n:G system with a single cold standby component. Li et al. [18] examined
the characteristics of intermittent failures of electrical connectors, establishing a predictive
model and method for the remaining life based on the hidden semi-Markov model. Liu
et al. [19] determined the number of cold standby units required for a k/n(G)’s system
life under different demands using the target operating hours of the system. While these
methods can predict the remaining life of the system to a certain extent, most models are
not well suited for complex systems due to their computational complexity. To simplify
models and calculations, numerical methods are often employed in the prediction of re-
maining life. Song et al. [20] proposed a numerical method based on Simpson’s formula
for predicting the remaining useful life of a system. Zhao et al. [21] approximated the
remaining life of a cold standby system using the composite Simpson’s rule (CSR). Karpin-
ski [22] introduced the concept of a residual life set and proposed a general method to
determine the distribution of residual life (RSL) of a system following the failure of some
components. Chi et al. [23] constructed a confidence interval for the point estimate of the
median residual life using a numerical method for left-truncated and right-truncated data.
Numerical methods offer an efficient means to compute approximate solutions to complex
problems; the results are simple in form, making them easier to implement and interpret
compared to analytical solutions. In the realm of electronic system reliability engineering,
the acquisition of electronic component failure rates is commonplace. However, in the
literature [20,21], the direct application of component reliability functions to calculate the
remaining life of complex large systems is inherently limited. Consequently, the broader
applicability lies in the direct utilisation of individual component failure rates for such
calculations. Furthermore, leveraging the concept of order statistics, this paper establishes
the equivalent model of the voting system (parallel system) and presents the system fail-
ure rate function graph. Meanwhile, we provide approximate formulas for the reliability
function and residual lifetime function of three typical cold standby systems using the
composite rectangle method combined with the equivalent model of the voting system
(parallel system), offering a reference for their reliability assessments.

In the cold standby parallel system and cold standby voting system discussed earlier,
cold standby units can be flexibly activated to replace the operational units of the system
upon their failure. Consequently, varying activation times of cold spare parts can influence
the reliability and residual life of the system. Zhang et al. [24] explored the optimal
allocation strategy of cold spare parts in series and parallel systems. This paper considers
a wider range of distribution types, but only compares the system lifespan under two
strategies, neglecting intermediate strategies. Li and Li [12] examined the impact of different
activation times of a single cold standby part in a k-out-of-n system: activation at the time
of a system failure results in the longest system life, whereas activation at the time of the
first component’s failure leads to the shortest system life. The study, however, does not
provide theoretical proof and focuses solely on scenarios involving a single spare for a given
system. Assuming components in the cold standby system follow the same exponential
distribution and there is no limit on the number of cold standby components, this study
aims to substantiate the theory that the longest system life is attained when the cold standby
component is activated at the time of system failure.

The remainder of this paper is organised as follows: Section 2 outlines the basic
assumptions and their limitations, the methodology underpinning this research, and the
significant distribution models employed in subsequent sections. Section 3 introduces the
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cold standby equivalent model and supports the conclusion that the longest system life
is realised when the system is replaced with spares at the point of failure, alongside an
approximation of the reliability function of the cold standby system using a numerical
model. Section 4 details the derivation of the system reliability function and residual
lifetime function for three types of cold standby systems. Section 5 confirms the accuracy
of the numerical model through Monte Carlo simulation. Finally, Section 6 summarises the
findings of this study.

2. Assumptions and Theory
2.1. Basic Assumptions

To investigate the reliability and residual life of the cold standby system, this study
establishes the following assumptions:

1. The system and its components can only exist in two states: a working state or a
failure state. There are no intermediate states.

2. The focus is solely on the reliability of the working units within the system. The
switching time between components is considered negligible, switches are assumed
to be completely reliable, and the replacement time of spares is sufficiently brief to be
disregarded; thus, normal operations are restored immediately after replacement.

3. For any given cold standby system, the life distribution of the system components
and cold spare parts follows an exponential distribution. The components operate
independently and do not influence each other.

4. At any given time during operation, a maximum of one component of the system
may fail.

Based on the aforementioned assumption, the scope of systems applicable to this paper
is limited to internal components that are mutually independent and follow an exponential
distribution, typically electronic components and simple mechanical parts.

2.2. Composite Rectangle Method

The composite rectangle method is utilised in integral calculations. This method
involves dividing the domain into multiple subintervals, calculating the rectangular area
for each interval, and summing these areas to estimate the integral. This can be expressed
by the following equation:

I( f ) =
∫ b

a
f (x)dx ≈

I1︷ ︸︸ ︷
f (x1)(x2 − x1) +

I2︷ ︸︸ ︷
f (x2)(x3 − x2) + · · ·+

I2︷ ︸︸ ︷
f (xN)(xN+1 − xN)

=
N

∑
i=1

[ f (xi)(xi+1 − xi)]

(1)

where the integration interval is [a, b], the step size is xi+1 − xi(i = 1, 2, . . . , N), and
Ii(i = 1, 2, . . . , N) are the sub-intervals. As N increases, the number of sub-intervals
increases, enhancing the accuracy of the solution. When the sub-intervals are equally
spaced (as shown in Figure 1), i.e., h = 1

N (b − a), xi = a + ih, and xi+1 = xi − 1
2 h, Equation

(1) simplifies to the synthesised rectangular formula:

I( f ) =
∫ b

a
f (x)dx = h

N

∑
i=1

f (xi) (2)

The composite rectangle method has been widely adopted due to its effectiveness.
Applying the principles of numerical integration to the analytical expressions of reliability
and remaining life significantly reduces computational requirements and enhances the
efficiency of predictions.
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2.3. Exponential Distribution vs. Gamma Distribution
2.3.1. Exponential Distribution

The exponential distribution is a fundamental life distribution extensively utilised in
reliability theory, particularly in the study of electronic products.

Consider an item T with a lifetime distribution function:

F(t) = 1 − e−λt λ > 0, t ≥ 0 (3)

Here, T is said to follow an exponential distribution with parameter λ, denoted as
T ∼ E(λ). The failure probability density of T is as follows:

f (t) = λe−λt, λ > 0, t > 0 (4)

For an item whose life follows an exponential distribution with parameter λ, the MTTF
is calculated as follows:

MTTF =
1
λ

(5)

Property 1. Memorylessness of exponential distribution.

A random variable that follows an exponential distribution exhibits memorylessness,
implying that its future behaviour is independent of its past behaviour. Past occurrences
do not influence the probability of future occurrences.

2.3.2. Gamma Distribution

A nonnegative random variable T follows a gamma distribution, with the following
failure probability density function:

f (t) =
λα

Γ(α)
tα−1e−λt, t > 0 (6)

This is denoted as T ∼ Γ(α, λ), where α and λ are parameters; α > 0, λ > 0; Γ(·)
represent Gamma functions; the following gamma functions are involved:

Γ(α) =
∫ ∞

0
xα−1e−xdx (7)

Γ(α, z) =
∫ ∞

z
xα−1e−xdx (8)

Theorem 1. Γ(a+1) = aΓ(a) (which can be obtained by partial integration) has Γ(a+1) = aΓ(a) = a!
when a is a natural number.
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3. Cold Preparedness Equivalent Model and Numerical Estimation Models
3.1. Cold Preparedness Equivalent Models

This section discusses the three types of cold standby systems: the cold standby series
system, the cold standby parallel system, and the cold standby voting system. Each system
comprises a main system and cold spare parts. The unit lifetimes in these systems are
assumed to follow the same exponential distribution with a unit failure rate of λ. The main
system configurations are defined as a k-part series system, an n-part parallel system, and
a k/n(G) voting system, complemented by m cold spare parts.

The operation of the parallel system and k/n(G) voting system suggests that the
system lifetime TS is equivalent to the sum of the lifetimes of the following configurations:

(1) Lifetime of an n-unit series system Tn.
(2) Lifetime of an n − 1 unit series system Tn−1.
(3) Lifetime of an n − 2 unit series system Tn−2.
. . . . . .
(n − k + 1) Lifetime of an k unit series system Tk.
Hence, the system lifetime can be described by TS = Tn + Tn−1 + · · · + Tk. This

formulation holds for a parallel system of n components when k = 1 (1 ≤ k ≤ n); when
k = 1, the system behaves as a parallel system.

Owing to the memoryless property of the exponential distribution, the lifetimes
Ti(i = k, · · · , n) are independent. The Laplace transform of the lifetime distribution func-
tion FS(t) of the system can be expressed as follows:

F̂S(s) = F̂n(s) · F̂n−1(s) · · · F̂k(s) (9)

where F̂i(s)(i = k, · · · , n) represents the lifetime distribution function for the lifetime Ti of
the i-unit series system. Given that all components in the system adhere to an exponential
distribution, the following can be derived from the description in Section 2.3.1:

F̂S(s) = F̂n(s) · F̂n−1(s) · · · F̂k(s)
= (nλ)[(n−1)λ]···(kλ)

(S+nλ)[S+(n−1)λ]···(S+kλ)

(10)

The system reliability is given by the following equation:

RS(t) =
n−k

∑
i=0

Ci
ne−(n−i)λt(1 − e−λt)

i
(11)

The MTTF of the system, derived from the system life decomposition:

E(TS) = E(Tn + Tn−1 + · · ·+ Tk)

= 1
nλ + 1

(n−1)λ + · · ·+ 1
kλ = 1

λ

n
∑

i=k

1
i

(12)

These results are consistent with those found in the literature [25]. Therefore, it is
plausible to equate the state changes of the parallel system and the voting system to multiple
series systems operating successively.

Next, we introduce cold spare parts, and based on the timing of their activation and
the equivalent method previously discussed, the state transfer diagram for the cold standby
voting system (parallel system) can be represented as shown in Figure 2.

Xn|ai
indicates a state equivalent to n units in series; ai(i = 1, 2, . . . .m) indicates that ai

spares have been used in this state. a1 + a2 + a3 + · · · am = m; ai ∈ (0, m). Xc signifies that
the cold spare parts are enabled, and the system returns to the original state immediately
after activation. For instance, if a component fails in state Xn−2|a2

and requires transitioning,
activating the cold spare results in a transition from Xn−2|a2

to Xc, and after the transfer,
the state Xc immediately transitions to Xn−2|a2

, but a2 = a2 + 1; if the cold spare is not
activated, then Xn−2|a2

transitions to Xn−3|a3
, and a3 = 0.
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Depending on the activation timing of the cold spare parts and the state of the system,
the system life can be expressed as follows:

TS = Tn + Tn−1 + · · ·+ Tk + Tt1 + Tt2 + · · ·+ Ttm (13)

where ti(i = 1, 2, . . . .m) indicates the time when the first i cold spare parts were activated
and Tti ∈ {Tn, Tn−1, · · · , Tk}.

Because Ti(i = k, · · · , n) are independent, the Laplace transform of the lifetime distri-
bution function FS(t) of the system can be expressed as follows:

F̂S(s) = L(F0(t) ∗ Fc(t))
= (F̂n(s) · F̂n−1(s) · · · F̂k(s)) ·

(
F̂t1(s) · F̂t2(s) · · · F̂tm(s)

) (14)

where F0(t) = L−1(F̂n(s) · F̂n−1(s) · · · F̂k(s)) and Fc(t) = L−1(F̂t1(s) · F̂t2(s) · · · F̂tm(s)). F0(t)
is the lifetime distribution function of the voting (parallel) system and Fc(t) is the lifetime
distribution function of the cold spare parts. Furthermore, the failure probability density
function of the system can be obtained:

fS(t) = f0(t) ∗ fc(t) (15)

Here, f0(t) represents the failure probability density function for the system without
cold spares activated and fc(t) is the failure probability density function for the sum of the
equivalent series system lifetimes when all cold spares are activated.

In FS(t) = F0(t) ∗ Fc(t), F0(t) is constant for parallel and voting systems, but the
lifetime distribution function Fc(t) of cold spare parts varies significantly depending on the
timing of their replacement, necessitating further investigation of Fc(t).

Theorem 2. Given f (x), g(x), and k(x) and g(x) > k(x) holds for all x, then f (x)∗ g(x)> f (x) ∗ k(x).

Proof. By comparing the convolution results of the functions h(x) = f (x) ∗ g(x) and
m(x) = f (x) ∗ k(x), and given the definition of convolution, we express the following:

h(x) =
∫ ∞
−∞ f (τ) · g(x − τ)dτ (math.) genus m(x) =

∫ ∞
−∞ f (τ) · k(x − τ)dτ.

As g(x) > k(x), we can denote g(x − τ) and k(x − τ) as G(τ) and K(τ), respectively,
where G(τ) > K(τ) holds for all τ.

Then, for h(x) and m(x), we have h(x) =
∫ ∞
−∞ f (τ) · G(τ)dτ, and m(x) =

∫ ∞
−∞ f (τ) ·K(τ)dτ.

Because G(τ) > K(τ), the value of f (τ) ·G(τ) is greater than f (τ) ·K(τ) at each integration
point. Therefore, the value of h(x) will be greater than m(x). □

Consequently, it becomes apparent that TS0 = Tn + Tn−1 + · · ·+ Tk remains constant,
while the system’s life in the states following the activation of each cold standby unit
can be initiated at any point during the system’s failure process. Therefore, it is only
necessary to consider maximizing TS0 + Tti . Leveraging the properties of convolution,
the distribution function of TS can be expressed as FS(t) = (((Fn ∗ Fn−1 ∗ · · · ∗ Fk) ∗ Ft1) ∗
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· · · ∗ Ftm−1) ∗ Ftm . According to the characteristics of the lifetime distribution function and
Theorem 2, the smaller the value of Fti (t)((i = 1, 2, . . . .m)), the better the reliability of the
system’s lifetime. Therefore, the corresponding state of Fti (t) should be Xk|aM

, Tti when the
value of Tk is considered, and the system life is the longest. It can be further expressed as
FS(t) = (Fn ∗ Fn−1 ∗ · · · ∗ Fk) ∗ (Fk ∗ Fk ∗ · · · ∗ Fk).

Conclusion 1: In cold standby systems, activating cold spare parts later extends
the system life. The shortest system life occurs when system components are replaced
immediately upon failure, and the longest when cold spare parts are activated only after
the system fails due to component damage.

3.2. Numerical Estimation Model

In this section, using the equivalent model as a basis, the relationship between the
remaining life and the failure probability density function is derived. To simplify the
integral calculation, the remaining life of the system is numerically predicted using the
composite rectangle method.

According to the previous section, the failure probability density function of the system
fS(t) can be expressed:

fS(t) = f0(t) ∗ fc(t) =
∫ t

0
f0(τ) · fc(t − τ)dτ (16)

From this, we can derive the lifetime distribution function and the system reliability function:

FS(t) =
∫ t

0
fS(t)dt (17)

RS(t) =
∫ +∞

t
fS(t)dt = 1 − FS(t) (18)

As noted in the literature [26], the remaining life expectancy of the system at time t is
as follows:

RUL(t) =

∫ +∞
t Rs(t)dt

Rs(t)
(19)

Given that the integral exists at +∞, a number close to +∞ can be utilised instead.
This value (M) can be assumed based on the number of components and their failure rates.
In addressing the issues of step size and accuracy concerning the composite rectangle
method, it is essential to consider the specific research subject. In this paper, the primary
focus is on electronic components, which are characterised by long lifespans and high
reliability. Based on the individual component’s failure rate, we assume the total step size
to be M = 2N/λ, with a single step size of 1/M, where N is the sum of the number of all
components to facilitate our later calculations.

The time difference between time 0 and t is t; this is divided into n1 intervals;
t/n1 = h1ti = i · h1.

Failure probability density function:

fs(ti) = ( f0 ∗ fc)(ti) ≈
i

∑
j=0

f0(j · h1) · fc((i − j) · h1) · h1 (20)

Lifetime distribution function:

FS(t) ≈
n1

∑
i=0

( f0 ∗ fc)(ti) · h1 (21)
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Reliability function:

Rs(t) ≈ 1 −
n1
∑

i=0
( f0 ∗ fc)(ti) · h1

≈ 1 −
n1
∑

i=0

i
∑

j=0
f0(j · h1) · fc((i − j) · h1) · h1 · h1

≈ 1 − h1
2

n1
(∑
i=0

i
∑

j=0
f0(j · h1) · fc((i − j) · h1))

(22)

The time difference between time t and M (∞) is (M − t), which is divided into n2
intervals; (M − t)/n2 = h2.

∫ ∞

t
Rs(t)dt ≈ h2(

n2

∑
k=0

Rs(t + kh2)) (23)

The approximate solution of the residual lifetime function can be expressed as follows:

RUL(t) =
∫ ∞

t Rs(t)dt
Rs(t)

≈
h2(

n2
∑

k=0
Rs(t+kh2))

Rs(t)

≈
h2(

n2
∑

k=0
Rs(t+kh2))

1−h1
2

n1
(∑
i=0

i
∑

j=0
f0(j·h1)· fc((i−j)·h1))

(24)

When h1 = h2 = h, Rs(t) and RUL(t) can be represented as follows:

Rs(t) ≈ 1 − h2
n1

(∑
i=0

i

∑
j=0

f0(j · h) · fc((i − j) · h)) (25)

RUL(t) =
∫ ∞

t Rs(t)dt
Rs(t)

≈
h(

n2
∑

k=0
Rs(t+kh))

1−h2
n1
(∑
i=0

i
∑

j=0
f0(j·h)· fc((i−j)·h))

=
h(

n2
∑

k=0
(1−h2

n1+n2
(∑
i=0

i
∑

j=0
f0(j·h)· fc((i−j)·h))))

1−h2
n1
(∑
i=0

i
∑

j=0
f0(j·h)· fc((i−j)·h))

(26)

Through the above derivation, the integral calculation in the reliability function can be
transformed into the product of the summation calculation of the failure probability density
function for prediction, which avoids the need to solve the complex reliability formula
directly. In this study, the composite rectangle method is applied to simplify the calculation
and address the complex integral problems associated with remaining life prediction.

4. Reliability Function and Residual Lifetime Function for Cold Standby Systems
4.1. Cold Standby Series System

In a cold standby series system, if any of the operational units that constitute the
system fails, the system itself fails. However, cold spare parts are immediately activated
to replace the failed unit, thus restoring the system to normal operation. The components
of the system are identical, and their reliability follows an exponential distribution with
the parameter λ. The system comprises k components as the main unit, with m cold spare
parts, and k + m = n. The reliability block diagram is shown in Figure 3.

In the cold standby series system, the immediate replacement and updating of any
damaged part of the main series system ensure the continued normal operation of the
system. The state transfer diagram of the cold standby series system is presented in Figure 4.
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Xk|i indicates that the system status is in a state where the k-component series system
is operating normally and has used i cold spare parts. Xc indicates that the system is in a
state where cold spare parts are activated to replace failed parts.

The initial state is a k-component series system with a lifetime distribution function
represented by the following:

F0(t) = 1 − e−ktλ (27)

Failure probability density function:

f0(t) = ∂tF0(t) = kλe−ktλ (28)

Laplace transform of f0(t):

f̂0(s) = L[ f (t)] =
∫ ∞

0−
f0(t)e−stdt =

kλ

s + kλ
(29)

In a cold standby series system, there is only one method for replacing cold spares.
Based on the system’s operational mechanism, it is understood that the system resumes the
state of k parts in series after each Xc state. Thus, the lifetime of the system can be described
in the following form:

TS = m · Tk (30)

The Laplace transform of the failure probability density function fs(s) of the system,
according to the equivalent model presented in Section 3.1, is as below:

f̂s(s) =
m

∏
i=0

f̂ i
0(s) =

(
kλ

s + kλ

)1+m
(31)

Failure probability density function fs(s):

fs(t) = L−1
[

f̂s(s)
]
=

e−ktλtm(kλ)1+m

Gamma[1 + m]
=

e−ktλtm(kλ)1+m

m!
(32)

Lifetime distribution function:

Fs(t) =
∫ t

0
fsdt = 1 − Gamma[1 + m, ktλ]

m!
(33)
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Reliability function:

Rs(t) = 1 − Fs(t) =
Gamma[1 + m, ktλ]

m!
=

m

∑
i=0

e−ktλ(ktλ)i

i!
(34)

MTTF:
MTTF =

∫ ∞

0
Rs(t)dt =

1 + m
kλ

(35)

Residual lifetime function:

RUL(t) =
∫ ∞

t Rs(t)dt
Rs(t)

=
e−ktλ((ktλ)2+m−ektλ(−1−m+ktλ)Gamma[2+m,ktλ])

k(1+m)λGamma[1+m,ktλ]

(36)

Due to the complex integral operations required to determine the remaining life, the
calculation is more intricate. Therefore, through the numerical model, using a number (M)
close to +∞ instead of +∞, the time difference between t and M, M − t, is divided into n
intervals; (M − t)/n = h.

The residual lifetime function can then be transformed:

RUL(t) =

∫ ∞
t Rs(t)dt

Rs(t)
≈

h(
n
∑

k=0
Rs(t + kh))

Rs(t)
=

h(
n
∑

k=0
(

m
∑

i=0

e−k(t+kh)λ(k(t+kh)λ)i

i! ))

m
∑

i=0

e−k(t+kh)λ(k(t+kh)λ)i

i!

(37)

In calculating the reliability index of the cold standby series system, complex integrals
primarily appear in the derivation of the residual lifetime function. Therefore, only the
approximate function of the residual lifetime function is derived.

4.2. Cold Standby Parallel System

In a cold standby parallel system, the system operates normally as long as at least one
of the operating units remains functional. Cold spare parts can be activated and replaced at
any time, both during and prior to system failure. All components are identical, and their
reliability follows an exponential distribution with the parameter λ. The system comprises
n components, forming the main system, supplemented by m cold spare parts.

The reliability block diagram is shown in Figure 5.
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According to the cold standby system equivalent model, the system life can be ex-
pressed as follows:

TS = Tn + Tn−1 + · · ·+ T1 + Tt1 + Tt2 + · · ·+ Ttm (38)

Based on Conclusion 1, TS at the maximum system lifetime can be expressed as
the following:

TS = Tn + Tn−1 + · · ·+ T1 + m · T1 (39)

The failure probability density function of the system fS(t) can be expressed as
fS(t) = f0(t) ∗ fc(t). Here,

f0(t) = e−tλ
(

1 − e−tλ
)−1+n

nλ (40)

fc(t) =
e−tλt−1+mλm

Gamma[m]
=

e−tλt−1+mλm

(m − 1)!
(41)

Further computation of Fc(t), Fc(t) = 1 − Gamma[m,tλ]
Gamma[m]

, could not yield an integral-
free solution.

Therefore, numerical methods are employed to approximate the solution. The time dif-
ference from time 0 to t is divided into n1 intervals; t/n1 = h1ti = i · h1. The time difference
between time t and M(+∞) is M − t, which is divided into n2 intervals; (M − t)/n2 = h2.

Failure probability density function:

fs(ti) = ( f0 ∗ fc)(ti) ≈
i

∑
j=0

f0(j · h1) · fc((i − j) · h1) · h1

=
i

∑
j=0

(e−(j·h1)λ
(

1 − e−(j·h1)λ
)−1+n

nλ) · ( e−((i−j)·h1)λ((i−j)·h1)
−1+mλm

(m−1)! ) · h1

(42)

Lifetime distribution function:

FS(t) ≈
n1
∑

i=0
( f0 ∗ fc)(ti) · h1

=
n1
∑

i=0

i
∑

j=0
(e−(j·h1)λ

(
1 − e−(j·h1)λ

)−1+n
nλ) · ( e−((i−j)·h1)λ((i−j)·h1)

−1+mλm

(m−1)! ) · h1
2

(43)

Reliability function:

RS(t) ≈ 1 −
n1
∑

i=0
( f0 ∗ fc)(ti) · h1

= 1 −
n1
∑

i=0

i
∑

j=0
(e−(j·h1)λ

(
1 − e−(j·h1)λ

)−1+n
nλ) · ( e−((i−j)·h1)λ((i−j)·h1)

−1+mλm

(m−1)! ) · h1
2

(44)

Residual lifetime function:

RUL(t) =
∫ ∞

t Rs(t)dt
Rs(t)

≈
∫ M

t Rs(t)dt
Rs(t)

≈
h2(

n2
∑

k=0
Rs(t+kh2))

Rs(t)

=
h2(

n2
∑

k=0
Rs(t+kh2))

1−
n1
∑

i=0

i
∑

j=0
(e−(j·h1)λ(1−e−(j·h1)λ)

−1+n
nλ)·( e−((i−j)·h1)λ((i−j)·h1)

−1+mλm

(m−1)! )·h1
2

(45)

Typically, the step sizes h1 and h2 are set to be the same, i.e., h1 = h2 = h.
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Further, the following can be obtained:

RUL(t) =
h2(

n2
∑

k=0
Rs(t+kh2))

1−
n1
∑

i=0

i
∑

j=0
(e−(j·h1)λ(1−e−(j·h1)λ)

−1+n
nλ)·( e−((i−j)·h1)λ((i−j)·h1)

−1+mλm

(m−1)! )·h1
2

=
h(

n2
∑

k=0
(1−h2

n1+n2
(∑
i=0

i
∑

j=0
(e−(j·h1)λ(1−e−(j·h1)λ)

−1+n
nλ)·( e−((i−j)·h1)λ((i−j)·h1)

−1+mλm

(m−1)! )·h))))

1−
n1
∑

i=0

i
∑

j=0
(e−(j·h)λ(1−e−(j·h)λ)

−1+n
nλ)·( e−((i−j)·h)λ((i−j)·h)−1+mλm

(m−1)! )·h2

(46)
In the solution process for the cold standby parallel system, the use of the Gamma

function in the derivation of integral calculations introduces complexity. Employing numer-
ical models to approximate the reliability function and residual lifetime function effectively
reduces this complexity, thereby facilitating the study of the system’s reliability index.

4.3. Cold Standby Voting System

In a k/n:m(G) cold standby voting system, the system functions correctly if at least k
of the operating units are working properly. Cold spare parts can be activated and replaced
both during and prior to system failure. The components are identical, and their reliability
adheres to an exponential distribution with the parameter λ. The system comprises n main
components and is supported by m cold spare parts. The reliability block diagram is shown
in Figure 6.
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According to the equivalent model for cold standby systems, the system life can be
expressed as follows:

TS = Tn + Tn−1 + · · ·+ Tk + Tt1 + Tt2 + · · ·+ Ttm (47)

Following Conclusion 1, TS at the maximum system lifetime can be expressed as below:

TS = Tn + Tn−1 + · · ·+ Tk + m · Tk (48)

The failure probability density function of the system fS(t) can be expressed as
fS(t) = f0(t) ∗ fc(t), where

f0(t) =
n−k

∑
i=0

(Ci
n(−e−tλ+(i−n)tλ

(
1 − e−tλ

)−1+i
iλ − e(i−n)tλ

(
1 − e−tλ

)i
(i − n)λ)) (49)

fc(t) =
e−tλt−1+mλm

Gamma[m]
=

e−ktλt−1+m(kλ)m

(m − 1)!
(50)
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Further computation of Fc(t) reveals that no integral-free solution can be obtained:

Fc(t) =
tm(kλ)m(ktλ)−m(Gamma[m]− Gamma[m, ktλ])

Gamma[m]
(51)

Therefore, numerical methods are employed to approximate the solution. The time
difference between time 0 and t is t, which is divided into n1 intervals; t/n1 = h1ti = i · h1.
The time difference between time t and M(+∞) is M − t, which is divided into n2 intervals;
(M − t)/n2 = h2.

Failure probability density function:

fs(ti) = ( f0 ∗ fc)(ti) ≈
i

∑
j=0

f0(j · h1) · fc((i − j) · h1) · h1

=
i1
∑

j=0
((

n−k
∑

i=0
(Ci

n(−e−(j·h1)λ+(i−n)(j·h1)λ(1 − e−(j·h1)λ)
−1+i

iλ

−e(i−n)(j·h1)λ(1 − e−(j·h1)λ)i(i − n)λ)) · ( e−k((i−j)·h1)λ((i−j)·h1)
−1+m(kλ)m

(m−1)! ) · h1)

(52)

Lifetime distribution function:

FS(t) ≈
n1
∑

i=0
( f0 ∗ fc)(ti) · h1

=
n1
∑

i1=0

i1
∑

j=0
((

n−k
∑

i=0
(Ci

n(−e−(j·h1)λ+(i−n)(j·h1)λ(1 − e−(j·h1)λ)
−1+i

iλ

−e(i−n)(j·h1)λ(1 − e−(j·h1)λ)
i
(i − n)λ)) · ( e−k((i−j)·h1)λ((i−j)·h1)

−1+m(kλ)m

(m−1)! ) · h1
2)

(53)

Reliability function:

RS(t) ≈ 1 −
n1
∑

i=0
( f0 ∗ fc)(ti) · h1

= 1 −
n1
∑

i1=0

i1
∑

j=0
((

n−k
∑

i=0
(Ci

n(−e−(j·h1)λ+(i−n)(j·h1)λ(1 − e−(j·h1)λ)
−1+i

iλ

−e(i−n)(j·h1)λ(1 − e−(j·h1)λ)
i
(i − n)λ)) · ( e−k((i−j)·h1)λ((i−j)·h1)

−1+m(kλ)m

(m−1)! ) · h1
2)

(54)

Residual lifetime function:

RUL(t) =
∫ ∞

t Rs(t)dt
Rs(t)

≈
∫ M

t Rs(t)dt
Rs(t)

≈
h2(

n2
∑

k=0
Rs(t+kh2))

Rs(t)

= h2(
n2
∑

k=0
Rs(t + kh2))/

{
1 −

n1
∑

i1=0

i1
∑

j=0
((

n−k
∑

i=0
(Ci

n(−e−(j·h1)λ+(i−n)(j·h1)λ(1 − e−(j·h1)λ)
−1+i

iλ

−e(i−n)(j·h1)λ(1 − e−(j·h1)λ)
i
(i − n)λ)) · ( e−k((i−j)·h1)λ((i−j)·h1)

−1+m(kλ)m

(m−1)! ) · h1
2)

} (55)

Generally, the step sizes h1 and h2 are set to be the same, i.e., h1 = h2 = h.
Further, we obtain the following:

RUL(t) = h2(
n2

∑
k=0

Rs(t + kh2))/{1 −
n1

∑
i1=0

i1

∑
j=0

((
n−k
∑

i=0
(Ci

n(−e−(j·h1)λ+(i−n)(j·h1)λ(1 − e−(j·h1)λ)
−1+i

iλ

−e(i−n)(j·h1)λ(1 − e−(j·h1)λ)
i
(i − n)λ)) · ( e−k((i−j)·h1)λ((i−j)·h1)

−1+m(kλ)m

(m−1)! ) · h1
2)}

= {h
n2

∑
k1=0

(1 −
n1+n2

∑
i1=0

i1

∑
j=0

((
n−k
∑

i=0
(Ci

n(−e−(j·h)λ+(i−n)(j·h)λ(1 − e−(j·h)λ)
−1+i

iλ − e(i−n)(j·h)λ(1 − e−(j·h)λ)
i
(i − n)λ))

·( e−k((i−j)·h)λ((i−j)·h)−1+m(kλ)m

(m−1)! ) · h2)))}/{1 −
n1

∑
i1=0

i1

∑
j=0

((
n−k
∑

i=0
(Ci

n(−e−(j·h)λ+(i−n)(j·h)λ(1 − e−(j·h)λ)
−1+i

iλ

−e(i−n)(j·h)λ(1 − e−(j·h)λ)
i
(i − n)λ)) · ( e−k((i−j)·h)λ((i−j)·h)−1+m(kλ)m

(m−1)! ) · h2)}

(56)
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In this section, the relationship between system reliability and component reliability is
calculated for three typical systems, and an approximate function for the system residual
lifetime function is obtained. To demonstrate the superiority of the numerical model, we
will verify this illustration using three sets of control experiments in the next section to
validate this statement.

5. Monte Carlo Simulation

Monte Carlo simulation is an effective method for assessing system reliability [7], and
the relevant literature [27,28] has provided specific procedures and pseudocode for system
reliability simulation. However, the use of simulation methods to predict the remaining life
of a system has only been suggested as a potential application [20,29], without providing
specific simulation procedures for other readers to reference. To demonstrate the validity
of the numerical estimation model, Monte Carlo simulation experiments are designed in
this section to compare and analyse the remaining useful life prediction results.

5.1. Failure Rate Analysis of the System

To conduct a Monte Carlo test rationally and efficiently, the failure rate of each system
should be analysed. As mentioned in the previous section, the lifespan of each component
within the system follows an exponential distribution. Therefore, according to the charac-
teristic of memorylessness of the exponential distribution, we can determine the failure
rate of the component series system.

Based on the state transfer diagram presented in Section 4.1, we can obtain a plot of
the failure rate function of the cold standby series system (Figure 7).
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to validate this statement. 
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Monte Carlo simulation is an effective method for assessing system reliability [7], and 
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ing life of a system has only been suggested as a potential application [20,29], without 
providing specific simulation procedures for other readers to reference. To demonstrate 
the validity of the numerical estimation model, Monte Carlo simulation experiments are 
designed in this section to compare and analyse the remaining useful life prediction re-
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5.1. Failure Rate Analysis of the System 
To conduct a Monte Carlo test rationally and efficiently, the failure rate of each sys-

tem should be analysed. As mentioned in the previous section, the lifespan of each com-
ponent within the system follows an exponential distribution. Therefore, according to the 
characteristic of memorylessness of the exponential distribution, we can determine the 
failure rate of the component series system. 

Based on the state transfer diagram presented in Section 4.1, we can obtain a plot of 
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Following the method proposed for the equivalent model in Section 3.1, depending 
on the operating state of the system, we can easily obtain the efficiency function graphs 
for the cold standby parallel system and the cold standby voting system. 

The graph of the failure rate function for the cold standby parallel system is presented 
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Figure 7. Failure rate function plot for cold standby series system.

Following the method proposed for the equivalent model in Section 3.1, depending on
the operating state of the system, we can easily obtain the efficiency function graphs for the
cold standby parallel system and the cold standby voting system.

The graph of the failure rate function for the cold standby parallel system is presented
in Figure 8; λi

ps = iλ (i = 1, 2 . . ., n), where m is the number of spares.
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developed. This model takes the failure rates of each component in the system (λ1, λ2 … 
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The graph of the failure rate function for the k/n:m(G) cold standby voting system is
shown in Figure 9; λi

vs = iλ (i = 1, 2 . . ., k), where m is the number of spares.
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Figure 9. Failure rate function plot for k/n:m(G) cold standby voting system.

The graph of the failure rate function can effectively help us analyse the working state
of the system at each time point. In the upcoming step of setting the failure strategy in
the Monte Carlo simulation process, it is necessary to effectively integrate the graph of the
failure rate function to assess the current failure rate of the system.

5.2. Monte Carlo Simulation Flow Design

In this section, a residual life prediction model based on Monte Carlo simulation is
developed. This model takes the failure rates of each component in the system (λ1, λ2 . . .
λn) as inputs and, based on the system model such as series, parallel system, and voting,
designs the failure strategy. The specific implementation of the proposed method is shown
in Figure 10.
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5.3. Comparison of Results

For each system, 100,000 samples are generated, with system internals adhering to
an exponential distribution with a failure rate of λ = 0.01. Each sample’s internal parts
are checked by T random sampling. If the system samples fail, then the sample checking
stops and the number of checks at failure is recorded. When all samples have failed or T is
greater than M (M = 2N/λ), the mean value of T is taken as the residual life prediction of
the system. Given the sufficiently large number of samples, the simulation results can be
considered approximately accurate.

To ensure comparability, the parameters of both methods are set identically, allowing
for both to predict the remaining life of the same system and thus verifying the effectiveness
of the proposed method. The configurations for the simulations are as follows: the cold
standby series system comprises a three-part series with three cold spares; the cold standby
parallel system includes a three-part parallel configuration with three cold spares; and
the cold standby voting system is modelled as a 3/5:3(G) system. Figures 11–13 show the
simulation results for the cold standby tandem system, the cold standby parallel system,
and the cold standby voting system, respectively.

Assuming that the cold standby series system consists of a three-part series main
system following the exponential distribution with λ = 0.01 and three cold spare parts, the
remaining life of the system after 50 h of operation is predicted. At the end of the model
run, the residual life of the cold standby series system was determined to be 89.7713 h.
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Assuming that the cold standby parallel system consists of a three-part parallel main
system following the exponential distribution with λ = 0.01 and three cold spares, the
remaining life of the system after 100 h of operation is predicted. The residual life of the cold
standby parallel system obtained, determined at the end of the model run, is 383.0149 h.

Assuming that the cold standby voting system is a 3/5:3(G) system consisting of a
3/5(G) voting main system following the exponential distribution with λ = 0.01 and three
cold spare parts, the remaining life of the system after 100 h of operation is predicted. The
residual life of the cold standby voting system, determined at the end of the model run,
was 92.4891 h.

In summary, the remaining life predictions for the three systems using the Monte Carlo
simulation method are 89.7713 h, 383.0149 h, and 92.4891 h, respectively. Under the numerical
method, the remaining life for these systems is calculated using Equations (39), (46), and (56) as
90.0498 h, 384.30059 h, and 93.0447 h, respectively. The comparative results of the remaining
life predictions obtained by both methods are summarised in Table 2.

Table 2. Results of residual life prediction.

Structure Type Cold Standby Series System Cold Standby
Parallel System

Cold Standby
Voting System

System composition 3 parts series, 3 cold spare
parts system

3 parts parallel, 3 cold spare
parts system

3/5:3(G) cold standby voting
system

Time of prediction /t 50 h 100 h 100 h
Mean remaining life of the

numerical method (h) 90.0498 384.3006 93.0447

Mean remaining life of the
Monte Carlo simulation (h) 89.7713 383.0149 92.4891

Deviation 0.3102% 0.3357% 0.5981%

The comparisons in Table 2 show that the estimated deviations for the cold standby
series system, cold standby parallel system, and cold standby voting system are 0.3102%,
0.3357%, and 0.5981%, respectively, all of which are less than 1%. This highlights the
sufficient accuracy of the proposed methods. Moreover, the application of the synthetic
rectangular formulation in remaining life prediction demonstrates adequate performance,
particularly in terms of time efficiency, despite the approximations in the calculations. The
operating times for the numerical and simulation methods are detailed in Table 3.
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Table 3. Comparison of running time between the two methods.

Structure Type Cold Standby Series System Cold Standby
Parallel System

Cold Standby
Voting System

The time to run the numerical method (s) 0.0001116 3.508261 2.459336
Time to run the Monte Carlo simulation (s) 7.358136 33.430618 8.158404

Time cost reduction ratio 99.9984% 89.5058% 69.8552%

According to the data in Table 3, the numerical method reduces the time cost by more
than 60% and up to 99% compared to the simulation method. This is of considerable
engineering significance, particularly for the significant reduction in computational costs
for highly integrated and complex systems. When dealing with more complex systems
such as cold standby parallel systems and cold standby voting systems, it is evident that
the performance of numerical models far exceeds that of simulation models. Furthermore,
in the case of relatively simple system structures, the efficiency of numerical methods
significantly surpasses that of simulation methods.

To further demonstrate the superiority of numerical models, I conducted comparative
experiments on similar systems to observe the efficiency improvement brought by numeri-
cal methods. The assumed cold standby voting systems for comparison are the 3/5:3(G)
system, the 5/7:3(G) system, and the 3/7:5(G) system. The components within the systems
follow an exponential distribution with λ = 0.01, and the remaining lifespan of each system
after 100 h of operation was predicted. Figures 14 and 15 show the simulation results for
the 5/7:3(G) system and the 3/7:5(G) system, respectively.
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In summary, the remaining life predictions for the three systems using the Monte
Carlo simulation method are 89.7713 h, 43.0623 h, and 175.9736 h, and the time costs are
8.158404 s, 3.827812 s, and 15.933225 s, respectively. Under the numerical method, the
remaining life for these systems is calculated using Equation (56) as 90.0498 h, 42.9651 h,
and 176.9133 h, and the time cost is 2.459336 s, 0.562434 s, and 3.109148 s, respectively.
The comparative results of the remaining life predictions obtained by both methods are
summarised in Table 4.

Table 4. Results of residual life prediction for different cold standby voting systems.

Structure Type 3/5:3(G) Cold Standby
Voting System

5/7:3(G) Cold Standby
Voting System

3/7:5(G) Cold Standby
Voting System

Time of prediction /t 100 h 100 h 100 h
Mean remaining life of the numerical method (h) 90.0498 42.9651 176.9133

Mean remaining life of the Monte Carlo
simulation (h) 89.7713 43.0623 175.9736

Deviation 0.3102% 0.2257% 0.5340%
The time to run the numerical method (s) 2.459336 0.562434 3.109148

Time to run the Monte Carlo simulation (s) 8.158404 3.827812 15.933225
Time cost reduction ratio 69.8552% 85.3066% 80.4864%

According to the data in Table 3, the numerical model continues to demonstrate
superiority over the simulation model in predicting the remaining lifespan of similar cold
standby systems, achieving comparable results in a shorter amount of time. Therefore,
the numerical model proves to be a very effective solution for predicting the remaining
lifespan of cold standby systems.

6. Conclusions

In summary, this study establishes an equivalent model of the cold standby system and
substantiates the conclusion that activating cold spare parts at the time of system failure
maximises the replacement system’s life. Subsequently, using the synthetic rectangular
formula, approximate formulas for the system reliability function and residual lifetime
function are derived. Towards the conclusion of this study, a Monte Carlo simulation model
for predicting the remaining life of a cold standby system is designed. Through illustrative
examples, the results of the numerical method are compared with those of the simulation,
highlighting that the numerical method incurs a lower time cost.

The methodology proposed in this study offers a practical solution for predicting the
residual lifetime of complex cold standby systems. It allows for the estimation of residual
life through the lifetime distribution function or the reliability function of the system’s in-
ternal components, thereby simplifying the analytical calculation process and reducing the
time cost. The approach is primarily applied to systems where internal components adhere
to the exponential distribution, typically electronic components and simple mechanical
parts, which tend to have constant failure rates. However, the conclusions and methods
obtained still have great limitations. Further investigation is warranted for cold standby
systems comprising more intricate components. Therefore, in a forthcoming paper, the
intention is to examine various distributions, including the Weibull distribution. Addi-
tionally, investigation will be made into scenarios where the components of the primary
system follow an exponential distribution, while the cold standby units follow a Weibull
distribution. Under these complex conditions, the resulting conclusions may possess a
wider range of applicability.
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