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Abstract

:

The Sharma–Tasso–Olver (STO) equation is a nonlinear, double-dispersive, partial differential equation that is physically important because it provides insights into the behavior of nonlinear waves and solitons in various physical areas, including fluid dynamics, optical fibers, and plasma physics. In this paper, the STO equation is generalized to a fractional equation by using Atangana (or Atangana–Baleanu) fractional space and time beta-derivatives since they have been found to be useful as a model for a variety of traveling-wave phenomena. Exact solutions are obtained for the integer-order and fractional-order equations by using the Sardar subequation method and an appropriate traveling-wave transformation. The exact solutions are obtained in terms of generalized trigonometric and hyperbolic functions. The exact solutions are derived for the integer-order STO and for a range of values of fractional orders. Numerical solutions are also obtained for a range of parameter values for both the fractional and integer orders to show some of the types of solutions that can occur. As examples, the solutions are obtained showing the physical behavior, such as the solitary wave solutions of the singular kink-type and periodic wave solutions. The results show that the Sardar subequation method provides a straightforward and efficient method for deriving new exact solutions for fractional nonlinear partial differential equations of the STO type.
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1. Introduction


In this paper, the Sardar subequation method is used to obtain the exact solutions for the Sharma–Tasso–Olver equation defined by [1]


   u t  + α   (  u 3  )  x  +  3 2  α   (  u 2  )   x x   + α  u  x x x   = 0 ,  



(1)




where   u = u ( x , t )   is an unknown function of position x and time t and  α  is a real parameter related to dispersion. This equation includes both a linear dispersive term   α  u  x x x     and the double nonlinear dispersive terms   α   (  u 3  )  x    and   α   (  u 2  )   x x    . The equation was proposed by Olver [1] in the development of a general method for finding evolution equations having infinitely many symmetries in which the Korteweg–de Vries, modified Korteweg–de Vries, Burgers’, and sine-Gordon equations were generalized to have infinitely many symmetries. Equation (1) can also be regarded as a member of the hierarchy of higher-order Burgers’ equations [2].



In recent years, the STO equation has been studied by many physicists and mathematicians due to its appearance in traveling-wave applications, for example, in nonlinear optics [3], dispersive wave phenomena [4,5], plasma physics [5,6], conservation laws [7], Lie symmetry [8], nematic liquid crystals [9], and quantum field theory [10]. For a recent discussion in the literature on the many solution methods of the STO and related equations, see, e.g., Sirisubtawee et al. [11] and Sheikh et al. [12]. These solution methods include sine–cosine [13], exp-function [14], auxiliary equation [15], homotopy analysis [16], fractional complex transform [11,17], Darboux and Bäcklund transformations [18,19], improved (G’/G)-expansion [20],   ( − ϕ ( ξ ) )  -expansion [21], modified multiple (G’/G)-expansion [22], fractional reduced differential transformation [23], improved fractional expansion [24], Khater [25], improved tanh–coth [26], direct algebraic [27,28], Hirota bilinear [29], truncated Painlevé expansion [30], multi-wave [31], the extension exponential rational function [32], novel (G’/G)-expansion [11], generalized Kudryashov [11], Fourier transform [33], the dynamical system [34,35], improved (G’/G)-expansion [36,37], Kudryashov [38], the modified simple equation method [12], modified F-expansion [39], and the complete discriminant system for the polynomial method [40].



In this paper, the Sardar subequation method is used to solve the STO equation because it has been shown to be a powerful and productive approach for solving a wide range of nonlinear evolution-type equations [41,42,43,44,45,46,47,48,49]. Some recent papers on the method and its applications that are closely related to the proposed work in this paper are as follows. Rezazadeh et al. [42] used the method to solve a variety of forms of (3 + 1)-dimensional Wazwaz–Benjamin–Bona–Mahony equations. Cinar et al. [46] used the method to derive exact soliton solutions for the perturbed Fokas–Lenells equation. Hussain et al. [50] used the method to obtain solutions of the conformable Klein–Gordon equation.



As discussed in more detail in Section 2, it is now well-known that fractional differential equations can often provide better models than integer-order equations for physical systems that include history or memory effects. In particular, the Atangana fractional beta-derivative [9,51] has been found to be useful because it is non-local and nonsingular and because it satisfies the chain rule of differentiation. It has also been found to have many useful applications in physical systems, including optical solitons, equal width wave propagation, unidirectional propagation of long waves, and monomode optical fibers [6,28,36,41,52,53,54,55,56,57].



The one-dimensional Sharma–Tasso–Olver equation with space–time beta-derivatives is as follows:


     ∂ γ  u   ∂  t γ    + α    ∂ β   u 3    ∂  x β    +  3 2  α   ∂ β   ∂  x β        ∂ β   u 2    ∂  x β     + α   ∂ β   ∂  x β       ∂ β   ∂  x β        ∂ β  u   ∂  x β      = 0 ,  



(2)




where, for a water wave,   u = u ( x , t )   usually represents a vertical surface displacement at position x and time t and     ∂ β   ∂  x β     u ( x , t )    and     ∂ γ   ∂  t γ     u ( x , t )    denote the beta partial derivatives defined in Section 2 with respect to x of order   0 < β ≤ 1   and with respect to t of order   0 < γ ≤ 1 ,   respectively.



The main purpose of this study is to derive exact traveling-wave solutions of Equations (1) and (2) using the Sardar subequation method and then to compare the solutions. The organization of this paper is as follows. In Section 2, a brief description is provided of the beta-derivative, its important characteristics, and its applications to a range of physical and engineering systems. In Section 3, the Sardar subequation method is applied to obtain the exact solutions of beta-derivative Equation (2) and classical integer-order STO Equation (1). Then, in Section 4, graphs of the numerical simulations are shown to illustrate the analytical results and to compare the beta-derivative and integer-derivative solutions. Finally, a discussion of the results is provided in Section 5, and the conclusions are provided in Section 6.




2. Atangana–Baleanu Beta-Derivative and Properties


As is well-known, many papers have now been published in which integer-order derivatives or integrals are replaced by fractional-order derivatives or integrals. There are now many fractional derivatives and integrals that have been developed for a wide range of different physical problems. Some examples of useful fractional derivatives include Riemann–Liouville [58], Caputo [58,59], Caputo–Fabrizio [60], Hadamard [61], Hilfer [62,63], Katugampala [64], and Hattaf [65,66].



2.1. Basic Properties of Atangana Beta-Derivative


In this section, some important properties of the Atangana or Atangana–Baleanu beta-derivative are summarized that are relevant for this paper. As noted previously, this derivative was initially proposed by Atangana and Baleanu [9,51] with the view of obtaining a fractional derivative that is both non-local and nonsingular. It also has the important property that it satisfies the chain rule of differentiation. The beta-derivative can be studied as a natural extension of the classical derivative to a fractional order, and most of its elementary properties are similar to the elementary properties of classical derivatives.



Definition 1.

Let f be a function such that   f : [ 0 , ∞ ) → R  . Then, the beta-derivative of f of order   β ,   where   0 < β ≤ 1 ,   is defined by [9,51,53,55,56,57]


        D t β  f  ( t )  =  lim  ε → 0     f  t + ε   t +  1  Γ ( β )     1 − β    − f  ( t )   ε  .      



(3)









The basic properties of the beta-derivative are as follows [9,51,53,55,56,57]. Let   f ( t ) ,  g ( t )   be beta-differentiable functions for all   t > 0   and   β ∈ ( 0 , 1 ]  .



	(1)

	
If f is differentiable, then    lim  β → 1    D t β   ( f  ( t )  )  =   d f ( t )   d t    , i.e., the classical first derivative.




	(2)

	
    D t β   ( λ )  = 0 ,  ∀ λ ∈ R .   




	(3)

	
    D t β   ( a f  ( t )  + b g  ( t )  )  = a  D t β  f  ( t )  + b  D t β  g  ( t )  ,  ∀ a , b ∈ R .   




	(4)

	
    D t β   ( f  ( t )  g  ( t )  )  = f  ( t )   D t β  g  ( t )  + g  ( t )   D t β  f  ( t )  .   




	(5)

	
   D t β      f ( t )   g ( t )     =    g  ( t )   D t β  f  ( t )  − f  ( t )   D t β  g  ( t )     ( g  ( t )  )  2    ,   where   g ( t ) ≠ 0 .  




	(6)

	
If f is differentiable, then    D t β   ( f  ( t )  )  =   t +  1  Γ ( β )     1 − β      d f ( t )   d t    .




	(7)

	
For a partial derivative, the definition is as follows:



      ∂ β   ∂  t β     f ( x , t )  =   D t β   ( f  ( x , t )  )  =  lim  ε → 0     f  x , t + ε   t +  1  Γ ( β )     1 − β    − f  ( x , t )   ε  .    







Theorem 1 ([9,51,53,55,56,57]).

(Chain rule) Suppose   f ,  g : ( 0 , ∞ ) → R   are differentiable and also beta-differentiable. Further, assume that g is a function defined in the range of f. Then, the beta-derivative of a composite function   f ∘ g   can be written as


    D t β   ( f ∘ g )   ( t )  =   t +  1  Γ ( β )     1 − β    f ′   ( g  ( t )  )   g ′   ( t )  ,   



(4)




where the prime symbol    ( ′  )   denotes the classical derivative.






2.2. Some Applications of Beta-Derivatives


In recent years, the beta-derivative [9,51] has been used in models for a number of important physical problems in nonlinear PDEs. Important reasons that it is useful are that, as noted previously, it is non-local and nonsingular and obeys the chain rule. In [53], the beta-derivative was applied to obtain a magnetic soliton solution for periodic wave propagation of a Heisenberg ferromagnetic spin chain in a (2 + 1)-dimensional nonlinear Schrödinger equation (NLSE). The paper showed that the beta-derivative parameter significantly affects the rogue wave phenomena in this system and that the amplitudes and widths of such rogue waves are enlarged with the increase in  β . The results are very helpful for analyzing the wave dynamics arising in many non-local and non-conservative/conservative physical systems. Another physical application of the beta-derivative discussed in [55] involved the space–time fractional modified equal width (FMEW) equation. This equation is related to the regularized long wave (RLW) equation and has solitary wave solutions with both positive and negative amplitudes but the same width. In this study, new traveling-wave solutions for the FMEW equation were constructed by using the unified method and varying the fractional orders. The new solutions were expressed in both polynomial and rational forms. In [67], the beta-derivative was used in a fractional optimal control analysis of COVID-19 and a dengue fever co-infection model. Further recent applications of the beta-derivative to physical systems include optical solitons, unidirectional propagation of long waves, and monomode optical fibers [6,28,36,41,52,53,54,55,56,57].





3. Exact Solutions of STO Equations by Sardar Subequation Method


In this section, the Sardar subequation method is used to derive exact solutions for beta-derivative Equation (2) and classical integer-order derivative Equation (1). The solution methods are based on the method provided in [50].




	
Note: To avoid confusion between the solutions of beta-derivative Equation (2) and classical integer-order derivative Equation (1), the notation   b ( x , t )   is used for the solution of the beta-derivative equation and the notation   u ( x , t )   is used for the solution of the classical equation.








3.1. Atangana–Baleanu Beta-Derivative


Substituting   b ( x , t )   for   u ( x , t )  , Equation (2) becomes


     ∂ γ  b   ∂  t γ    + α    ∂ β   b 3    ∂  x β    +  3 2  α   ∂ β   ∂  x β        ∂ β   b 2    ∂  x β     + α   ∂ β   ∂  x β       ∂ β   ∂  x β        ∂ β  b   ∂  x β      = 0 .  



(5)







The first step in the Sardar method is to convert Equation (5) into an ordinary differential equation using the following fractional traveling-wave transformation


     B  ( ξ )  = b  ( x , t )  ,    ξ =  p β    x +  1  Γ ( β )    β  +  q γ    t +  1  Γ ( γ )    γ  ,     



(6)




where p and q are nonzero constants that are related to the speed and direction of the wave and which will be found at a later step. Note that the space term in the traveling-wave transformation (6) corresponds to the beta-derivative with order  β  and the time term corresponds to the beta-derivative with order  γ . The next step is to substitute Equation (6) into Equation (5) and then integrate the resulting equation with respect to  ξ  once to obtain the following ODE in the variable   B = B ( ξ )  :


  q B + α p  B 3  + 3 α  p 2  B  B ′  + α  p 3   B ″  = 0 ,  



(7)




where the prime notation    ( ′  )   represents the ordinary derivative of   B ( ξ )   with respect to  ξ .



It is then assumed that the solution form of (7) is


     B  ( ξ )  =  ∑  i = 0  N   ω i   ϕ i   ( ξ )  ,     



(8)




where    ω i  ,    i = 0 , 1 , 2 , … , N   are constant coefficients to be determined at a later step and where the function   ϕ ( ξ )   satisfies the following auxiliary Equation (9):


      ϕ ′   ( ξ )  =   ρ + a  ϕ 2   ( ξ )  +  ϕ 4   ( ξ )    ,     



(9)




with a and  ρ  being real constants to be determined at a later step. Then, from the solution (8) and the homogeneous balance principle, i.e., by equating between the highest-order derivative and the highest-power nonlinear term in Equation (7), the value of   N = 1   is obtained, and hence the solution of (8) is of the form


     B  ( ξ )  =  ω 0  +  ω 1  ϕ  ( ξ )  ,     



(10)




where   ω 0   and   ω 1   will be determined through steps of the Sardar subequation method.



Then, the Maple 17 package is used to obtain possible solutions for Equation (7) as follows. First, (10) along with its required derivatives from (9) are inserted into Equation (7). Then, the coefficients of    ϕ i   ξ    (where   i = 0 , 1 , 2 , … , 6  ) of the resulting polynomial are equated to zero and the following system of nonlinear algebraic equations in    ω i   i = 0 , 1  , p , q ,   and  α  is obtained:


         ϕ 0   :      9    p  4     ω 1   2    α  2     ω 0   2  ρ −   α  2    p  2     ω 0   6  − 2  α  p    ω 0   4  q −   q  2     ω 0   2  = 0        ϕ 1   :      − 2  a   α  2    p  4     ω 0   3   ω 1  + 18    α  2    p  4  ρ   ω 0     ω 1   3  − 6    α  2    p  2     ω 0   5   ω 1  − 2  a α    p  3  q  ω 0   ω 1  − 8  α  p q    ω 0   3   ω 1           − 2    q  2   ω 0   ω 1  = 0        ϕ 2   :      −   a  2    α  2    p  6     ω 1   2  + 3  a   α  2    p  4     ω 0   2     ω 1   2  + 9    α  2    p  4  ρ     ω 1   4  − 15    α  2    p  2     ω 0   4     ω 1   2  − 2  a α    p  3  q    ω 1   2           − 12  α  p q    ω 0   2     ω 1   2  −   q  2     ω 1   2  = 0        ϕ 3   :      12  a   α  2    p  4   ω 0     ω 1   3  − 4    α  2    p  4     ω 0   3   ω 1  − 20    α  2    p  2     ω 0   3     ω 1   3  − 4  α    p  3  q  ω 0   ω 1  − 8  α  p q  ω 0     ω 1   3  = 0        ϕ 4   :      − 4  a   α  2    p  6     ω 1   2  + 7  a   α  2    p  4     ω 1   4  − 3    α  2    p  4     ω 0   2     ω 1   2  − 15    α  2    p  2     ω 0   2     ω 1   4  − 4  α    p  3  q    ω 1   2           − 2  α  p q    ω 1   4  = 0        ϕ 5   :      6    α  2    p  4   ω 0     ω 1   3  − 6    α  2    p  2   ω 0     ω 1   5  = 0        ϕ 6   :      − 4    α  2    p  6     ω 1   2  + 5    α  2    p  4     ω 1   4  −   α  2    p  2     ω 1   6  = 0        



(11)







Then, the Maple 17 software package provides only set of solutions of system (11) as follows:


     a =   2 q   α   p  3    ,  ρ =    q  2     α  2    p  6    ,   ω 0  = 0 ,   ω 1  = − p ,     



(12)




where   α > 0   is the dispersive constant and p and q are arbitrary constants with   p , q ≠ 0  . In consequence, the exact solutions of Equation (10) corresponding to Equation (12) are as follows.



Case 1: If   a < 0   and   ρ = 0  , then there are no exact solutions    b  1 , 2  ±   ( x , t )    because, by (12), if   ρ = 0  , then a must be zero, which contradicts the condition that   a < 0  .



Case 2: If   a > 0   and   ρ = 0  , then there are no exact solutions    b  3 , 4  ±   ( x , t )    because, by (12), if   ρ = 0  , then a must be zero, which contradicts the condition that   a > 0  .



From (12), the value of  ρ  is   ρ =    q  2     α  2    p  6     . Therefore, by the Sardar subequation method and algebraic manipulations, it is found that the only solutions of (10) are as follows.



Case 3: If   a < 0   and   ρ =    q  2     α  2    p  6     , then the exact traveling-wave solutions are


      b 5   ( x , t )  = p   −  a 2     tanh  m n      −  a 2    ξ  ,     



(13)






      b 6   ( x , t )  = p   −  a 2     coth  m n      −  a 2    ξ  ,     



(14)






      b  7  ±   ( x , t )  = p   −  a 2      tanh  m n      − 2 a   ξ  ± i   m n     sech  m n      − 2 a   ξ   ,     



(15)






      b  8  ±   ( x , t )  = p   −  a 2      coth  m n      − 2 a   ξ  ±   m n     csch  m n      − 2 a   ξ   ,     



(16)






      b 9   ( x , t )  = p   −  a 8      tanh  m n      −  a 8    ξ  +  coth  m n      −  a 8    ξ   ,     



(17)




where


     ξ =  p β    x +  1  Γ ( β )    β  +  q γ    t +  1  Γ ( γ )    γ      



(18)




and


            sech  m n    ξ  =  2  m  e ξ  + n  e  − ξ     ,      csch  m n    ξ  =  2  m  e ξ  − n  e  − ξ     ,         tanh  m n    ξ  =   m  e ξ  − n  e  − ξ     m  e ξ  + n  e  − ξ     ,      coth  m n    ξ  =   m  e ξ  + n  e  − ξ     m  e ξ  − n  e  − ξ     .        



(19)







Case 4: If   a > 0   and   ρ =    q  2     α  2    p  6     , then the exact traveling-wave solutions are


      b 10   ( x , t )  = − p   a 2    tan  m n      a 2   ξ  ,     



(20)






      b 11   ( x , t )  = p   a 2    cot  m n      a 2   ξ  ,     



(21)






      b  12  ±   ( x , t )  = − p   a 2     tan  m n      2 a   ξ  ±   m n    sec  m n      2 a   ξ   ,     



(22)






      b  13  ±   ( x , t )  = p   a 2     cot  m n      2 a   ξ  ±   m n    csc  m n      2 a   ξ   ,     



(23)






      b 14   ( x , t )  = − p   a 8     tan  m n      a 8   ξ  −  cot  m n      a 8   ξ   ,     



(24)




where


     ξ =  p β    x +  1  Γ ( β )    β  +  q γ    t +  1  Γ ( γ )    γ      



(25)




and


            sec  m n    ξ  =  2  m  e  i ξ   + n  e  − i ξ     ,      csc  m n    ξ  =   2 i   m  e  i ξ   − n  e  − i ξ     ,         tan  m n    ξ  = − i   m  e  i ξ   − n  e  − i ξ     m  e  i ξ   + n  e  − i ξ     ,      cot  m n    ξ  = i   m  e  i ξ   + n  e  − i ξ     m  e  i ξ   − n  e  − i ξ     ,        



(26)







As a final check, substitution of the functions in Equations (13)–(24) into Maple 17 showed that the functions are exact solutions of the original Equation (5).




3.2. Integer-Order Derivative


The solution for the integer-order derivative is similar to the solution for the beta-derivative except for the initial assumption for the traveling-wave transformation (6). The solution is again based on Hussain et al. [50].



In this case, the traveling-wave transform is assumed to be


     U ( ξ ) = u ( x , t ) ,   and   ξ = x − c t ,     



(27)




where c is the wave speed, which can be positive for waves traveling in the positive x-direction or negative for waves traveling in the negative x-direction. Then, substitution of Equation (27) into the Sharma–Tasso–Olver Equation (1) provides the ODE:


  − c  U ′  + α   (  U 3  )  ′  +  3 2  α   (  U 2  )  ″  + α  U ‴  = 0 ,  



(28)




where the prime notation    ( ′  )   represents the ordinary derivative with respect to  ξ .



Then, after integration of Equation (28) with respect to the variable  ξ  and assuming a zero constant of integration, the following nonlinear ordinary differential equation for the function U is obtained:


  − c U + α  U 3  + 3 α U  U ′  + α  U ″  = 0 .  



(29)







As in Equation (10), it is assumed that the solution form of (29) is


     U  ( ξ )  =  ∑  i = 0  N   ω i   ϕ i   ( ξ )  .     



(30)







As for the fractional case, the homogeneous balance principle, i.e., equating between the highest-order derivative and the highest-power nonlinear term in Equation (29), provides the value   N = 1  , and therefore the solution of (30) is of the form


     U  ( ξ )  =  ω 0  +  ω 1  ϕ  ( ξ )  ,     



(31)




where   ω 0   and   ω 1   will be determined through steps of the Sardar subequation method.



Then, Maple 17 can be used to solve (31) as follows. First, Equation (31) along with its required derivatives from (9) are substituted into (29) and then the coefficients of    ϕ i   ξ    (where   i = 0 , 1 , 2 , … , 6  ) of the resulting polynomial are set to zero. The following system of nonlinear algebraic equations in    ω i   i = 0 , 1  , c , α , ρ   is then obtained:


         ϕ 0   :      −   α  2     ω 0   6  + 9    α  2     ω 1   2     ω 0   2  ρ + 2  c    ω 0   4  α −   c  2     ω 0   2  = 0        ϕ 1   :      − 6    α  2     ω 0   5   ω 1  − 2  a   α  2     ω 0   3   ω 1  + 18    α  2  ρ   ω 0     ω 1   3  + 8  α  c    ω 0   3   ω 1  + 2  a α  c  ω 0   ω 1           − 2    c  2   ω 0   ω 1  = 0        ϕ 2   :      − 15    α  2     ω 0   4     ω 1   2  + 3  a   α  2     ω 0   2     ω 1   2  + 9    α  2  ρ     ω 1   4  −   a  2    α  2     ω 1   2  + 12  α  c    ω 0   2     ω 1   2  + 2  a α  c    ω 1   2           −   c  2     ω 1   2  = 0        ϕ 3   :      − 20    α  2     ω 0   3     ω 1   3  + 12  a   α  2   ω 0     ω 1   3  − 4    α  2     ω 0   3   ω 1  + 8  α  c  ω 0     ω 1   3  + 4  α  c  ω 0   ω 1  = 0        ϕ 4   :      − 15    α  2     ω 0   2     ω 1   4  + 7  a   α  2     ω 1   4  − 3    α  2     ω 0   2     ω 1   2  + 2  α  c    ω 1   4  − 4  a   α  2     ω 1   2  + 4  α  c    ω 1   2  = 0        ϕ 5   :      − 6    α  2   ω 0     ω 1   5  + 6    α  2   ω 0     ω 1   3  = 0        ϕ 6   :      −   α  2     ω 1   6  + 5    α  2     ω 1   4  − 4    α  2     ω 1   2  = 0        



(32)







Then, the Maple 17 software package provides only one set of solutions of system (32) as follows:


     a = −  1 2   c α  ,  ρ =  1 16     c  2    α  2   ,   ω 0  = 0 ,   ω 1  = 2 ,     



(33)




where   α > 0   is the dispersive constant and the wave speed c is an arbitrary constant that can be positive or negative. In consequence, the exact solutions of Equation (31) corresponding to Equation (33) are as follows.



Case 1: If   a < 0   and   ρ = 0  , then there are no exact solutions    u  1 , 2  ±   ( x , t )    because, by (33), if   ρ = 0  , then a must be zero, which contradicts the condition that   a < 0  .



Case 2: If   a > 0   and   ρ = 0  , then there are no exact solutions    u  3 , 4  ±   ( x , t )    because, by (33), if   ρ = 0  , then a must be zero, which contradicts the condition that   a > 0  .



From (33),   ρ =  1 16      c  2    α  2    . Therefore, by the Sardar subequation method and algebraic manipulations, the only solutions of (31) are as follows.



Case 3: If   a < 0  , i.e.,   c > 0  , and   ρ =  1 16      c  2    α  2    , then the exact traveling-wave solutions are


      u 5   ( x , t )  = 2   −  a 2     tanh  m n      −  a 2    ξ  ,     



(34)






      u 6   ( x , t )  = 2   −  a 2     coth  m n      −  a 2    ξ  ,     



(35)






      u  7  ±   ( x , t )  = 2   −  a 2      tanh  m n      − 2 a   ξ  ± i   m n     sech  m n      − 2 a   ξ   ,     



(36)






      u  8  ±   ( x , t )  = 2   −  a 2      coth  m n      − 2 a   ξ  ±   m n     csch  m n      − 2 a   ξ   ,     



(37)






      u 9   ( x , t )  = 2   −  a 8      tanh  m n      −  a 8    ξ  +  coth  m n      −  a 8    ξ   ,     



(38)




where   ξ = x − c t  .



Case 4: If   a > 0  , i.e.,   c < 0  , and   ρ =  1 16      c  2    α  2    , then the exact traveling-wave solutions are


      u 10   ( x , t )  = − 2   a 2    tan  m n      a 2   ξ  ,     



(39)






      u 11   ( x , t )  = 2   a 2    cot  m n      a 2   ξ  ,     



(40)






      u  12  ±   ( x , t )  = − 2   a 2     tan  m n      2 a   ξ  ±   m n    sec  m n      2 a   ξ   ,     



(41)






      u  13  ±   ( x , t )  = 2   a 2     cot  m n      2 a   ξ  ±   m n    csc  m n      2 a   ξ   ,     



(42)






      u 14   ( x , t )  = − 2   a 8     tan  m n      a 8   ξ  −  cot  m n      a 8   ξ   ,     



(43)




where   ξ = x − c t  .



As for the fractional solutions, it has been checked that the functions in Equations (34)–(43) are exact solutions of the original Equation (1) by substituting them in Maple 17 and finding that they satisfy Equation (1). The integer-order solutions should also be obtained from the  β -derivative solutions in the limits as the fractional orders   β → 1  ,   γ → 1  .





4. Graphical Results


In this section, graphs are plotted of some interesting exact traveling-wave solutions of the beta-derivative Sharma–Tasso–Olver Equation (5) and classical derivative STO Equation (1). In particular, graphs are plotted for Case 3 (  a < 0  ) in Figure 1 and Figure 2 and for Case 4 (  a > 0  ) in Figure 3 and Figure 4. For both cases, the exact solutions are plotted through 3D, 2D, and contour plots for the following range of fractional-order values:   γ = 1 ,  0.8 ,  0.6  , and   β = 0.8  . The exact traveling-wave solutions    b  8  +   ( x , t )    in Equation (16),    b  12  +   ( x , t )    in Equation (22), have been selected to show how their physical behavior changes when the values of the fractional time-order  γ  are varied. All figures were plotted with the Maple software package.



In Figure 1a–i magnitudes of the exact solutions for the beta-derivative    b  8  +   ( x , t )    in (16) are plotted as 3D, 2D, and contour plots for the following parameter values:   m = 1.2 ,  n = 1.4 ,  p = 1 ,  q = − 1 , and  α = 1   calculated at the following sets of fractional orders   { γ = 1 , β = 0.8 }  ,   { γ = 0.8 , β = 0.8 }  , and   { γ = 0.6 , β = 0.8 }  , respectively. For comparison, Figure 2a–c show the magnitudes of the exact solutions for the classical-order    u  8  +   ( x , t )    in (37) plotted as 3D, 2D, and contour plots for the following parameter values:   m = 1.2 ,  n = 1.4 ,  c = 0.1  , and    α = 0.2  . As can be seen from the 3D graphs of Figure 1 and Figure 2, the physical behavior of    |   b  8  +    ( x , t )  |    and    |   u  8  +    ( x , t )  |    can be classified as a singular kink-type wave. It can also be seen that the main effect of changing the fractional orders is to move the positions of the singularities in the solitary waves. It can also be seen clearly from the contour plots that the waves are traveling to the right since x is increasing with t. This corresponds to a positive wave speed    p q  < 0   for the fractional waves and   c > 0   for the integer-order waves.



In Figure 3a–i magnitudes of the exact solutions for the beta-derivative    b  12  +   ( x , t )    in (22) are plotted as 3D, 2D, and contour plots for the following parameter values:   m = 1.2 ,  n = 1.4 ,  p = 1 ,  q = 1 , and  α = 1   calculated at the following sets of fractional orders   { γ = 1 , β = 0.8 }  ,   { γ = 0.8 , β = 0.8 }  , and   { γ = 0.6 , β = 0.8 }  , respectively. In Figure 4a–c, magnitudes of the exact solutions for the classical-order    u  12  +   ( x , t )    in (41) are plotted as 3D, 2D, and contour plots for the following parameter values:   m = 1.2 ,  n = 1.4 ,  c = − 1 , and  α = 1  . The 3D graphs of Figure 3 and Figure 4, the physical behavior of    |   b 12    ( x , t )  |    and    |   u 12    ( x , t )  |   , can be classified as a periodic wave. In this case, it can also be seen clearly from the contour plots that the waves are traveling to the left since x is decreasing with t. This corresponds to a negative wave speed    p q  > 0   for the fractional waves and   c < 0   for the integer-order waves.




5. Discussion of Results


In this paper, the Sardar subequation method has been used to obtain exact traveling-wave solutions of the STO Equation (2) with Atangana fractional space and time beta-derivatives and the classical STO Equation (1) with integer derivatives. Using this method, and with the aid of the Maple 17 software package, the exact solutions of the equations have been obtained in terms of the special generalized hyperbolic and trigonometric functions defined in Equations (19) and (26). These exact traveling-wave solutions for Equations (1) and (2) have been successfully obtained by the method because the traveling-wave transformation was appropriately selected as expressed in (6) for the beta-derivative and (27) for the integer order and chain rule of the beta-derivative, which exist as described in Section 2.1. It is worth noting that regular hyperbolic and trigonometric function solutions for Equations (1) and (2) are always derived when the Sardar subequation method is applied for the problems. This is because the special generalized hyperbolic and trigonometric function solutions generated by the used method can be reduced to the regular hyperbolic and trigonometric functions by selecting   m = n = 1  . The Maple package has been used to plot 3D, 2D, and contour plots of the magnitude of the selected solutions for a range of values of fractional orders  β  and  γ  in order to explore their effects on the physical behavior of the selected solutions. From the results, two of the exact solutions of Equation (2) have been found with different physical behavior, namely a singular kink-type wave solution and a periodic wave solution. In each case, the main effect of changing the value of  β  was to move the positions of the singularities. In each case, it was found that the beta-derivative and integer-order solutions were of a similar type but with differences in their details. As stated at the end of Section 3, it has been verified that all the solutions in Section 3 are exact solutions of Equations (2) or (1) by substituting them back into the original equation with the assistance of Maple.




6. Conclusions


In this paper, it has been shown that, with the aid of the computer package Maple, the Sardar subequation method is a powerful and reliable technique for obtaining exact nonlinear traveling-wave solutions of both integer-order and fractional-order nonlinear evolution equations of the STO type. Furthermore, an application of the method is simpler and more straightforward than other existing methods such as the (G’/G,1/G)-expansion method [68] because its associated auxiliary Equation (9) is a first-order nonlinear differential equation. It is therefore easier to solve to obtain analytical solutions than the complicated system of auxiliary equations of the (G’/G,1/G)-expansion method. Finally, it has been found that many PDEs equipped with the Atangana beta-derivative can be analytically solved for exact traveling-wave solutions because the derivative has the chain rule property and can be written in terms of the first-order derivative when the required condition exists. With this advantage, integrable PDEs in the sense of such a derivative can be reduced to an ordinary differential equation with the aid of the fractional traveling-wave transformation. Possible future work would be to examine in considerably more detail the types of solutions that can be obtained from the Atangana fractional beta-derivative model of the STO equation and to compare the solutions obtained in this paper with data from real physical systems. The results obtained in this paper suggest that the Sardar subequation method could potentially be applied to other PDEs with Atangana–Baleanu fractional beta-derivatives.
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