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Abstract: With the vigorous development of big data and cloud computing, containers are becoming
the main platform for running applications due to their flexible and lightweight features. Using a
container cluster management system can more effectively manage multiocean containers on multiple
machine nodes, and Kubernetes has become a leader in container cluster management systems,
with its powerful container orchestration capabilities. However, the current default Kubernetes
components and settings have appeared to have a performance bottleneck and are not adaptable to
complex usage environments. In particular, the issues are data distribution latency, inefficient cluster
backup and restore leading to poor disaster recovery, poor rolling update leading to downtime,
inefficiency in load balancing and handling requests, poor autoscaling and scheduling strategy
leading to quality of service (QoS) violations and insufficient resource usage, and many others.
Aiming at the insufficient performance of the default Kubernetes platform, this paper focuses on
reducing the data distribution latency, improving the cluster backup and restore strategies toward
better disaster recovery, optimizing zero-downtime rolling updates, incorporating better strategies for
load balancing and handling requests, optimizing autoscaling, introducing better scheduling strategy,
and so on. At the same time, the relevant experimental analysis is carried out. The experiment results
show that compared with the default settings, the optimized Kubernetes platform can handle more
than 2000 concurrent requests, reduce the CPU overhead by more than 1.5%, reduce the memory by
more than 0.6%, reduce the average request time by an average of 7.6%, and reduce the number of
request failures by at least 32.4%, achieving the expected effect.

Keywords: Docker; Kubernetes; cloud computing; optimization

MSC: 68M10; 68M14; 68M20; 68T07; 68T09; 68T20; 68T37

1. Introduction

In cloud computing, virtual infrastructure based on virtual machines has been widely
used to support various businesses. A virtual machine is software that contains an operating
system, application program set, and related data. They run on top of the hypervisor,
which is located on the basic operating system. In addition to emulating an operating
system, a virtual machine can also provide isolation for each operating system [1,2]. In
the case of an uncertain service load, this resource management method using traditional
virtual machines as resource schedulers is difficult to maintain. To improve the flexibility
and efficiency of the cloud, people turn their attention to containerization—an important
lightweight virtualization technology that can help developers deploy modern applications
faster and more efficiently [3–5].

Containerization is a way of running multiple software applications on the same
machine. Each program runs in an isolated environment called a container. Each container
has all the files and libraries needed for normal operation [3–5]. Namespace technology
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allows multiple containers to be directly deployed on the same machine and share resources,
and containers can be created, deployed, and destroyed in a faster way. These advantages
make the container lightweight, efficient, and low-cost. As container technology gains more
traction among developers, many organizations are starting to use container technology
to deploy applications in production. As the number of containers increases, container
management and orchestration becomes challenging. To operate and manage multiple
containers, a container orchestration platform is required to run and jointly manage multiple
container instances. Currently, the most popular containers and container orchestration
platforms are Docker [3,6,7] and Kubernetes [3,8–10].

Docker works with packaging applications and their dependencies. The container-
ization scheme employed by Docker allows for the creation of multiple containers using
a single image and a shared operating system [3,6,7]. Docker itself cannot automatically
schedule and scale containers, a container management system is needed to maximize
the capabilities and benefits of containers, and Kubernetes is one of the most iconic of
these systems. Kubernetes, K8s in short, is used for managing containers and it is most
widely used [3,8–10]. Kubernetes, built on container technology, provides simple functions
such as resource scheduling, service discovery, high availability management, and elastic
scaling for cross-host containerized applications. It provides improved management tools
to support development, deployment, operation monitoring, etc. It can realize application
development, automatic management of multiplatform transplantation, and other func-
tions. However, we observe that Kubernetes has several areas that need improvement,
especially, the performance of native components of Kubernetes cannot cope with complex
application requirements, e.g., large-scale services and applications in cloud computing,
edge computing, and many others. As stated earlier, Kubernetes with default components
and settings encounter issues, such as high data distribution latency [11,12], inefficiency in
cluster backup and restore leading to poor disaster recovery [13,14], poor rolling update
leading to downtime [15–17], inefficiency in load balancing and handling requests [18],
poor autoscaling [10,19] and scheduling strategy [20–23] leading to quality of service (QoS)
violations and insufficient resource usage, and many others. To this end, in this study, our
goal is to enhance cloud computing systems and services while optimizing Kubernetes.
With Kubernetes toward enhancing cloud computing services, the biggest challenge is
to choose better-performing components while replacing native components and using
appropriate methods to optimize. Our plan is to select different components for testing and
perform comparative analysis, modify the underlying architecture at the same time, and
finally verify the results through detailed experiments. To this end, we focus on improving
the performance of K8s cloud computing by using new components and modifying K8s
architecture. In essence, we explore the following areas in great detail:

• Optimizing the data distribution latency, alongside improving the cluster backup and
restore strategies toward better disaster recovery.

• Reducing configuration time and optimizing zero-downtime rolling updates while
improving the robustness of Kubernetes services.

• Optimizing autoscaling strategies for Kubernetes toward optimizing cloud applica-
tions and services.

• Introducing a viable Scheduler for Kubernetes toward optimal load balancing and
scheduling.

• Exploring different open-source frameworks toward end-to-end enhancement of
Kubernetes.

The rest of this article is organized as follows. Section 2 (Architecture and Principles of
Kubernetes) presents the architecture, key features, and the major components of Kubernetes.
Section 3 (Default Kubernetes Cluster and Limitations) introduces the various performance
problems of Kubernetes and proposes viable optimization strategies. Section 4 (Proposed
Approach) demonstrates the approaches we follow, adopt, and propose. Section 5 (Exper-
iments) presents the overall experimental analysis and results. Section 6 (Related Work)
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presents a literature review in the context of our analysis. The conclusion and future work
are in the last section.

2. Architecture and Principles of Kubernetes

Kubernetes was proposed by Google in 2015 as a container orchestration platform
that can deploy applications on multiple host servers [3,8–10]. As stated earlier, Kuber-
netes, built on container technology, provides simple functions such as resource scheduling,
service discovery, high availability management, and elastic scaling for cross-host con-
tainerized applications. It provides improved management tools to support development,
deployment, operation monitoring, etc. It can realize application development, auto-
matic management of multiplatform transplantation, and other functions. In this section,
we briefly present the architecture, features, and components of Kubernetes related to
our study.

2.1. Kubernetes Architecture

Kubernetes is a master–slave distributed architecture, mainly composed of master
nodes, worker (node) nodes, and client command line tools. The specific architecture
diagram is shown in Figure 1.

Figure 1. Kubernetes architecture.

2.1.1. Master Node

The master node is the main control node of the Kubernetes cluster, which is respon-
sible for task allocation, resource scheduling, and application management of the entire
cluster. API Server, Controller Manager, Schedule, and ETCD are all important components
of master nodes. We demonstrate them briefly, as follows:

• API Server connects various components in the Kubernetes cluster, implements
specific operations on each object in the cluster, and provides services such as addition,
deletion, modification, and query for resource objects.

• Controller Manager is the administrator and control center in the Kubernetes cluster.
If any node is abnormal in the system, Controller Manager detects and handles the
abnormality in time.

• Scheduler is the default resource scheduler for the Kubernetes cluster. Scheduler
schedules pending Pods to the expected nodes according to the expected policy. The
new Pod object created by the Controller Manager is received by Scheduler, which
finds a suitable node schedule for it and then writes the binding information to ETCD
through the API Server.

• ETCD is a key–value store used to store various information in the cluster, with high
availability and persistence, and maintains the stable operation of the Kubernetes cluster.
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Now, we jump to the worker node.

2.1.2. Worker Node

The worker node is the working node that executes tasks and consumes resources
in the Kubernetes cluster, receives tasks assigned by the master node, and completes the
tasks under the control of the master node. A worker node mainly consists of the following
two parts:

• The kubelet service process runs on each node of the cluster, executes the tasks
delivered by the master node, and manages the entire life cycle of the container. In
addition, kubelet also pays attention to the status of the nodes and reports the running
status and resource usage of all worker nodes to the master control node in real time.

• The service process of Kube-proxy runs on each worker node and forwards the access
request received by Service to the backend.

2.2. Kubernetes Features

Kubernetes comes with the following key features:

• Automation. Kubernetes allows users to automatically expand capacity, automatically
update, automatically deploy, and automatically manage resources during use and
has a set of default automation mechanisms.

• Service-centric. The design idea of Kubernetes is service-centric, users do not need to
care about how to install or run and can focus more on processing business logic.

• High availability. Kubernetes regularly checks the status of each Pod instance, includ-
ing the number of instances, the health status of the instance, etc., and ensures the
high availability of Kubernetes by creating multiple master and ETCD clusters.

• Rolling updates. Kubernetes can complete application updates, replacement, and
other operations without stopping its internal program operation and external services,
saving a lot of time and resources.

2.3. Kubernetes Components

Users can use the kubectl tool to operate resource objects such as Pod, Label, Replica-
tion Controller, ReplicaSet, Deployment, and Service and store the results persistently in
ETCD. We demonstrate them briefly, as follows:

• Pod is the basic unit of scheduling in Kubernetes. In addition to the user business
container, each Pod also contains a pause container called the “root container”. Each
Pod also contains one or more user business containers that are closely related to
the business.

• Label in Kubernetes exists as a key–value pair. The key and value in the key–value pair
need to be defined by the user. Users can implement multidimensional management
of resources in the label.
Replication Controller is one of the core components of the Kubernetes system.
It can be used to manage a set of Pods defined in the YAML file, ensuring that the
number of Pod copies of the application meets the user-defined value throughout the
life cycle.

• ReplicaSet helps monitor all the Pods. Particularly, ReplicaSet assists Deployment in
maintaining the availability of Pods to a desired level.

• Deployment helps manage ReplicaSet and Pods. In addition, it is used for rolling
updates while applications in Pods need to be updated. Moreover, it helps auto-scale
Pods with the help of Horizontal Pod Autoscaler (HPA) [24]. Specifically, autoscaling is
one of the most important features of Kubernetes. It allows containerized applications
and services to run automatically and flexibly.

• Service can provide a common access address for a group of containers with the
same function and can also send requested loading tasks to each container. The client



Mathematics 2024, 12, 2476 5 of 26

requests access to a set of Pod copies through the address provided by the service, and
the service successfully connects to the backend Pod copies through the label selector.

• Ingress helps bind requests to the Services, especially used for large-scale demands.
It also provides load balancing. Generally, an Ingress controller is needed in the cluster
to redirect the incoming requests to the ingress resource, which later is redirected to
the appropriate endpoint.

We observe that many other Kubernetes components are useful for application devel-
opment, deployment, and maintenance. Therefore, we refer to the official documentation
of Kubernetes (Kubernetes Official Documentation https://kubernetes.io/docs/home/,
accessed on 7 August 2024) for the details.

3. Default Kubernetes Cluster and Limitations

We observe that using the default components and settings of K8s can no longer adapt
to increasingly complex usage scenarios. Numerous K8s default components affect the
performance of K8s. Components such as Horizontal Pod Autoscaler and Ingress controller
can handle limited usage scenarios; however, they cannot handle complex data changes
in a timely manner. A set of basic settings including rolling update policy, ETCD backup
policy, scheduler algorithm, and others also affects the performance of the K8s platform. In
this section, we introduce the capabilities and limitations of Kubernetes’ components, and
finally, we propose a system framework for dealing with these issues.

3.1. ETCD Data Distribution and Latency

ETCD, as the backend database for storing all cluster data in Kubernetes, uses the Raft
algorithm [11,12] to replicate requests. The Raft algorithm has the ability of consistency and
high availability, which can ensure the consistency of data among members. The consensus
algorithm is limited by two physical constraints: network IO latency and disk IO latency.
The Raft algorithm requires metadata to be stored in a log, and ETCD cluster members
need to write each request to disk. If the disk IO delay is too large, the heartbeat in the Raft
algorithm may time out and re-elect the leader, thus affecting the performance of ETCD. In
addition, the heartbeat is an indispensable part of the Raft algorithm. When the heartbeat
sent by a member of the Raft algorithm cannot be received due to network problems, the
member may also restart the election of the leader, which affects the performance of ETCD.
This means that it also needs to be considered Network IO latency.

3.2. ETCD Backup and Restore and Issue

ETCD saves the state of the entire cluster, which can quickly restore the system in
the event of a failure and prevent permanent data loss. Backing up and restoring data by
backing up ETCD is an easy and straightforward way. ETCD’s snapshot operation can
create a snapshot of the running cluster for replication, backup, or migration to a new
cluster. ETCD’s restore operation restores cluster data from a cluster data snapshot. The
snapshot and recovery operations of ETCD can be used to back up and migrate clusters,
but the backup function of ETCD does not have the ability to back up objects such as Type,
Namespace, and Label and cannot meet the needs of users to back up specific resources.

3.3. Rolling Update Performance and Issue

Rolling updates are the default update strategy used by Kubernetes. This strategy
ensures that at least a set of Pods are running when an update is performed, preventing
application downtime. Old Pods do not shut down until the newly deployed version of the
Pod is up and ready to handle traffic. The kubectl drain command of K8s can transfer all
Pods and reschedule all Pods to other nodes to realize cluster replacement. First, during
the execution of this instruction, the specified node is marked as NoSchedule, and other
Pods cannot be (are not) scheduled to this node. The drain operation then starts evicting
the Pod from the specified node and shuts down the currently running container on the

https://kubernetes.io/docs/home/
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node by sending the TERM (terminate) signal to the Pod’s underlying container. However,
there are still two factors that may cause service interruption during the drain operation:

• The application service needs to be able to handle the TERM signal. If the container
cannot handle the signal normally during execution (such as committing a database
transaction), the Pod is still closed ungracefully.

• All Pods that provide services to the application are lost. When a new container is
started on a new node, the services may be down, or if the Pods are not deployed
using the controller, they may never be restarted.

3.4. Ingress and Ingress Controller in Handling Requests and Issue

Ingress [18,25] is one of the standard resource types of the Kubernetes API. It defines
many rules for forwarding requests to specified service resources according to the host
or URL path and forwarding the request traffic outside the cluster to the corresponding
service in the cluster [26]. The Ingress controller [18,27] is a component that realizes
dynamic configuration according to the Ingress configuration file and is responsible for
specific forwarding. When the Ingress controller starts booting, it uses a couple of load-
balancing policy settings that apply to all Ingress. The Ingress controller continuously
monitors the changes in Ingress, service, and other objects through the Kube-apiserver,
automatically updates the configuration file, and applies the new configuration once a
change occurs. Kubernetes Ingress is the Ingress controller recommended by Kubernetes by
default. Its main advantages are simplicity and few configuration files. The disadvantage
of Kubernetes Ingress is that the time it takes to modify and reload the configuration file
becomes longer as the routing configuration file becomes larger, which seriously affects the
quality of service and even causes service interruption.

3.5. Horizontal Pod Autoscaler (HPA) and Issue

HPA is the most widely used autoscaling component in Kubernetes. HPA can au-
tomatically scale the number of Pods in ReplicationController, Deployment, ReplicaSet,
and StatefulSet based on CPU utilization. The status change in the resource triggers the
operation of Kube-controller-manager and periodically adjusts the Replication Controller
or the number of replications in the deployment, which makes the observed index value
of the Pod’s average CPU utilization match the target value set by the user. In each syn-
chronization cycle of HPA, Kube-controller-manager queries data from the metrics server
according to the indicators defined in each cycle, and cAdvisor (cAdvisor (Container Advi-
sor) https://github.com/google/cadvisor, accessed on 7 August 2024) [28] is responsible
for providing indicators to metrics server. However, because of the autoscaler sync period
and the data reporting period, using cAdvisor cannot obtain more timely data, nor can it
obtain the average trend of indicators.

3.6. Scheduling Model and Issue

The Kubernetes cluster implements the scheduling of Pod applications through the
component Kube-scheduler. First, the Kube-scheduler binds the Pod application to be
scheduled to the most appropriate node in the cluster according to Kubernetes’ default
(and customisable) scheduling policy, after going through the appropriate preselection and
preference phases. Metadata about bindings (including node and Pod applications) are
stored in Kubernetes’ ETCD database. The Kubernetes resource scheduling model is shown
in Figure 2. We briefly present the execution process of the Kubernetes cluster scheduler,
as follows:

(1) The user sends a request to the API Server to create a Pod through the Rest interface
of the API Server or the Kubernetes client tool (supported data types include JSON
and YAML).

(2) API Server handles user requests and stores Pod data in ETCD. The scheduler looks at
unbound Pods through the APIServer. Attempts to allocate a node to the Pod.

https://github.com/google/cadvisor
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(3) Filter nodes: Scheduler screens each node according to the preselection algorithm, and
eliminates the nodes that do not meet the requirements.

(4) Host scoring: Scheduler scores the nodes screened out in the preselection algorithm.
Each optimization algorithm has a different scoring focus, and each scoring algorithm
has a different weight. Finally, the weighted average of the scoring results of each
algorithm is the final score of a certain node.

(5) Select node: Scheduler selects the node with the highest score in the optimization
algorithm, binds the Pod to this node, and stores the binding information in ETCD.

Figure 2. Kubernetes resource scheduling model, adapted from [29].

Figure 3 shows the scheduling process. In the following, we demonstrate the Scheduler
Algorithm.

Figure 3. Scheduler scheduling flowchart, adapted from [30].
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Scheduling Algorithm

In Kubernetes, there are a number of built-in Predicate and Priority preference algo-
rithms to choose from, which can be specified by the user at the time of use via the resource
description file:

(1) PodFitsHost. This algorithm specifies to run on a node by setting the node name.
(2) PodFitsResources. Checks whether the available resources of the node meet the

request amount of the Pod.
(3) PodFitsHostPorts. Checks whether the port requested by the Pod is already occupied

by the node.
(4) PodSelectorMatches. Checks whether the node matches the label parameter.
(5) CheckNodeMemoryPressure. Checks whether there is pressure on the memory of the

node.
(6) CheckNodeDiskPressure. Checks whether there is pressure on the disk space of the

node.
(7) NoDiskConflict. Checks whether the mounted storage volume conflicts with the

storage volume in the Pod configuration file.

The Priority optimization algorithm lists the following:

(1) LeastRequestedPriority. Selects the node with the least resource consumption from
the node list first, and the resource includes the sum of CPU and memory.

(2) SelectorSpreadPriority. Selects nodes different from the Pod under the same RC from
the node list first. The smaller the number of Pod copies, the greater the score.

(3) ImageLocalityPriority. Prioritizes selecting nodes with existing images from the node
list to avoid spending time pulling images.

After the optimization process, each set optimization algorithm returns a score. In
addition, each function also has a weight when it is set. Based on the two, the total score
of each node is calculated, and the node with the highest score is selected for bind and
run. Since the scheduler does not use the actual resource usage of the node as the basis
for scheduling, the node scores it gives do not reflect the real situation of the node and
there are a set of scheduling errors. In addition, in the original scheduling algorithm, the
preselection stage mainly focuses on hardware resources such as the CPU, memory, and
disk space of the node, without considering the network I/O of the node, which leads to a
large gap in the network I/O of each node.

3.7. Our Proposed System Framework

We depict our proposed system framework (our proposed solution) in Figure 4, The
idea of our solution is to use a combination of different new components complementing
with multiple optimizations, such as scheduling, ETCD, and others, to ultimately improve
the performance of K8s. The framework is as follows:

Figure 4. System framework, adapted from [31].
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• Optimizing ETCD operations with the help of optimized disk drives (e.g., SSD) and
giving ETCD services higher disk I/O permissions.

• Using Velero [32] components to back up data, and enable a zero-downtime rolling up-
date strategy to improve the robustness of Kubernetes services and reduce downtime.

• Using open-source software Traefik [33] to reduce Ingress update configuration downtime.
• Using Prometheus [34] to obtain more detailed indicators, provide them to Kube-

apiserver for HPA and scale Pod accordingly.
• Customising Scheduler Strategies based on Scheduler Extender.

4. Proposed Approach

Kubernetes is a complex tool. As with most complex tools, it can be tricky to obtain the
best performance from Kubernetes. Most Kubernetes releases have not been fine-tuned to
maximize performance, so it is necessary to take numerous methods to optimize Kubernetes
and to address the aforementioned issues. In this section, we demonstrate how to improve
the performance of Kubernetes in terms of backup, load balancing, autoscaling, extended
scheduling, and many more while following/adopting our proposed system framework
depicted in the aforementioned section.

4.1. ETCD Performance Optimization

As mentioned above, the performance of ETCD [35] is limited by network IO latency
and disk IO latency, so performance can be improved at the network level and hardware
level. However, the performance improvement at the network level needs to be set accord-
ing to different usage environments, we optimize merely ETCD at the hardware level. Both
the persistence of ETCD’s log and the storage of data are inseparable from the support of
the underlying hardware. There is no doubt that the IO speed of the underlying hardware
affects the speed of ETCD’s reading of data. We can use SSD hard drives as the underlying
storage hardware to effectively increase data throughput and reduce IO latency. At the
same time, we can appropriately give ETCD services higher disk I/O permissions to make
ETCD run more stably.

4.2. Backup and Restore Performance Optimization

Velero [32] is a cloud-native disaster recovery and migration tool. It is an open-source
software written in Go language that can safely backup, restore, and migrate Kubernetes
cluster resources and persistent volumes. The basic principle of Velero is to back up the
data of the cluster to the object storage and pull the data from the object storage when
restoring. Therefore, Velero can realize the backup and recovery of multiple object levels
in the Kubernetes cluster, including Kubernetes clusters and various objects such as Type,
Namespace, Label, etc. It can also realize the cluster configuration including replication
and synchronization of development, testing, and production environments, simplifying
the environment configuration, etc.

Velero is composed of a client and a server. The server is deployed on the target
K8s cluster, and the client is a command line tool that runs locally. It runs in the local
environment and needs to be configured on a machine with kubectl and cluster kubeconfig.
The Velero client calls the Kubernetes API to create and validate different objects and then
uploads a tarball of the copied Kubernetes objects to cloud storage.

4.3. Rolling Update Performance Optimization

The purpose of a zero-downtime rolling update is to release a new version of an
application without impacting users. This means developers can make continuous requests
to new apps as they are released, and app users never get a response to the dreaded access
error. To minimize the downtime caused by rolling updates, we need to achieve zero
downtime to reduce downtime. Users can achieve zero-downtime deployment by using
lifecycle hooks, ready probes, and Pod interruption budgets.
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4.4. Ingress Performance Optimization

Kubernetes Ingress is the Ingress controller recommended by Kubernetes by default.
Its main advantages are simplicity and few configuration files. The disadvantage of
Kubernetes Ingress is that the time it takes to modify and reload the configuration file
becomes longer as the routing configuration file becomes larger, which seriously affects the
quality of service and even causes service interruption. Using Traefik [33] Ingress as the
Ingress controller is a better way. Traefik Ingress is a full-featured Ingress controller, which
supports continuous configuration updates (without restarting), adaptive services, multiple
load balancing algorithms, Web UI, support for various protocols, and other functions.
Compared with Kubernetes Ingress, it has more advantages.

4.5. Autoscaling Performance Optimization

Prometheus [34] is an open-source monitoring alarm system and time series database
(TSDB) developed by SoundCloud. It is an open-source version of the Google BorgMon
monitoring system. It can monitor the Kubernetes system and efficiently process the large
amount of data generated. In the event of a power failure or shutdown, we can quickly
locate the point of failure through Prometheus. The Prometheus Server is the core part of the
Prometheus components, responsible for the acquisition, storage, and query of monitoring
data. NodeExporter pushes data to Prometheus through Pull/Push. ServerAlert Manager
is responsible for processing alarm information.

Prometheus Server periodically obtains the status metrics of the monitored Pod and
stores them in the local TSDB. Prometheus Adapter periodically queries the metrics in
TSDB and sends the results to Kube-apiserver. Through the Prometheus Adapter, we can
use any indicator in Prometheus for HPA, and HPA performs corresponding Pod scaling
after obtaining the indicator. Compared with cAdvisor, Prometheus can obtain the average
change trend of the indicators, which can better show the changes in services.

4.6. Scheduling and Load Balancing Optimization

In this, we proceed as follows.

4.6.1. Scheduler Design

There are three general ways to add new scheduling algorithms to Kubernetes:

(1) Modify the source code of the default scheduler, add the scheduling algorithm, and
then recompile and redeploy the scheduler. This approach intrudes into the source
code of the Scheduler component of Kubernetes and is not conducive to version
updates and rollbacks.

(2) Develop a new scheduler to run in the cluster at the same time as the default sched-
uler. With this approach, if different Pods choose different schedulers, scheduling
conflicts or scheduling failures may occur as the different scheduling processes cannot
communicate with each other synchronously.

(3) Custom algorithms are implemented based on the Kubernetes Scheduler Extender
mechanism. This approach is nonintrusive to the source code and the Scheduler
Extender runs as a plug-in, enabling flexible custom scheduling by modifying the
scheduling policy configuration file.

This article takes a third approach to development, loading and running a custom
scheduling policy in the Scheduler Extender component and scoring the nodes in the Post-
Scoring loop at the end of the preference phase. Figure 5 shows the scheduler architecture
designed in this article. The two core parts of the dynamic scheduling scheme proposed
in this paper are the node resource monitoring component and the custom scheduling
component. The Node-Exporter component of Prometheus is used to monitor the resources
of the node. The custom scheduling component is to expand the process Extender by
starting the scheduler and loading a custom scheduling policy to implement scheduling
intervention. The Prometheus Server periodically obtains node monitoring data from the
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Node-Exporter component on the node, and the scheduler extension process Extender
loads a custom scheduling strategy as a scheduling plug-in and starts it.

Figure 5. New scheduler architecture, adapted from [36].

The Kubernetes Scheduler calls the Extender in the Post-Scoring phase, and the Exten-
der process sends corresponding command queries to the HTTP API interface provided
by the Prometheus Server to obtain detailed metrics data grouped by nodes. Prometheus
Server collects different types of metrics through different types of Node-exporters de-
ployed on different nodes. The custom scheduling algorithm then scores the node based
on its resource monitoring data; the higher the score the higher the scheduling priority.
The Extender process then sends the node scores for the custom scheduling policy to the
default scheduler, Scheduler, which finally calculates the final node scores based on the
weight of each scheduling policy.

4.6.2. Algorithm Improvement

With the rapid growth of cloud computing, more and more I/O-intensive applications
are being deployed to run on cloud computing platforms. However, because Kubernetes
is not aware of network I/O as a resource type, it may schedule multiple I/O-intensive
applications to a few duplicate nodes, resulting in long response times for services on
the nodes. To improve the network I/O resource balance in the Kubernetes cluster, this
paper proposes an algorithm based on the cluster network I/O balance algorithm Balanced-
NetworkIOPriority (BNIP), which is modified from the Kubernetes default scheduling
algorithm BalancedResourceAllocation [37].

4.6.3. Analysis of Algorithm Principles

Assuming that the number of nodes entering the Kubernetes scheduling preference
phase is n, then the current network I/O load of node i (1 ≤ i ≤ n) is Ni and the NIC
bandwidth of this node is BandWi, the network I/O usage Ui of node i can be calculated
according to the expression (1) [38], and the average network I/O usage U of these n nodes
can be derived according to the expression (2).

Ui =
Ni

BandWi
(1)

U =
∑n

i=1 Ui

n
(2)
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Let the network I/O request of the Pod to be scheduled be Rio, and the incremental
network IO usage △j of node j after the Pod is scheduled to node j(1 ≤ j ≤ n) can be
calculated according to Equation (3) [38].

△j =
Rio

BandWj
(3)

Then, according to Equations (4) [38] and (5), one can calculate the network IO usage
Ej of the node after Pod scheduling to node j and the average network IO usage E of these
n nodes.

Ej = Uj +△j (4)

E =
∑n

i=1 Ui +△j

n
(5)

Calculate the variance of network IO usage Pj for n nodes after Pod is scheduled to
node j(1 ≤ j ≤ n).

Pj =
∑n

i=1
(
Ui − E

)2 −
(
Uj − E

)2
+

(
Uj +△j − E

)2

n
(6)

The node score Si(1 ≤ i ≤ n) is calculated as shown in Equation (7), where PMin and
Pmax are, respectively, the minimum and maximum values of Pi(1 ≤ i ≤ n) , which are
normalized to take values in the range ⌈0, 10⌉ .

Si = 10 −
⌈

10 ∗ Pi − Pmin
Pmax − Pmin

⌉
(7)

The BNIP algorithm works by calculating the current network I/O between Kuber-
netes cluster nodes. The larger the network I/O gap between nodes, the more unbalanced
the distribution of network I/O in the cluster, the lower the score of the BNIP algorithm,
and the lower the scheduling priority of the node.

5. Experiments

In this section, we demonstrate our experimental analysis and evaluate the effective-
ness of our proposed solution framework.

5.1. Experimental Setup

The computer equipment used in this experiment is an AMD Ryzen 7 6800H @ 3.2
Ghz, and a Kubernetes cluster with 1 master node and 3 working nodes is established. The
master node is allocated 4 core processors and 4 GB RAM memory, and the working nodes
are 2 core processors and 2 GB RAM are allocated. The software version used is Kubernetes
version 1.24.1, Docker version 20.10.12.

5.2. Experimental Analysis

In the following, we present the experimental analysis with the results of our proposed
solution strategies for each specific objective stated earlier.

5.2.1. ETCD IO Operation Analysis

In the ETCD [35] performance experiment, the test condition is to specify different
numbers of client connections and key sizes. Two test tasks are set up, one is to test
the performance gap between ETCD using HDD and SSD, and the other is to test the
performance before and after IO optimization. The size of the key in the test data is 8, and
the size of the value is 256. The purpose of the test is to test the write queries per second
(QPS) and the latency value of each request before and after the optimization of ETCD
performance. We can come up with any other configurations we want.
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One of the experimental software uses ETCD version 3.54 and the ETCD benchmark.
The HDD used is Seagate ST6000DM003, 5400 rpm, with a read speed of 185 MB/s and a
write speed of 185 MB/s. The SSD is a Samsung 960 EVO, with a read speed of 3200 MB/s
and a write speed of 1900 MB/s. We can come up with any other settings we want
depending on the availability of hardware resources.

In the ETCD performance experiment, we use ETCD’s benchmark tool to obtain the
write queries per second (QPS) and the latency of each request. Tables 1 and 2 show that
after deploying ETCD with SSD, the performance of ETCD is improved by about ten times.
Table 3 shows that after IO priority optimization is adopted, regardless of whether the
access target is a single master or all members, there can be a higher Large Write QPS, and
for each request, the latency is also reduced.

Table 1. Performance of ETCD deployed on HDD.

Keys Connections Clients Target Write QPS Latency per Request

10,000 1 1 only master 77 49.5 ms

10,000 1 1 all members 74 48.8 ms

100,000 100 1000 only master 1164 1685.6 ms

100,000 100 1000 all members 1147 1632.4 ms

Table 2. Performance of ETCD deployed on SSD.

Keys Connections Clients Target Write QPS Latency per Request

10,000 1 1 only master 1250 0.8 ms

10,000 1 1 all members 840 1.2 ms

100,000 100 1000 only master 21,348 45.1 ms

100,000 100 1000 all members 21,475 45.4 ms

Table 3. Performance of ETCD deployed on SSD with IO priority optimization.

Keys Connections Clients Target Write QPS Latency per Request

10,000 1 1 only master 1289 0.8 ms

10,000 1 1 all members 865 1.1 ms

100,000 100 1000 only master 22,368 40.6 ms

100,000 100 1000 all members 22,589 40.9 ms

5.2.2. Velero Backup, Migration, and Restore Operation Analysis

The test task of the Velero [32] experiment is to implement backup and migration in
clusters A, B, and C. The purpose of the experiment is to test whether Velero can back up
and restore the entire cluster and restore the specified Label. The three clusters deployed
have a master and a worker, and Velero is installed at the same time. Among them, the
guestbook application is set up in cluster A, and the service is provided normally (Figure 6).

The experimental process is to use Velero to back up the cluster resources of cluster A
to cluster B and use Velero to back up specific labels to cluster C. The expected result of the
experiment is that cluster B can also provide normal access to the guestbook application
because it restores all the resources of cluster A, while cluster C cannot access the guestbook
application normally because it only restores a specific Label. Notably, we can have as
many clusters as we want; however, three is the minimum for this experimental analysis.
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Figure 6. Successful access to guestbook.

Label is an important concept in the Kubernetes system, as stated earlier. It adds
identifiers to resources to distinguish and select resources. An application includes different
Labels. When using Velero to migrate the cluster this time, only some Label resources in the
cluster are migrated, so the guestbook function of the application cannot be restored, and
the guestbook application in cluster C cannot be accessed normally. The result of accessing
the guestbook application of cluster C is shown in Figure 7.

Figure 7. Unable to access guestbook.

5.2.3. Fortio: Zero-Downtime Rolling Update Analysis

In the test experiment of zero-downtime rolling update, the Kubernetes cluster pro-
vides the access service of the Nginx server and actively updates the version. The ex-
periment uses Fortio 1.38.4 version [39], generates 8 concurrent thread connections, and
generates 1500 requests per second for 60 s. Notably, we can come up with any other
configurations we want. Fortio can obtain the access success rate returned by the Nginx
server to determine whether Nginx has been providing services normally.

When using the default rolling update strategy, during the rolling update application
process, the Fortio test results are shown in Figure 8, and there is a 0.17 % access failure
rate. Figure 9 shows that when the zero-downtime rolling update strategy is enabled, there
are no access errors (errors are 0) during the rolling update application.

Figure 8. No zero-downtime rolling updates enabled.
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Figure 9. Enable zero-downtime rolling updates.

5.2.4. Traefik: Ingress Update Configuration Downtime Analysis

In Traefik’s [33] performance experiment, the software used is Traefik version 2.94,
Traefik version 3.0.0-beta2, Envoy version 1.22.8 [40], and Nginx version 1.22.1 [41], respec-
tively, as the Ingress controller is used for testing. The Kubernetes cluster provides the
access service of the Nginx server. The experiment uses Fortio version 1.38.4, generates 8
concurrent thread connections, sends 1500 requests per second, and lasts for 6 min. Notably,
we can come up with any other configurations we want. At the same time, the shell file
is used to change the number of Pods every 30 s within 3 min and the Pod configuration
is changed every 30 s to simulate actual usage. The test goal is to use Fortio to obtain
the average number of requests per second and latency (percentile) of different Ingress
controllers.

Figure 10 shows that in the experiment, the delay of Traefik at the 75th, 95th, and
99th requests is lower than that of NGINX and Envoy, and Traefik 3.0.0-beta2 is lower
than Traefik 2.94. It can be seen from Figure 11 that the average number of requests per
second of Traefik is higher than that of NGINX and Envoy, and the performance of Traefik
3.0.0-beta2 is better than that of Traefik 2.94, which can handle more requests per second.
This experiment shows that Traefik has better performance in environments where scale-out
and configuration changes occur frequently.

Figure 10. Latency comparison.

Figure 11. Average requests per second comparison.



Mathematics 2024, 12, 2476 16 of 26

5.2.5. Prometheus: HPA Autoscaling Analysis

In the test experiment of the Prometheus [34] experiment, the access service of the
Nginx server is provided in the Kubernetes cluster. The test condition is to use Gatling
3.9.0 version [42] to send access requests to the Kubernetes cluster within 5 min of the test
time, and the number of requests gradually drops from 1800 requests per second to 0 per
second. Notably, we can come up with any other configurations we want. The goal of the
experiment is to compare the trends of Average CPU usage and number of replicas under
two different methods: HPA Performances with Prometheus Custom Metrics (HPPCM)
and HPA for Performances with Default Kubernetes Resource Metrics (HPDKRM).

Figure 12 shows the changes in CPU usage percentage of HPPCM and HPDKRM
during the experiment. The metric value of CPU usage percentage changes every scraping
period (60 s). Due to the large number of requests sent by Gatling, the CPU usage percentage
of HPDKRM increases from zero to the highest, then gradually decreases as the number
of requests decreases, and finally becomes zero, and the trend of change is relatively flat.
The metric value of the CPU usage percentage of HPPCM also changes with the number
of requests. It gradually decreases from the highest at the beginning, and finally becomes
zero, which changes very frequently. The reason is that when Prometheus grabs the metric
in each period, the metric needs to be calculated by the Prometheus Adaptor to obtain the
average value per second, and the forecast is made according to the trend of the metric.

Figure 12. Average CPU usage for HPPCM and HPDKRM.

By default, Kube-controller-manager compares the collected metrics with the values
specified in the HPA configuration every 15 s and makes changes to the number of Pods.
The changes in the number of HPDKRM and HPPCM replicas are related to the CPU
usage percentage. Figure 13 shows the changes in the number of replicas of HPPCM and
HPDKRM. The scaling operation of expanding the number of replicas of HPDKRM to
8 occurs around 60 s, which is the result of increased CPU usage. Similarly, the replicas scale
again to 12 at 75 s, and to 21 at 120 s. The CPU usage of HPPCM changes frequently every
query period. The number of replicas of HPPCM changes faster than that of HPDKRM,
causing HPA to rapidly increase the number of replicas to a maximum of 24, while 21 in the
case of HPDKRM. HPPCM has the advantage of responding quickly to frequent changes in
metric values, enabling HPA to cope with surges in requests.
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Figure 13. The number of replicas scaling for HPPCM and HPDKRM.

5.2.6. Custom Scheduler: Scheduling and Load Balancing Analysis

The servers used in this experiment are created through the Alibaba Cloud platform.
The configuration of the four nodes is shown in the Table 4.

Table 4. Algorithm experiment environment server configuration instructions.

Number CPU Memory Network Limits

Master 2 vCPU cores 4G 50 Mbps

Node1 2 vCPU cores 4G 50 Mbps

Node2 4 vCPU cores 4G 75 Mbps

Node3 8 vCPU cores 8G 125 Mbps

To verify the improvement effect of the BNIP (our proposed algorithm based on
BalancedNetworkIOPriority, BNIP for short, which is a cluster network I/O balancing
algorithm) algorithm on the network I/O balance level among cluster nodes by the default
scheduling algorithm (DSA), this paper adopts a comparative experiment to reflect the
performance of the BNIP algorithm and the test condition is whether to enable the BNIP
algorithm. There are nine Pods with different network IO requirements, which are deployed
in sequence according to the number and are scheduled by the scheduler to different nodes.
The specific Pod information is shown in Table 5. Notably, we can come up with any
other configuration we want. An Nginx server is also deployed on each working node,
providing a very simple service for testing network access response times. Every time a
Pod is deployed, the network bandwidth of all nodes is collected to calculate the network
bandwidth usage and integrated network bandwidth usage variance.

Table 5. Pod resource request information in BNIP algorithm experiment.

Number Network I/O CPU Requests Mem Requests

1, 2, 3 2 Mbps 100 m 160 Mi

4, 5, 6 5 Mbps 100 m 160 Mi

7, 8, 9 10 Mbps 100 m 160 Mi

In Figure 14, corresponding to the DSA experiment, when the number of deployed
Pods varies from 1 to 7, the network IO usage of Node3 keeps increasing, and the network
IO usage of Node1 and Node2 is always small and close to 0. When the number of Pods
changes from 8 to 9, the network IO usage of Node2 starts to increase, because Node2
shares a part of the Pods, and the network IO usage of Node3 starts to decrease.
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In Figure 15, corresponding to the BNIP experiment, when the number of Pods changes
from 1 to 3, the node network IO usage rates of Node1 and Node3 increase respectively. In
the process of changing the number of Pods from 4 to 9, the network IO usage of the three
nodes increases at the same time, but the increase is lower than that in the DSA experiment,
and the gap between the network IO usage of the three nodes is much smaller than that in
the DSA .

Figure 14. DSA network IO usage.

Figure 15. BNIP network IO usage.

Table 6 shows the distribution of Pods in Nodes in the default scheduling algorithm
and BNIP scheduling algorithm. In DSA, no Pod is assigned to Node1, and 1 Pod is
assigned to Node2. On the other hand, 8 Pods are allocated to Node 3 and the Pods are
centrally scheduled to Node 3. In the experiment BNIP, 2 Pods were allocated on Node1, 3
Pods were allocated on Node2, and 4 Pods were allocated on Node3. The distribution of
Pods on the three nodes was much more even than that in the default experiment, and they
were not centrally scheduled to a certain condition on the node.
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Table 6. BNIP experiment Pod internode distribution table.

Experiment Node1 Node2 Node3

DSA none 8 1, 2, 3, 4, 5, 6, 7, 9

BNIP 2, 6 3, 5, 8 1, 4, 7, 9

After the experiment, the comprehensive utilization rate of cluster node network IO
and the variance of the comprehensive utilization rate of network IO in the DSA and BNIP
experiments were calculated, respectively, and the results are shown in Table 7. In the
experimental results using the BNIP scheduling algorithm, the network IO utilization and
variance are smaller than the experimental results of the DSA.

Table 7. Comparison of indicators of DSA and BNIP experiments.

Experiment Average Network IO Usage Variance

DSA 12.3% 4.3

BNIP 11.3% 0.8

5.2.7. Default Configured K8s vs. Opitmized K8s: Overall Comparative Analysis

This experiment tests the performance of the Kubernetes cluster before and after
optimization. The servers used in this experiment are created through the Alibaba Cloud
platform, and there are a total of four. One is used as the master node and the other three
are used as worker nodes. The configuration of the four nodes is shown in Table 8.

Table 8. Kubernetes cluster configuration details.

Number CPU Memory Network Limits

Master 4 vCPU cores 4G 50 Mbps

Node1 2 vCPU cores 4G 50 Mbps

Node2 4 vCPU cores 4G 75 Mbps

Node3 8 vCPU cores 8G 125 Mbps

In the comparison experiment, the default Kubernetes cluster (default) is a Kubernetes
cluster with native settings and components, and the other cluster is a Kubernetes cluster
(optimized) using the optimization method in this paper. The software versions used are
Kubernetes version 1.24.1 and Docker version 20.10.12. The container used is the NGINX
server [43]. The test condition is to use the default settings of Kubernetes and the improved
method proposed in this paper to conduct 100, 500, 1000, 2000, 3000, 5000, and 10,000
concurrent accesses to the Webserver for 30 s. We conduct 10 experiments for each request
and count the average CPU usage, average memory usage, average request time, and
number of failed requests.

The average CPU usage of the cluster under different concurrent requests is shown
in Figure 16. When the number of concurrent requests is 100, 300, or 1000, the difference
in effect is not obvious, because the number of concurrent requests is not very high at
this time, and the overall CPU consumption is not large. The performance gap is rela-
tively small. As the number of concurrent requests increases, the optimized Kubernetes
cluster performance can save up to 1.5% of the CPU overhead compared with the default
Kubernetes performance.
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Figure 16. Average CPU usage.

The average memory usage of the cluster under different concurrent requests is shown
in Figure 17. When the number of concurrent requests is 100, 300, or 1000, the difference in
effect is not obvious. Compared with the performance of the default Kubernetes cluster,
the optimized Kubernetes cluster performance saves an average of 0.4% memory overhead
and can save a minimum of 0.3% memory overhead. As the number of concurrent requests
increases, due to the BNIP algorithm used by the optimized scheduler, Pods with relatively
high network traffic are scheduled to one node, reducing the data sent to another node,
thereby reducing the use of memory buffers, saving up to 0.6% memory usage.

Figure 17. Average memory usage.

The average request time of the cluster under different concurrent request amounts
is shown in Figure 18. It can be observed from Figure 18 that the optimized Kubernetes
cluster can complete the specified number of concurrent requests in a shorter time than the
default Kubernetes cluster. When the number of concurrent requests is more than 2000, the
average request time is reduced by 7.6%.

The number of cluster request failures under different concurrent request volumes is
shown in Figure 19. The optimized Kubernetes cluster is effective and reduces the number
of failures. When the number of concurrent requests is more than 2000, the minimum
request failure is reduced by more than 32.4 %.
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Figure 18. Average request completion time.

Figure 19. Average number of failed requests.

6. Related Work

In this section, we perform a literature review in the context of our study.

6.1. ETCD Performance Optimization

The performance optimization of ETCD is mainly related to hardware and net-
work [35]. Larsson et al. [44] conducted experiments and found that poor ETCD per-
formance leads to poor performance of Kubernetes. Compared with block storage disks
attached to the network, VM local fast instance storage plus backup can have more dura-
bility, and compared with HDD hard disks, SSD hard disks can significantly improve
the performance of ETCD. Determining the deployment method of ETCD and the un-
derlying hard disk type according to different usage environments can improve the read
performance of Kubernetes.

Furthermore, Jeffery et al. [45] found that the reason for the expansion of Kubernetes
request latency and the decline in availability is that the increase in the amount of synchro-
nization work performed by the leader node increases as the scale of ETCD becomes larger.
Therefore, the author suggests that in large-scale clusters, to ensure that the throughput
of Kubernetes increases with the increase in the cluster size, the eventual consistency
algorithm should be used instead of the consistency algorithm. The methods of Lars-
son et al. [44] and Jeffery et al. [45] have certain requirements on storage devices, which
cannot meet most situations. Therefore, we use the basic optimization of ETCD on the
settings of ETCD, which can adapt to more machines.

In our analysis, we deploy etcd to SSD and increase permissions to improve the IO
performance of the K8s system.
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6.2. Backup and Migration

There are different ways to increase the backup capability. In the face of Kubernetes not
providing resource types to define backup Pods, Zhu et al. [46] designed and implemented
a controller to manage a custom resource called Backup Pod Set (BPS), the controller
responds to the request to create, update, or delete the BPS instance and decide whether to
back up the Pod according to the label corresponding to the BPS.

Using a couple of tools can also improve the efficiency and performance of backup.
To reduce the work of application developers, Deshpande et al. [47] has also implemented
a self-managed backup system with a user interface. The system is based on adaptive
scheduling of snapshots, and the frequency of snapshots can be changed according to the
size of the load. Users can configure the recovery point objective and backup retention time
according to their own needs.

Migration can improve performance through a couple of tools. By using the CRIU
(User Space Checkpoint/Restore) feature to check and restore the in-memory state of
the processes running in the container, Oh and Kim [48] achieves shorter downtime and
lower-cost container migration without the need for external storage components. Lee
et al. [49] provides a fault-tolerant application, a container-based light virtualization, and
an automatic construction system to achieve modularity, automatic update, and real-time
migration on any device.

Both the snapshot-based method and the backup Pod set-based method can realize
data backup. Similarly, data migration can also be realized by using CRIU and using an
automatic construction system. However, these methods do not provide more options for
backup and migration size. For such problems, we use Velero (Velero https://velero.io/,
accessed on 7 August 2024) [32], which can provide migrations of different sizes, and we
can even choose different tags, types, and namespaces for backup or migration.

6.3. Horizontal Pod Autoscaler (HPA) Optimization

In HPA optimization, metrics are an important factor affecting performance. Casalic-
chio and Perciballi [50] found that for CPU-intensive workloads, absolute metrics are better
suited for the task of resource allocation than relative metrics when it comes to satisfying
services such as application response time. Because absolute indicators can more clearly
reflect the number of containers that need to be deployed, reducing the response time
under high-load servers. Taherizadeh and Grobelnik [51] discovered several influencing
factors that were not taken seriously in Kubernetes. When the Average CPU utilization
exceeds the conservative constant, the HPA operation occurs, and the unnecessary scaling
times are reduced by modifying the interval between scaling operations.

The use of mathematical models can also improve HPA performance. Jin-Gang
et al. [52] proposed the monitoring indicators of a unified communications server based
on the container Docker to adjust the HPA algorithm. It also uses autoregressive integral
and moving average (ARIMA) models to predict future workloads and combine response
scaling methods to ensure service quality.

Reinforcement learning can also improve the performance of HPA. Rossi [53] proposed
a reinforcement learning model for horizontal and vertical autoscaling. By setting the cost
to different weights and training, it can finally be deployed according to user definitions.
The goal is to successfully learn the best adaptation strategy.

None of the above methods mentioned that HPA has fewer native indicators, and the
types of indicators that can be obtained are relatively limited. Considering this problem,
we actively use Prometheus [34] to obtain more indicators and optimize the performance
of HPA. Notably, in our other research work [54], we show how to predict load in advance
and build a custom Pod reactive autoscaler toward meeting the dynamic demand. In this
paper, we keep our tasks as simple as possible, since we focus on multiple goals.

https://velero.io/
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6.4. Load Balancing and Scheduling

We observe that we need to optimize the Ingress controller [18,25,27] to improve the
performance of external access. Zhang et al. [55] modified the load balancing component
Ingress controller of Kubernetes to implement a solution based on adding request evalua-
tion, endpoint (the backend service container is called endpoint) evaluation, and endpoint
matching. Consumption value establishes endpoint evaluation to evaluate the endpoint’s
ability to process the request. The matching stage is based on the endpoint evaluation
results and the request evaluation results, and finally, it selects a suitable endpoint for
matching.

The optimization of the K8s-scheduler model can also improve the performance of
the system. Wei et al. [56], while studying the source code of Kubernetes, found that the
scheduling module of Kubernetes selects nodes for Pods based on the current optimal
node, without considering specific resource usage costs. Finally, the authors combined the
improved ant colony algorithm and particle swarm optimization algorithm to improve the
K8s scheduling model and reduce the resource cost of Pod scheduling.

Nguyen and Kim [57] proposed a new leader election algorithm, which can evenly
distribute leaders on different nodes of the cluster. This method effectively solves the
problem that the leader is concentrated on a certain node during the leader election process
in Kubernetes, improving the performance of Kubernetes.

It is also a good way to implement a scheduler directly. Liu et al. [58] found that
Kubernetes has design flaws in load balancing. When there are too many distribution rules,
it will lead to a longer request distribution time, and merely supporting simple static load
balancing strategies cannot meet complex business needs. So, support for multi-index
dynamic load is proposed. The load balancer of the balancing strategy uses the index
collector to collect the indexes and the weight calculator to calculate the indexes, and finally,
it realizes the multimetric dynamic load balancing strategy.

The scheduler based on the deep learning model can also have better performance. To
solve the difficult problem of scheduling algorithm optimization, Huang et al. [59] designed
a multicluster scheduler based on deep reinforcement learning: RLSK. RLSK uses a deep
reinforcement learning model to learn how to schedule jobs based on the history of job
scheduling among multiple clusters, so that the utilization of different resources in each
cluster tends to balance, thereby improving the total utilization of resources rate.

For the optimization of the scheduler, the above methods do not consider enough
system indicators, so we develop a scheduler that can meet multiple indicators such as
CPU usage and memory utilization to achieve optimal scheduling.

7. Conclusions and Future Work
7.1. Conclusions

As container technology evolves and Kubernetes becomes the de facto standard for
container cluster management systems, more and more companies have begun using
Kubernetes. We studied the architecture and principles of Kubernetes and observed
that the native Kubernetes platform has several areas for improvement, especially, the
performance of native Kubernetes components cannot cope with complex application
requirements. This paper chooses to optimize Kubernetes to enhance cloud computing as
a research topic. The main work content and research results are summarized as follows:
(1). For the optimization of ETCD, we use SSD to deploy ETCD and improve the IO
priority of ETCD. (2). Aiming at the problem that the default backup strategy of Kubernetes
cannot back up objects such as Type, Namespace, and Label, this article uses the Velero
framework to back up the Kubernetes cluster. (3). Aiming at the problem that some users
cannot access during the rolling update process, this article launches a zero-downtime
rolling update strategy. (4). For the performance bottleneck caused by using the default
Kubernetes Ingress, this article uses Traefik Ingress as the Ingress controller. (5). To solve
the problem that cAdvisor cannot obtain more timely data, this paper uses the Prometheus
server to obtain Kubernetes cluster indicators. (6). Aiming at the lack of consideration of
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node network IO resources in the default scheduling algorithm of Kubernetes, this paper
proposes a scheduling algorithm based on node network IO balance (BNIP algorithm). The
BNIP algorithm takes the network IO requirements of the Pods to be scheduled and the
current network usage of the candidate nodes as the scheduling basis and selects the best
scheduling node. The experiment results validate our study and show that compared with
the default settings, the optimized Kubernetes platform can work better and help enhance
QoS with reduced resource usage.

7.2. Limitations and Future Work

Although the current optimization scheme has a certain performance improvement
compared with the native Kubernetes platform, there is still a lot of room for improvement.
In future research, research can be carried out from the following aspects:

• HPA performance optimization. The current method of using Prometheus to obtain
metrics can respond to changes in the entire cluster in a more timely manner, but there
is still a certain lag. Predicting HPA might be a better approach.

• Add more custom scheduling algorithms and more system indicators to improve
scheduling performance in different environments.

• Perform more in-depth optimization according to the needs and characteristics of
different platforms to achieve performance improvement. For example, scheduling
algorithms and HPA indicators can be customized according to platform requirements.
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