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Abstract: One of the new trends in the development of recommendation algorithms is the dis-
semination of their capabilities to support the population in managing their health, in particular
cardiovascular health. Cardiovascular diseases (CVDs) affect people in their prime years and remain
the main cause of morbidity and mortality worldwide, and their clinical treatment is expensive and
time consuming. At the same time, about 80% of them can be prevented, according to the World
Federation of Cardiology. The aim of this study is to develop and investigate a knowledge-based
recommender algorithm for the self-management of CVD risk factors in adults at home. The pro-
posed algorithm is based on the original user profile, which includes a predictive assessment of the
presence of CVD. To obtain a predictive score for CVD presence, AutoML and LSTM models were
studied on the Kaggle dataset, and it was shown that the LSTM model, with an accuracy of 0.88,
outperformed the AutoML model. The algorithm recommendations generated contain items of three
types: targeted, informational, and explanatory. For the first time, large language models, namely
ChatGPT-3.5, ChatGPT-4, and ChatGPT-4.o, were leveraged and studied in creating explanations
of the recommendations. The experiments show the following: (1) In explaining recommendations,
ChatGPT-3.5, ChatGPT-4, and ChatGPT-4.o demonstrate a high accuracy of 71% to 91% and coher-
ence with modern official guidelines of 84% to 92%. (2) The safety properties of ChatGPT-generated
explanations estimated by doctors received the highest score of almost 100%. (3) On average, the
stability and correctness of the GPT-4.o responses were more acceptable than those of other models
for creating explanations. (4) The degree of user satisfaction with the recommendations obtained
using the proposed algorithm was 88%, and the rating of the usefulness of the recommendations
was 92%.

Keywords: large language model; multidimensional recommendation; predictive assessment; deep
machine learning; official guidelines

MSC: 68T50

1. Introduction

One emerging area of healthcare in which the power of artificial intelligence can have
a significant positive impact is disease prevention, particularly cardiovascular diseases,
which are the leading cause of mortality worldwide. Cardiovascular diseases (CVDs) are
non-communicable diseases that are chronic in nature with a long asymptomatic period,
which can lead to cardiovascular events requiring urgent medical care. The relevance
of CVD prevention is associated with an increased life expectancy due to the significant
contribution of CVDs to the total mortality of the working-age population. According to the
2021 European guidelines on CVD prevention [1], the main direction of CVD prevention is
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the management of risk factors not only in medical organizations but at home too, as CVD
risk monitoring and assessment should be carried out regularly. The main obstacle in CVD
risk management in adults is low medical literacy, in particular the lack of information about
their risk factors, lack of knowledge of why and how to control them, and what risk factors
require medical attention, including emergency care. This results in low adherence to
healthy lifestyles and increased costs for individuals and the healthcare system. According
to the WHO Global Strategy and Guidelines for Digital Health, the use of digital and
information technologies, including artificial intelligence, data analytics, software tools,
smartphone apps, and health websites, has proven its potential to improve health, improve
health literacy, and prevent disease in individuals as well as in the population as a whole [2].

Today, health recommendation systems (HRSs) applied through AI that are focused
on a person’s self-management at home and promoting healthy lifestyles are promising
for CVD prevention [3]. The main component of HRSs is recommendation algorithms
that provide the selected recommended items, in which the selection conditions are deter-
mined by a user profile, by the attributes of the recommended items, or based on domain
knowledge [4–6]. Utilizing knowledge-based HRSs for CVD prevention will ensure the
completeness of the recommendations created and their safety and correctness, which
is critical when supporting persons outside the clinical setting. To be effective, this sup-
port for adults must be based on official guidelines for managing multifactorial CVD risk,
evidence-based medicine, explainable recommendations, and expert knowledge. It should
be noted that systems that meet these requirements are not sufficiently represented in the
knowledge-based HRS landscape. Currently, the sources of domain knowledge include not
only experts and official documents but pre-trained machine learning (ML) models, among
them large language models (LLMs). However, these models have not yet been widely
used in HRSs for the self-monitoring of CVD risk factors due to insufficient research. To
overcome these gaps, this article proposes a knowledge-based recommendation algorithm,
named CaRiFaM, to support the management of CVD risk factors in adults using ChatGPT
and the LSTM (Long Short-Term Memory) model.

The contributions of this study are described as follows:

(1) The user profile, in addition to the risk factors outlined in the 2021 European guidelines
for CVD prevention [1], includes angina symptoms and two predictive assessments.
The first predictive assessment estimates the possibility of the presence of CVD in
adults with risk factors based on a pre-trained LSTM model. The second one assesses
the total risk of CVDs over a 10-year period using SCORE models [7].

(2) Based on user profiles, we propose and study the CaRiFaM algorithm to support
the management of CVD risk factors in adults at home. Our proposed algorithm,
CaRiFaM, integrates several key enhancements, including an extended user profile
and a modified structure of recommendation, leveraging LLM and deep ML models.

(3) The individual recommendations created have a three-dimensional structure and
contain recommendation items of different types of meanings, namely targeted, in-
formational, and explanatory. We leveraged the power of ChatGPT to generate
explainable recommendations for managing CVD risk factors.

The rest of the article is organized as follows: Section 2 provides a brief overview of
the field of HRSs for personal support and emerging trends in recommender systems. A
model of multidimensional recommendations based on a formal representation of multiple
CVD risk factors is introduced in Section 3. Section 4 describes a multifactorial user CVD
risk model. Section 5 presents the proposed recommendation algorithm for supporting the
management of CVD risk factors in an adult at home. A preliminary study of ChatGPT for
explanatory item creation is described in Section 6. In Section 7, the experimental results
are provided. The discussion is presented in Section 8, and the last section contains the
conclusions of this study. The study design framework is shown in Figure 1.
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2. Literature Review

Among the recommendation systems for health, there are recommendation systems
based on collaborative filtering, content filtering, and knowledge-based algorithms [8–10].

Healthcare, as a new area for using the capabilities of recommender systems, has
specific features, in particular safety, high-risk decisions, face-to-face communication, and
poor formalization. Since healthcare follows the principles of evidence-based medicine and
is an area that actively uses professional knowledge, knowledge-based recommendation
algorithms are, therefore, the most appropriate when creating HRSs. This fact is confirmed
by the number of approaches used in the HRSs presented in prior reviews [3,9,10]. A
distinctive feature of a knowledge-based HRS is the usage of expert knowledge, knowl-
edge extracted from official documents, and knowledge about the user’s profile [11]. For
example, in [12], standard questionnaires for assessing the level of health are used. The
authors of another review [10] found a clear trend toward HRSs that provide well-being
recommendations, which are aimed at disease prevention, but do not directly intervene
with the user’s medical status. The results of [13] demonstrate that the personalized lifestyle
modifications recommended by the proposed methodology have the potential to effectively
reduce the CVD risk. The authors described, based on the CVD risk prediction model, a
lifestyle recommendation algorithm incorporating ML and utility function models. The set
of 30 challengers was created by experts, and the user profile includes physical, mental,
and nutritional aspects. By “challenger”, the authors mean a brief recommendation, for
example, “Sleep eight hours a day” for people from the group of sleep and wakefulness dis-
orders. The lack of explanation as to why these recommendations should be implemented
is a limitation of the proposed recommendation system.

Article [14] notes the limitations of knowledge-based HRSs for the range of lifestyle
risk factors used, namely physical activity and diet. They proposed a knowledge-based
recommender algorithm for stress management, expanding multiple lifestyle risk factors
from a multidimensional viewpoint. The proposed system was designed to be used only at
the beginning of the health coaching program, which limits its usefulness as a stand-alone
HRS for the long-term support of health behavior change. However, the studies [12,14]
were aimed toward persons without any medical conditions, while patients with CVD need
supportive advice as well.

The integration of rule-based and natural language processing (NLP) approaches
to create knowledge-based recommendations on personalized educational materials for
chronic disease patients in China was proposed in [11]. The patient profile was presented
using ontology, and then, a user vector was generated using the SWRL rules, which were
previously defined. The ontology structure includes patient characteristics in five areas:
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chronic diseases, lifestyle and biological risk factors, demographic features, and medication
use. NLP technology was applied to obtain text vectors based on the keywords of each
educational document and Word2Vec embeddings to map the extracted keywords to the
ontology vector space. However, in this study, patients’ opinions of usefulness are not
provided, and the constructed ontology remains to be further validated using official guide-
lines for consistency, correctness, and completeness. Unlike other recommender algorithms,
the fields of application of HRSs are those in which irrelevant recommendations can cause
serious negative consequences [4]. Therefore, it is crucial to ensure that the development
of an HRS is guided by the principles of trust and explainability [15,16]. In [10,17], user
needs for the explanation of the recommendations received from recommender systems
are studied, including knowledge-based recommendations.

Recent advancements in NLP have introduced LLMs that exhibit remarkable capabili-
ties in understanding and generating human-like text [18]. These models use a combination
of neural networks and machine learning algorithms to process language in a way that
is similar to the way humans do. One of the key advantages of LLMs is their ability to
perform a wide range of NLP tasks without the need for task-specific training [19]. Arti-
cle [20] presents a general framework for integrating LLMs into decision support systems
in medical practice, and the authors highlight that LLMs have the potential to change the
way healthcare is delivered to provide better and more efficient care. The implementation
of LLMs in knowledge-based recommender systems is beginning to play an important role
in the context of various tasks, including the creation of explanations in specific recom-
mendation contexts. These models have big potential in cardiology to improve medical
diagnosis and decision support as well as provide educational materials for patients [21].
A previous study [22] aimed to evaluate ChatGPT’s capacity for ongoing clinical decision
support via its performance on standardized clinical vignettes. The results demonstrate
that ChatGPT achieved an overall accuracy of 71.7% across all 36 clinical vignettes, with the
highest performance of 76.9% in making a final diagnosis and the lowest performance in
generating an initial differential diagnosis with an accuracy of 60.3%. Another promising
application of ChatGPT in healthcare is helping patients manage their health, as highlighted
in [23]. According to [19], ChatGPT can be used to develop systems that can assist with
medical education and provide medical information to patients in an easily understandable
format. By analyzing patient data and providing personalized recommendations, ChatGPT
can help patients manage mental health conditions and improve patient engagement and
adherence. In [24], a study of the ability of GPT-3.5 and GPT-4 to perform phenotype con-
cept recognition using The Human Phenotype Ontology was conducted. The experiments
included seven prompts of various levels of specificity and showed that GPT-4 surpasses
the state-of-the-art performance if the task is constrained to a subset of the target ontology
where there is prior knowledge of the terms.

An evaluation of ChatGPT’s performance on the United States Medical Licensing Exam
(USMLE) was provided in [16]. The results of this study show that ChatGPT performed at a
>50% accuracy across all examinations, exceeding 60% in some analyses, and demonstrated
a high level of concordance and insight in its explanations.

The authors of [25] created 25 questions for ChatGPT (GPT-3.5 version), addressing
fundamental preventive concepts, including risk factor counseling, test results, and medi-
cation information, based on guideline-based prevention topics and clinical experience in
tertiary care preventive cardiology clinics. Their findings suggest the potential of interactive
AI to assist with clinical workflows by augmenting patient education and patient–clinician
communication around common CVD prevention queries. However, to the best of our
knowledge, no studies to date have concentrated on combining knowledge-based recom-
mendation algorithms with ChatGPT to support individuals at home for the management
of the set of CVD risk factors outlined in official guidelines [1].
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3. Model of Multidimensional Recommendation

When developing recommendations for the management CVD risk factors at home,
it is necessary to consider that they should be intended both for individuals without and
with CVD risk factors, in particular having CVD, which may cause acute cardiovascular
(CV) events requiring urgent medical attention. An analysis of HRS research [3,8,9,16], the
problems in effective strategies for the prevention of CVDs at the individual level [26], and
the process of consulting persons on the prevention of CVDs, carried out by preventive
medicine doctors, allows us to determine the following requirements for the recommenda-
tion content:

1. Usefulness: The recommendations should help adults to manage CVD risk factors
more effectively.

2. Safety: The recommendations should be based on the principles of evidence-based
medicine and, at the same time, without drug interventions. The recommendations
should not lead to an adverse event for users.

3. Completeness: The recommendations should be based on most of the CVD risk factors
and their assessment, as set out in the current clinical guidelines for the prevention of
CVDs. At the same time, the symptoms of angina pectoris as the main predictor of
coronary heart disease should be included in the complex of CVD risk factors.

4. Accuracy: The recommendation items must be correct and free of errors. The text of
recommendations should provide information about a person’s CVD risk factors only
if they are identified. For the persons without CVD risk factors, the text of recommen-
dations should present general information supporting their healthy lifestyle.

5. Explainability: The recommendation items should not only inform about identified
CVD risk factors but also explain their impact on the person’s CV health.

6. Timeliness: The recommendations should include information about the need and
degree of urgency to seek medical help, depending on the assessment of the person’s
risk of CVD.

Based on the above-defined requirements, a recommendation model will be under-
stood as a text, the content of which combines recommendation items of different dimen-
sions of meaning and contains the individual characteristics of the CV health of each
person, grouped by the dimensions. We propose a three-component structure of multidi-
mensional recommendations for supporting the management of CVD risk factors: targeted
Es, informational In f , and explanatory Expl recommendation components:

R = {Es, In f , Expl}, {In f = In f (1), In f (2), . . . , In f (N)}, Expl = {Expl(1), Expl(2), . . . , Expl(N)}, (1)

where N is the number of CVD risk factors.
The targeted component Es includes goals at the strategic level and tactical level of

CVD risk management. The Es component answers the question “What is recommended
to be done?” and contains information about the degree of urgency and type of medical
care. The informational component In f answers the question “What are your CVD risk
factors and how to manage them?” and contains a list of individual CVD risk factors. The
explanatory component Expl answers the question “Why is it recommended to manage
this particular risk factor for CVD?”.

Below is an example of multidimensional recommendations for a 49-year-old woman
with an elevated systolic blood pressure of 160/90 mmHg and habit of smoking tobacco:

Es: You are recommended to plan consultation with a primary care physician this year
as some CVD risk factors have been identified.

Inf: Your CVD risk factors are
* Elevated systolic blood pressure of 160/90 mmHg. Target values for your age no

more than 130 mmHg. Measure your blood pressure daily. The correct way to measure
blood pressure is to sit at rest three times and determine the average reading. To reduce
systolic blood pressure gradually increase your physical activity. It has been proven that
varied physical activity provides a moderate reduction in blood pressure. Limit the total
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amount of salt consumed in any form to 5 g per day (1 teaspoon), give preference to the
Mediterranean diet.

** Smoking. Imagine what would happen if you didn’t smoke at all. Would you
be reaching for a cigarette right now? Probably not. Make a decision to quit smoking
and stick to it. Set a date in advance when you will quit. Give up smoking for one day,
tomorrow—another one, the day after tomorrow—another one, etc. Find a partner with
whom you will quit smoking together. Try to help someone else quit smoking.

Expl: Do you know that
* Systolic blood pressure is the pressure in the arteries at the moment when your heart

contracts and pushes blood into the arteries. Increased systolic pressure can cause increased
heart function and damage to blood vessels. Over time, this can lead to heart attacks, strokes
and other CVDs. It is important to pay attention to the level of systolic pressure and consult
with your doctor about appropriate methods of its control and treatment.

** Smoking is harmful because it damages blood vessels and the heart, increasing the
risk of cardiovascular disease. Nicotine and other chemicals in tobacco contribute to the
formation of plaques in the arteries, which can lead to their narrowing and blocking. This
increases the likelihood of heart attack and stroke. Quitting smoking improves vascular
health and reduces the risk of cardiovascular events. Therefore, quitting smoking is an
important measure to preserve the health of the heart and blood vessels.

The proposed multidimensional recommendation model (1) has a structure that is
as close as possible to the structure of clinical recommendations for the prevention of
CVD [1] regarding recommendations for management health indicators, CVD risk factors,
and goals without recommendations for treatment. The contents of the recommendation
items Es and In f were manually extracted from official guidelines [1] and added by experts
with knowledge of counseling on the management of CVD risk factors, while the set of
explanatory items Expl was generated by ChatGPT, since this model is able to generate
human-like text [18], including the creation of explanations, in particular in cardiology [21].

The basic concepts used for generating multidimensional recommendations for CVD
risk management are depicted in Figure 2.
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4. Multifactorial User CVD Risk Model

As a result of the analysis of the guidelines for CVD prevention, the following conclu-
sion was made: the user profile should be based on a modern model of the CVD risk factors
outlined in official recommendations; the 2021 European guidelines [1] were selected in
this study.

By “CVD risk factor”, we mean a characteristic of the user’s condition that may be
the cause of the development of CVD or an acute CVD event, for example, myocardial
infarction. Therefore, the model should include modifiable, non-modifiable, and specific
CVD risk factors, as described in [1], as well as an additional risk factor in the form of
angina pectoris symptoms, leading to a significant deterioration in well-being. Taking into
consideration the multifactorial structure of CVD risk factors, it is important to determine
the formal model before defining a user profile on this basis. Let us define a multifactorial
model of CVD risk factors in the form of the following expressions:

Z = {S, NonModF, Biol, Beh, Predict}, NonModF = {CVD, KD, DM2, GEN},
Biol = {OBS, CH, NHL, SBP, GL}, Beh = {Sm, Fa, Diet}.

The designation of the components of this model is presented in Table 1. Note that
the groups of factors S, NonModF, Biol, and Beh describe the current state of CV health,
and the factors of the Predict group represent prognostic estimates of the overall risk of
CVD over a 10-year perspective (Total) and the possibility of having CVD (Pre-CVD). We
propose the user profile as a binary vector factor of descriptive and predictive assessments
of individual CVD risk, for which the initial values of each component are set to 0:

Factor = { f (i), f (i) ∈ {0, 1}, i = 1, 2, . . . , 15}. (2)

Table 1. Designation of CVD risk factors. If there is a risk factor, its value will be set to “1”, or else “0”.

Factor
No. CVD Risk Factor Designation and Description

Type 1: Symptoms (S)

1 S—a sign of symptoms of angina pectoris with a significant deterioration in health

Type 2: Non-modifiable factors ( NonModF)

2 CVD—a sign that the person has documented one of the CVDs

3 KD—a sign of chronic kidney disease

4 DM2—a sign of type 2 diabetes

5 GEN—a sign of family history of early CV diseases in close relatives: in men under the age of 55 years and in women under 65 years

Type 3: Modifiable biological factors (Biol)

6 OBS—a sign of obesity if the body mass index is more than 30 kg/m

7 CH—a sign of high cholesterol; the threshold is 5 mmol/L

8 NHL—a sign of high levels of non-high-density lipoprotein cholesterol; the threshold is 4 mmol/L

9 SBP—a sign of raised systolic blood pressure; the threshold is 130/90 mmHg

10 GL—a sign of raised glucose levels in the blood serum; the threshold is 7 mmol/L

Type 4: Modifiable behavioral factors of lifestyle (Beh)

11 Sm—a sign of tobacco smoking

12 Fa—a sign of insufficient physical activity, no more than 2 h of household activity or
moderate-intensity aerobic physical activity per week

13 Diet—a sign of unhealthy food abuse

Type 5: Predictive estimates of CVD risk (Predict)

14 Total—a sign of moderate and higher total CVD risk in 10-year perspective, based on clinical model

15 Pre-CVD—a sign of the possibility of existing CVD, based on machine learning
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Here, the first 13 components are descriptive, and the last ones are predictive, and i
denotes CVD risk factor number, as presented in Table 1.

To determine the user profile, we use the set of CV health indicators in the form of
a vector:

X =
{

xj, xj ∈ R, xj ≥ 0, j = 1, 2 . . . 17
}

.

Table 2 shows the set of CV health indicators, grouped by the types of CVD risk factors.

Table 2. Indicators of a person’s CV health. Here, 1 denotes “Yes”, 0 denotes “No”.

X Indicator X Indicator

X(1) Gender: male (1)/female (0) X(10) Total cholesterol (mmol/L)

X(2) Age (years) X(11) Non-high-density lipoprotein cholesterol (mmol/L)

X(3) Height (cm) X(12) Systolic blood pressure (mmHg)

X(4) Weight (kg) X(13) Glucose level (mmol/L)

X(5) Family history of CVD (1/0) X(14) Physical inactivity (1/0)

X(6) Presence of CVD (1/0) X(15) Smoking (1/0)

X(7) Chronic kidney disease (1/0) X(16) Unhealthy diet (1/0))

X(8) History of CV events (1/0)
X(17) Symptoms of angina pectoris, with a significant

deterioration in health (1/0)X(9) Type 2 diabetes mellitus (1/0)

5. Recommender Algorithm to Support Self-Management of CVD Risk Factors

Let us present the statement of the problem to be solved using the CaRiFaM algorithm.
We assume that we are given a set of CV health indicators X for a person Y (see Table 2) and
the sets of items Es∗ ⊂ R∗, In f ∗ ⊂ R∗, and Expl∗ ⊂ R∗ corresponding to the multidimen-
sional model of recommendation R. It is required for person Y to generate recommendation
Rx, that is, to construct a mapping:

X × R∗ → Rx,

where × is the sign of the Cartesian product RX = {EsX , In f X , ExplX}, EsX ⊆ Es
∗
,

In f X ⊆ In f
∗
, ExplX ⊆ Expl

∗
.

The CaRiFaM algorithm for each person includes the following stages:

1. Creating the user profile Factor using multifactorial CVD risk model Z:

X × Z → Factor.

2. Generating the recommendations:

Factor × R∗ → Rx.

5.1. Creating User Profile Factor

Determining the 15 components of a user profile (2) includes the following steps:
Step 1. Defining descriptive assessments of individual CVD risk through an analysis

of CV health indicators X using the multifactorial model of CVD risk Z:
For the assessment of the biological CVD risk factor obesity f (6), the body mass index

BMI is calculated:

BMI =

{
104· x(4)

x(3)2 , i f x(3) ̸= 0,

25, i f x(3) = 0,

and then, the f (6) component is determined using the expression corresponding to [1]:

f (6) =
{

0, i f BMI < 30,
1 , i f BMI ≥ 30.
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Then, the binary health indicators are assigned to the corresponding binary compo-
nents of the Factor vector:

f (1) = x(17), f (2) = x(6) ∨ x(8), f (3) = x(7), f (4) = x(9), f (5) = x(5),
f (11) = x(15), f (12) = x(14), f (13) = x(16).

For biological CVD risk factors, the components f (7), f (8), f (9), and f (10) of the Factor
vector will be determined using the rules for comparing the values xq with the thresholds
pj specified in the clinical guidelines [1] and presented in Table 1:

f (j) =
{

0, i f xq ≤ pj,
1 , i f xq > pj,

j = 7, 8, 9, 10; q = 10, 11, 12, 13.

Step 2. Calculating the predictive component of the Factor’s vector: an assessment of
the total CVD risk over a 10-year period using the SCORE/SCORE2-OP models [1,7] and
the detection of possible CVD using a classification model based on ML algorithms.

The SCORE (Systematic Coronary Risk Evaluation) model is designed to estimate
(probably predict) the total risk of fatal CVDs over a 10-year perspective, outlined in
the guidelines for CVD prevention [1]. To assess the total CVD risk of a person using
SCORE, the following are used: a person’s CV health profile (Table 2): x(1)—gender,
x(2)—age, x(10)—total cholesterol, x(12)—systolic blood pressure, x(15)—sign of smoking.
Subsequently, the SCORE2/SCORE2-OP model presented an expanded, updated prediction
model to estimate the 10-year risk of fatal and nonfatal CVDs. Unlike the SCORE model, the
SCORE2/SCORE2-OP model uses a personal profile indicator of x(11) (non-high-density
lipoprotein cholesterol) instead of x(10). The updated SCORE2/SCORE2-OP model is
applicable to individuals without prior CVD or diabetes aged 40–89 years in Europe. The
probability of the person’s total CVD risk in a ten-year perspective is calculated using Rule
1, in which SCO denotes the SCORE2/SCORE2-OP algorithm [7]:

Rule 1 : IF f (1) ∧ f (2) ∧ f (4) ∧ f (5) = 0 THEN Total = SCO(x(1), x(2), x(11), x(12), x(15)).

The SCORE2/SCORE2-OP algorithm, as an external function SCO, calculates the
predictive assessment Total, that is, f (14), following the guidelines [1]:

f (14) =
{

0, Total ≤ 2.5%,
1, Total > 2.5%.

We assume that often a person who already has CVD does not know about it and,
therefore, assign 0 to the CVD indicator x(6). However, even the possibility of CVD is
critical to make proper recommendations for the prevention of CV events. Therefore,
for a person who indicates x(6) = 0, we include one more predictive estimate (Pre-CVD)
based on the ML model. For CVD detection, pre-trained AutoML and deep ML will be
tested in Section 7. To calculate the predictive estimate f (15), Rule 2 was developed for
detecting CVD:

Rule 2 : IF (
10∧

i=6
f (i) = 1)∧( f (2) = 0 )THEN f (15) = ML(Sx),

Sx = {x(1), x(2), x(3), x(4), x(7), x(10), x(12), x(13), x(14), x(15)}.

The use of not only descriptive but also predictive estimates is a key advantage of the
proposed user profile for creating recommendations with greater information capacity.

5.2. Generating Individual Recommendations

The content of recommendation items of the Es type, which sets a target for CVD
prevention, is determined by constraining rules, presented in Table 3, where the first column
denotes the number of CVD risk levels. Constraint-based rules were formalized using
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official guideline knowledge, expert knowledge, and the user profile Factor. According to
the above rules presented in Table 3, we consider nine levels of individual CVD risk.

Table 3. Constraint-based rules for selecting targeted item of individual recommendations.

Level Constraint-Based Rules Targeted Item Es*

1 14∧
i=1

f (i) = 0
CVD risk factors have not been identified. Continue to follow

a healthy lifestyle

2 ( f (1) = 0) ∧ (
13∧

i=11
f (i) = 1) ∧ (

10∧
i=6

f (i) = 0)
Behavioral risk factors for CVD have been identified.

Follow healthy lifestyle and regularly control these factors.

3 ( f (1) = 0) ∧ ( f (2) = 1) ∧ (
10∧

i=6
f (i) = 0)

You have reported having CVD, which is a high-level risk
factor. To prevent cardiovascular events, it is recommended

that you consult your doctor regularly and adhere to
his recommendations.

4 ( f (1) = 0)∧ ( f (14) = 1)∧ (Total < 5)∨ (
10∧

i=6
f (i) = 1)∨ f (15) = 1

You are recommended to plan consultation with a primary care
physician this year as some CVD risk factors

have been identified.

5 ( f (1) = 0) ∧ ( f (14) = 1) ∧ (5 ≤ Total < 7.5) ∧ (
10∧

i=6
f (i) = 1)

You are advised to consult with a primary care physician
within six months because some of your risk factors for heart

disease need professional help.

6 ( f (1) = 0) ∧ (
10∧

i=6
f (i) = 1)) ∧ (

5∧
i=3

f (i) = 1)

You have reported a health status that is a specific risk factor for
CVD, moreover some additional CVD risk factors have been

identified. Therefore, it is recommended to consult with
a physician within next month.

7 ( f (1) = 0) ∧ ( f (14) = 1) ∧ (Total ≥ 7.5) ∧ (
10∧

i=6
f (i) = 1)

Based on your CVD risk level, you are strongly advised to
consult with physician or cardiologist. Do it within a month—

a good decision.

8 ( f (1) = 0) ∧ ( f (2) = 1) ∧ (
10∧

i=6
f (i) = 1)

You have reported the presence of CVD and some indicators
are out of the norm. To clarify your treatment plan, you

strongly advised to consult with your doctor this month.

9 f (1) = 1

Symptoms of angina pectoris have been identified. To prevent
CV events, it is extremely important for you to consult a
primary care physician or cardiologist as soon as possible

without delay.

The first level is associated with persons without CVD risk factors, and the remaining
ones are for persons with various combinations of CVD risk factors and clinical conditions.
Note that the higher the level number, the higher the risk of CVD in a person and the
more strictly the targeted item of the recommendation is formulated. Moreover, the
recommended urgency of seeking medical care rises with an increase in the number of CVD
risk levels. If more than one level of CVD risk for a person is determined, the targeted item
with the maximum level number will be selected. For obtaining the informational In f and
explanatory Expl components of individual recommendations, the rules corresponding to
non-zero values of the vector Factor (see Expression 2) are used:

Rule 3i : IF f (i) = 1 THEN In f (i) ∪ Expl(i), i = 1, 2, . . . , 14.

Here, the sign “∪” denotes the operation of concatenation of the items, and i designates the
risk factor number in Table 1.

Figure 3 shows a framework of the CaRiFaM algorithm.
To obtain initial data about a person’s CV health, a questionnaire was developed, the

questions of which correspond to the CVD health indicators presented in Table 2. To assess
the symptoms of angina pectoris, the Rose questionnaire was used [27].
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6. Preliminary Analysis of ChatGPT Explanations for CVD Risk Factors

Since the explanations in the guidelines [1] about why CVD risk factors should be
self-managed are not simple enough for individuals to understand, LLM models promise
to fill this gap. An LLM typically uses over a billion parameters and is pre-trained on
large volumes of text corpora containing up to trillions of tokens obtained from various
Internet sources. Therefore, we decided to explore the capabilities of ChatGPT, developed
by OpenAI [28], to generate explanatory items in the proposed algorithm. Three versions
of the GPT model were explored, namely GPT-3.5, GPT-4, and GPT-4o. The GPT-3.5 model
provides more accurate and relevant answers compared to the previous versions, namely
GPT-3, due to the large number of parameters and improved natural language processing
skills. Moreover GPT-3.5 was trained using documents published in PubMed [19]. Not
only is the GPT-4 model a further development compared to GPT-3.5, but it appears to
be a significant step forward in the direction of improved text generation and context
understanding [29].

Announced in May 2024, the GPT-4o multimodal model combines the high perfor-
mance of GPT-4 with the ability to work not only with text but also with other types
of information.

We turned to ChatGPT with a set of prompts to obtain explanations for why identified
CVD risk factors should be controlled by humans. Since the purpose of the recommen-
dations is to support individuals in the self-management of CVD risk factors, the GPT
responses received are considered as explanations for the recommendations provided. The
following general form of prompts to obtain ChatGPT responses was used:

Response = ChatGPT(task, params, constraints, [Optional : viewPoint]), (3)

where task is a text expressing the content of what we want to receive, constraints denote
some restrictions for the response, and params define the parameters that must be taken
into account to clarify the task, namely the list of CVD risk factors of the person.

The optional viewPoint component defines some scopes for expressing the results
of the task or some of an analogy. For example, the explanation of why a person should
manage a risk factor could be created using the analogy of the maintenance of car function-



Mathematics 2024, 12, 2582 12 of 28

ality, from the point of view of a long active life, or from the point of view of reducing the
financial costs of future treatment. In our study, an optional component in addition to the
above may include the point of view of a traveler and a gardener. Component viewPoint is
used to diversify the explanations in repeated recommendations for the same risk factor.
In Table 4, the prompts to ChatGPT and their responses are shown. The first sentence
of the prompts combines the task text and person’s CVD risk factors, while restrictions
on the reasoning for explanatory items are indicated in the last sentence of the prompt.
The prompt parameters params are a person’s CVD risk factors; they are highlighted in
bold. The second and third prompts contain an optional viewPoint parameter, namely an
analogy with a garden and a car, respectively. A review of the responses generated by
ChatGPT models showed the following: When responding to a prompt, ChatGPT creates a
plausible and stylistically correct explanation of the specified risk factor within the specified
restrictions. If the prompt contains a list of CVD risk factors, the ChatGPT can create an
explanation of them, united by one metaphor, as follows in examples 2 and 3 depicted in
the Table 4:

Table 4. Examples of three prompts and the explanatory item lists received as ChatGPT responses.

Prompts ChatGPT Responses

Explain, please, why human with diagnosed CVD
should manage cholesterol? The explanation must
be understandable to the person, include only
person CVD risk factors and contain no more
4 propositions.

ChatGPT-4 response:
Managing cholesterol is crucial for individuals diagnosed with cardiovascular disease (CVD)
because cholesterol plays a significant role in the development of atherosclerosis, which is a
common underlying cause of CVD.
Plaque Formation. High levels of low-density lipoprotein (LDL) cholesterol can lead to the
buildup of plaque in the arteries. This plaque narrows the arteries and can reduce or block
blood flow to the heart and other organs.
Risk of Heart Attack and Stroke. Plaque buildup increases the risk of heart attacks and
strokes. If a plaque ruptures, it can form a clot that blocks the flow of blood.
Reducing Inflammation. High cholesterol can contribute to inflammation, which is
associated with a higher risk of heart disease. Managing cholesterol levels can help reduce
this inflammation.
Improving Heart Health. Lowering high cholesterol, especially LDL cholesterol, can slow,
reduce, or even stop the buildup of plaque. This helps maintain healthy blood vessels and
improves overall heart health.

Explain, please, why it is recommender to manage
CVD risk factors? Use analogy of a garden. The
explanation must be understandable to the person,
include only person CVD risk factors and contain
no more 4 propositions.

ChatGPT-3.5 response:
Think of your heart as a garden that you want to keep flourishing with vibrant flowers and
plants. The risk factors for CVD—like high blood pressure, high cholesterol, smoking,
obesity, and diabetes—are akin to weeds, pests, and harsh weather conditions that can harm
your garden.
Just as you would pull out weeds, protect your plants from pests, and prepare for changes
in weather, managing your CVD risk factors involves adopting a healthy diet, exercising
regularly, and following medical advice to keep your heart healthy.
Neglecting these risk factors is like letting weeds grow wild, which can choke out the
healthy plants. Over time, this can lead to a garden—or in this case, a heart—that isn’t as
healthy or vibrant as it could be. Managing these risks is like nurturing your garden,
ensuring that it remains a beautiful and serene place to enjoy for years to come.

Explain, please, why human need to control
her/his CVD risk factors such as high blood
pressure—160/90 mmHg, physical inactivity,
smoking, unhealthy diet.
Use analogy of a car.
The explanation must be understandable to the
person, include only person CV risk factors and
contain no more 4 propositions.

ChatGPT-4.o response:
High Blood Pressure is like putting too much air in a balloon—it strains the walls and can
cause them to burst. In the body, this can lead to damage in the arteries, heart, and other
organs. It’s often called the “silent killer” because it doesn’t have symptoms but can lead to
serious problems like heart attacks and stroke. Keeping blood pressure lower reduces the
strain on your heart and the risk of heart disease.
Physical Inactivity. Being inactive is like leaving a car unused for a long time; eventually, it
won’t run as well. Regular physical activity keeps your heart and body running smoothly
and can help lower high blood pressure, manage weight, and reduce stress on your heart. It
can also improve your mood and energy levels.
Smoking damages your blood vessels and can make them narrow, making it harder for
blood to get around your body. Think of it as a traffic jam in your arteries. Stopping smoking
can help to clear the traffic and reduce your risk of heart disease, as well as improve your
overall health.
Unhealthy Diet. Eating foods high in fat, salt, and sugar is like using low-quality fuel in a
car—it won’t run properly and will break down sooner. A healthy diet is like high-quality
fuel; it makes sure everything runs smoothly and reduces the risk of blockages in your
arteries. It’s good for your whole body, including your heart.
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The explanations received by the ChatGPT models seem to be acceptable for creating
explanatory items of the recommendations in the proposed recommender algorithm. To
compare the capabilities of different ChatGPT versions and choose the most effective one
from ChatGPT-3.5, ChatGPT-4, and ChatGPT-4o, in the next section, we will examine
ChatGPT responses from different points of view to make sure that the GPT models are
applicable to generate explanatory items in the proposed recommendation algorithm.

7. Experimental Results
7.1. Evaluation of CVD Prediction Using ML Models

In this article, firstly, we decided to use AutoML, which provides an automated
process for building and optimizing machine learning models and the AutoGluon-Tabular
framework [30], which is focused on processing tabular data. Key features of AutoGluon-
Tabular include the stability of the classification results on heterogeneous tabular data, the
use of modern ML models including artificial neural networks, and the automatic assembly
of these models based on multi-layer stacking and re-bagging. To test AutoML, we use
the Cardiovascular Disease dataset on Kaggle [31], which contains 70,000 records with
attributes, the range of which is similar to those used in our study: age, gender, blood
pressure, cholesterol level, glucose level, smoking, physical activity, height, weight, and
indicator of CVD. For training the AutoML model, 80% of the data were used, and the
remaining 20% were for testing.

The following data preprocessing was conducted:
Data cleaning: This stage involved removing missing values and anomalies. Missing

values were replaced with mean values for the corresponding variables, and anomalies
such as incorrect or extreme values were identified and removed.

Data normalization: All numerical variables were scaled to a single scale using
standardization, which improved the model’s training efficiency. Standardization in-
volved subtracting the mean and dividing the value by the standard deviation for each
continuous variable.

In addition to the data preprocessing stages described above, clustering of the dataset
into two clusters was performed, numbers of which, as well as the calculated body mass
index, were added to the analyzed attributes.

As a result, after 300 epochs of training, the AutoML model achieved an accuracy of
0.72, CVD detection precision of 0.75, and F1-score of 0.71 on the test part of the dataset.
Although AutoML provides minimal manual effort to obtain an optimal prediction and
achieved an accuracy of 0.72, consistent with the results of other authors [32–34], it was
decided to apply a deep ML model, namely LSTM, to detect CVD on the same dataset [31].

The LSTM is a type of Recurrent Neural Network model that involves LSTM neurons
containing the memory cell states (ct) and the hidden states (ht), which are controlled by
three gates: the input gate (i), the forget gate ( f ), and the output gate (o). These gates
decide what information to add to, remove from, and output. The computational process
in LSTM neurons can be mathematically expressed as

f = σ(W f ·[ht−1, xt] + b f ),
i = σ(Wi ·[ht−1, xt] + bi),

ct = (ct−1
⊙

f ) + (i
⊙

tanh(Wc ·[ht−1, xt] + bc)),
o = σ

(
Wo ·[h t−1, xt

]
+ bo

)
,

ht = tanh(ct)
⊙

o,

where xt and ht denote the input and output of LSTM neuron, respectively; σ and tanh are
sigmoid and tanh activation functions; [ht−1, xt] expresses the concatenation of ht−1 and
xt;

⊙
denotes element-wise multiplication; W f , Wi , Wc , and Wo are the weight matrices;

and b f , bi, bc, and bo designate the biases.
The LSTM architecture contained three layers: the first LSTM layer with eight neurons,

the second LSTM layer with four neurons, and a fully connected layer with a softmax
activation function. Binary cross_entropy was chosen as the loss function, and the Adam



Mathematics 2024, 12, 2582 14 of 28

optimizer was used for optimization. The data were split into training and testing sets in a
ratio of 80:20, and the LSTM model was trained on 300 epochs. The result was a more exact
model with an accuracy of 0.88, CVD detection precision of 0.9, and F1-score of 0.87. Thus,
the pre-trained LSTM model was used in the proposed recommender algorithm for CVD
detection in adults with risk factors.

7.2. Exploring the Effectiveness of ChatGPT for the Explanation of CVD Risk Factors

In order to use a specific ChatGPT version in a recommendation algorithm to generate
explanations for CVD risk factors, a study of the responses of three versions of ChatGPT
from the sets of ChatGPT-3.5, ChatGPT-4, and ChatGPT-4o was carry out. In the following,
for brevity, the analyzed versions will be designated as GPT-3.5, GPT-4, and GPT-4o, since
their models are the core of ChatGPT.

We use single-turn tasks for ChatGPT models in the prompting structure as presented
in (3) and zero-shot setting, a technique in which we prompt GPT models without any
examples [35]. As a result, 56 explanations across 14 CVD risk factors were generated by
GPT-3.5, GPT-4, and GPT-4o in different sessions. In this study, we assessed the correctness
of the GPTs’ responses in two ways: based on metrics and based on expert knowledge of
physicians. The following metrics for assessing the GPT explanations of CVD risk factors
were used: Answer Semantic Similarity, accuracy, and Diversity.

Answer Semantic Similarity (ASS) pertains to the assessment of the semantic resem-
blance between the generated answer and the ground truth. This metric calculates the
degree of similarity in texts of GPT explanations to the texts of the explanations given by
an expert as a ground truth. A higher ASS score signifies a better alignment between the
generated answer and the ground truth:

ASS_GPTj = 1
N

N
∑

i=1
Sim(j, i), ASS_GPTj ∈ [0, 100],

Sim(j, i) = 100%·Cosine_similarity
(
VGPTj(i), VE(i)

)
, Sim(j, i) ∈ [0, 100],

Here, the version of GPT is designated as j ∈ {3.5,4,4o}, the number of GPT responses to
prompts is denoted by N, i = 1,2,. . .,N, and the Cosine_similarity function calculates the
similarity between the GPT answer and the expert answer, which have been converted into
term-frequency vectors, namely VGPTj(i) and VE(i), respectively [36].

By accuracy (ACC), we mean a measure that is share of responses having Cosine
Similarity VGPTj(i) with VE(i) above a given threshold:

ACC_GPTj = 100%
N ∑N

i=1 f (Sim(j, i)),Acc_GPTj ∈ [0, 100],

f (Sim(j, i)) =
{

0, Sim(j, i) < Threshold,
1, Sim(j, i) ≥ Threshold

(4)

To calculate the Diversity (DIV) of the GPT explanations of CVD risk factors, the
Jaccard similarity index was used to compare words in the GPT response RGPTj(i) and
the expert response RE(i) [37]. The Jaccard index expresses similarity between two texts
as a ratio of intersection of their words to their union. The higher the Jaccard index, the
more similar the two texts. In contrast, the Diversity coefficient ranges from 0 to 1, where 1
denotes that there is no overlap between the words in the texts, and 0 indicates that the
texts are identical:

DIV_GPTj = 100%
N ∑N

i=1 f (Diversity(j, i)),DIV_GPTj ∈ [0, 100],
Diversity(j, i) = 100%·(1 − Jaccard

(
RGPTj(i), RE(i)

)
),

f (Diversity(j, i)) =
{

0, Diversity(j, i) < Threshold,
1, Diversity(j, i) ≥ Threshold

(5)
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Since the GPT answers may be plausible and similar to the ground truth, nevertheless,
the opinion of a doctor is necessary to confirm the safety, coherence, and accuracy of the
given GPT explanations of CVD risk factors.

The framework of the ChatGPT study for the explanation of CVD risk factors in the
proposed recommender algorithm is presented in the Figure 4.
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The method of comparison of GPT models according to Table 5 is based on the formal
metrics introduced: ASS_GPTj, ACC_GPTj, and DIV_GPTj. These metrics are denoted in
Table 5 as ASS, ACC, and DIV, respectively, and are calculated for GPT-3.5, GPT-4, and GPT-
4o. Table 5 presents the ASS, ACC, and DIV metrics of average similarity between GPT and
expert explanations of cardiovascular disease risk, which allow us to estimate the average
performance of the GPT models in explaining CVD risk factors. As shown in Table 5, the
GPT models showed approximately the same high semantic similarity according to the
ASS metric and high accuracy according to the ACC metric, ranging from 71% for GPT-4 to
86% for the GPT-3.5 and GPT-4o models. The Diversity of explanations given by the GPT
models compared to expert explanations for CVD risk factors is moderate, 50% to 57%,
which follows from the DIV metric. Thus, the data presented in the Table 5 demonstrate
the GPT models’ effectiveness in generating high-quality explanations of CVD risk factors.
A comparison of the GPT versions using the Cosine_similarity function is presented in
Figure 5. The bar chart shows the similarity scores between GPT explanations and expert
explanations of CVD risk factors grouped by factor number.

Table 5. Comparison of models’ explanations of CVD risk factors with expert explanations (ground truth).

Answer Semantic Similarity (ASS)% Accuracy (ACC)% Diversity (DIV)%

GPT-3.5 67.2 86 57

GPT-4 66.6 71 50

GPT-4o 66.9 86 57
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As one can see, the Cosine Similarity scores are relatively high, varying from 57% to
76%, indicating a good similarity. The highest value for Cosine Similarity is observed for
the explanation of the sixth risk factor, which refers to obesity, while the lowest values for
Cosine Similarity score were obtained for GPT explanations of the eighth risk factor, which
is raised non-high-density lipoprotein.

To assess the GPT explanations according to the ACC metric, it is necessary to deter-
mine the threshold value, given in Formula (4). It is obvious that the higher the threshold,
the lower the accuracy and vice versa. An illustration of the decline in the explainability
accuracy for each GPT model, measured by ACC when the threshold increased, is shown in
Figure 6. We found that only with a threshold equal to 61%, the accuracy of GPT-4 exceeds
the accuracies of GPT-3.5 and GPT-4o. Moreover, for six threshold values, the accuracy of
GPT-4 is lower than that of the compared models. As a result, using the threshold 63% for
the ACC metric, we found the explanation accuracy of the GPT-3.5 and GPT-4o models is
86% versus 71% for the GPT-4 model.
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Figure 7 shows a comparison of the analyzed models by the variety of words in the
text explaining CVD risk factors, grouped by the risk factor number.
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The Diversity index calculated using Formula (5) ranges from 39% to 68%. Low Di-
versity values correspond to the risk factor numbers 4 (body mass index), 6 (diet), and
9 (stroke), while high Diversity values are obtained when explaining family history
(factor 8). To calculate the DIV metric, a threshold of 50% was used. Then, the aver-
age Diversity of the GPT-4 model explanations of 50% is slightly lower than the average
Diversity of the compared models of 57%. It appears that GPT-4 is a less suitable model for
explaining CVD risk factors based on the above experimental results using the ASS, ACC,
and DIV metrics presented in Table 5.

Taking into account that the expert explanation (ground truth) of CVD risk factors
depends on the expert’s vocabulary and experience, in addition to examining the GPT
models using the metrics defined above, we conducted a secondary assessment of the
models by the doctors.

Four independent physicians with 4 to 25 years of experience in the field of prevention
and treatment of CVDs from three regions gave consent to a qualitative assessment of
the GPT explanations from the point of view of evidence-based medicine. The physicians
rated the correctness of 56 generated GPT explanations on three properties, namely safety
for humans (safety), accuracy (E_accuracy), and compliance with official recommenda-
tions for the prevention of CVD (coherence). The score for each of the three properties
was determined from 1 to 10, where 1 means that the explanation for a given CVD risk
factor is completely inconsistent with the property, and 10 means that the explanation
is completely consistent with the property. The physicians’ ratings were then averaged
across the analyzed properties and normalized by dividing by 10, the results of which
are presented in Table 6 and Figure 8. The safety property of GPT-generated explanations
received the highest score of almost 100% for each model. Physicians rated the coherence
of the explanations with official CVD prevention guidelines quite highly, with the GPT-4
model receiving the highest average score of 92% and GPT-3.5 the lowest average score
of 84%. As can be seen from Figure 8, the greatest variation is observed in E_accuracy:
GPT-3.5 shows a minimum accuracy of 75%, and GPT-4 has the highest accuracy of 91%.

Table 6. Comparison of GPT models by physicians’ estimates.

Safety % E_Accuracy % Coherence % Mean %

GPT-4 99 91 92 94

GPT-4o 99 85 90 92

GPT-3.5 99 75 84 86
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We found that the accuracy estimates for the GPT-3.5 and GPT-4 models obtained
using the ACC metric are not consistent with the estimates of E_accuracy given by the
doctors, as shown in Figure 9. For the GPT-4o model only, the accuracy estimates given by
the physicians and metrics are consistent and quite high.
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For the first time, GPT models, namely ChatGPT-3.5, ChatGPT-4, and ChatGPT-4.o,
were leveraged and studied to create explanatory items of the recommendations. In
explaining recommendations, ChatGPT-3.5, ChatGPT-4, and ChatGPT-4.o demonstrate
high accuracy, from 75% to 91%, and coherence with modern official guidelines, from 84%
to 92%. Moreover, the safety property of ChatGPT-generated explanations estimated by
doctors received the highest score of almost 100%. In [25], the authors found that a popular
online artificial intelligence model (ChatGPT) provided largely adequate answers to simple
questions about CVD prevention, as rated by preventive cardiologists. Unlike this study, in
our study, the explanations for CVD risk factors of three ChatGPT models were assessed
based on ASS, ACC, DIV metrics and on the expert knowledge of physicians by safety,
E_accuracy, and coherence. Taking into account the stability and correctness of GPT-4.o
responses, ChatGPT-4.o was used to explain why CVD risk factors should be managed.

7.3. Study of the Effectiveness of a Recommendation Algorithm

To study of the effectiveness of the CaRiFaM algorithm, a prototype web service
implementing a recommendation algorithm was designed using a stack for modern web
application development. Kotlin 1.6.10 and Spring Boot 2.7.17 were used as powerful
and productive backend development tools, which offer a vast array of features enabling
rapid, accessible microservice development and deployment. For building user interfaces,
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ReactJS 18.2.0 was applied, since it provides a robust frontend framework for building
interactive user interfaces. Object-relational database system PostgreSQL 12 was chosen and
implemented as a reliable and feature-rich solution for recommendation items and users’
profile storage. In the study, Google Collaboration and Python 3.10, with the necessary
libraries (numpy, scikit-learn, pandas, keras, tensorflow, and autogluon.tabular), were used.

To evaluate the proposed CaRiFaM algorithm from the user’s point of view, a pilot
study was conducted with the participation of 15 independent individuals. The age of
the participants varied from 34 to 70 years; among them, 53% were men, and 47% were
women. The purpose of the study was to find out the degree of user satisfaction with the
content of the recommendations received and the degree of agreement of their opinions.
To analyze the opinions of users, a special questionnaire was developed, the questions
of which meet the requirements defined in Section 3 and are presented in Table 7. The
Likert scale was used to create a survey of participant satisfaction with the content of the
recommendations received. The users assessed the individual recommendations according
to seven criteria, using a score from 1 to 5, where score 1 corresponds to completely disagree
and 5 corresponds to completely agree with the statement given in the questionnaire. The
results of the user survey based on developed questionnaire can be seen in Table 7. A
degree of user satisfaction (DUS) is calculated by dividing the mean by the maximum score,
i.e., 5:

DUSl =
100%

5k

k

∑
v=1

ylv

Table 7. Questionnaire and assessment of user satisfaction. Here, SD designates standard deviations,
and DUS denotes degree of users’ satisfaction.

No. Feature of the Individual Recommendations Mean SD DUS%

1 Completeness. The resulting recommendations comprehensively cover your cardiovascular
health concerns and inform you about cardiovascular risk factors 4.4 0.40 88

2 Explainability. Recommendations explain the impact of risk factors on cardiovascular health 4.4 0.40 88

3 Timeliness. The recommendations received are relevant for seeking medical help 4.3 0.52 87

4 Personalization. The recommendations received are specific to you and presented
in understandable language 4.2 0.46 84

5 Planning. A recommended plan of steps you need to take to help you achieve
your cardiovascular disease prevention goals 4.6 0.40 92

6 Motivation. The recommendations you receive will motivate you to manage your CV health 4.2 0.31 84

7 Usefulness. The recommendations received are useful for you 4.6 0.40 92

Mean 4.4 0.44 88

Cronbach’s alpha = 0.86

Here, ylv denotes the score of the v-th participant on the l-th question of the question-
naire, and k is the number of participants.

To determine the consistency of the survey results, Cronbach’s alpha statistics were cal-
culated using MS Excel. A Cronbach’s alpha value of 0.86 indicates a good user agreement
on the quality of recommendations received. The data in Table 7 show that the participants
agree that individual recommendations meet all quality criteria.

Moreover, some persons noted that they had previously received the exact such
recommendations from their attending physicians. An analysis of the average ratings of the
features of recommendations shows that the usefulness property received the highest rating
of 92%, while properties such as personalization and motivation received the lowest, but
at the same time, a quite high rating of 84%. Interestingly, the explainability of individual
recommendations, for the generation of which ChatGPT-4o was used, received a high score
of DUS = 88%. The difference in the degree of satisfaction with recommendations for the
management of CVD risks in men and women is shown in Figure 10.
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Through meticulous analysis, it turned out that for all characteristics of the proposed
recommendations, the DUS for men is lower than for women and ranges from 80% for
motivation to 90% for usefulness (Figure 10). This result could be explained by the fact that
men are less adherent and perhaps more critical in their thinking. It can be seen in Figure 11
that across most features of recommendations, the highest DUS was demonstrated by
participants in the 46–56 age group, and the lowest DUS was expressed by participants in
the 34–45 age group. It is known that CVD and risk factors are significantly less common
in people aged 34–45 years than in the age group 46–79 years, which may be why younger
people are expected to receive more detailed advice on physical activity or nutrition, while
for such people, the proposed algorithm generates fairly general recommendations based
on official guidelines. We also found that as the age of survey participants increases,
their satisfaction with the following properties of received recommendations increases:
usefulness, motivation, and completeness.
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Two independent physicians specializing in the prevention and treatment of CVD
gave their consent for a qualitative assessment of the proposed CaRiFaM algorithm from
the point of view of evidence-based medicine.

The first expert is a Doctor of Medical Sciences and professor in the medical faculty
of the Institute of Medicine, Ecology and Physical Culture of Ulyanovsk State University,
Russia; the second one is a cardiologist and therapist working at the Moscow clinic GLOBAL
MEDICAL SYSTEMS (GMS LLC), Russia. Both physicians have extensive experience: more
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than 20 years of practice in the treatment of persons with CVD as well as experience in
preventive counseling. The description of the algorithm and the texts of recommendations
received by the participants were independently analyzed by the physicians. The focus
was on assessing the validity of the recommendations generated by the CaRiFaM algorithm
and their relevance to the persons’ CVD risk factors and official guidelines [1].

Both experts expressed the opinion that the proposed algorithm generates recommen-
dations that are consistent with official guidelines and clinical practice, so it can be used by
adults in the self-monitoring of CVD risk factors. They also noted the usefulness and safety
of the recommendations and gave a positive assessment of the completeness of the set of
CVD risk factors and their explanations obtained using ChatGPT. The physicians agree that
the proposed algorithm is also promising in clinical practice, since it can reduce the doctor’s
time when preparing recommendations for the patient. At the same time, the physicians
made some useful comments. In particular, to support adults with cardiovascular disease
at home, the content of recommendations should be more specific and could be expanded
using electronic health record data. For example, it would be useful for such patients to
add recommendations for taking prescribed medications or a description of the dynamics
of CVD health indicators.

7.4. Assessment of the Potential Benefit of Using the Proposed Algorithm

The main user of the CaRiFaM algorithm is a person interested in consciously man-
aging their health to increase the duration of an active, full life. Considering that such
individuals may have various CVD risk factors, including CVDs, in traditional prevention
scenarios, they are regularly forced to participate in preventive programs and monitor the
basic CV health indicators.

Barriers and limitations in the Implementation of Prevention Strategies for Chronic
Disease Patients at the individual level are considered in the systematic review [38]. Based
on the Action Plan for the Prevention and Control of Non-Communicable Diseases in the
WHO European Region, this review highlighted the priorities at the individual level, in
particular cardio-metabolic risk assessment and management as well the early detection of
CVD. In a scenario of utilizing the proposed recommender algorithm, a person can perform
most of the above activities at home and at any time with the evidence-based resources.
This not only saves a person’s time but also raises their engagement in the process of
prevention and control of CVD, which consequently increases its effectiveness. Moreover,
the activities aimed at prevention and self-managing CVD risk factors can eliminate or
mitigate the need for future expensive treatments and rehabilitation.

Increasing the availability of preventive care for the population 24/7 and increasing the
proportion of the population covered for the prevention of CVD based on information tech-
nology are the obvious advantages of using the proposed algorithm of recommendations
at the population level.

The potential benefit of incorporating the proposed recommendation algorithm into a
population-based CVD prevention strategy will be estimated as the level of reduction in
CVD mortality resulting from following the recommendations generated by the proposed
algorithm. For this purpose, we used the expected mortality proportion of the population
caused by CVD of 36% for European middle-income countries [39].

Since following the recommendations for managing CVD risk requires a person to
make systematic efforts to modify their lifestyle, first, we will need to determine the
proportion of people who are committed to a healthy lifestyle. Given that adherence to a
healthy lifestyle may vary for ethnic groups and individuals with different income levels,
we will use an average proportion of the population adhering to a healthy lifestyle of 25%,
following the results presented in previous articles [40–42].

To assess the potential benefit from following the recommendations for managing
CVD risk factors generated by the CaRiFaM algorithm, the Cleveland Clinic Heart Disease
Dataset was explored in [43] and described in detail in [44]. This dataset contains data from
an experimental study of participants with suspected CVDs who do not have a history of
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them before, and, as can be assumed, did not control their CVD risk factors. As a result of
the experiment, which consisted in a thorough clinical examination, the participants were
divided into two groups, namely those for whom CVD was diagnosed and those for whom
CVD was not detected.

It is natural to assume that if the participants for whom CVD was established had re-
ceived and followed the proposed recommendations for self-control of their CVD risk factors,
it is potentially possible that in this experiment, they would have been assigned to the group
without CVD. The Cleveland Clinic Heart Disease Dataset comprises 303 observations,
13 descriptive attributes, and 1 target attribute, but only 7 are used in our study: age,
gender, blood pressure (trestbps), cholesterol level (chol), fasting blood sugar (fbs), exercise
induced angina (exang), and diagnosis of heart disease (target). These CVD indicators were
chosen, as they are consistent with the CVD risk factors considered in the paper.

We analyzed data from all participants with CVD, including 82% men and 18% women.
The prevalence of the identified CVD risk factors in these 137 participants is shown in
Figure 12. It can be seen that biological CVD risk factors are quite common for participants
of working age. In this subgroup, the percentage of participants with major CVD risk factors
varies, with cholesterol ranging from 68% to 90% and blood pressure ranging from 36%
to 83%. Moreover, for participants of working age, angina pectoris, which is a significant
symptom of CVD that may indicate the onset of an event leading to the end-point outcome,
is noted for 59% of participants in the age group 50–59 years and 48% for the 30–49 and
60–69 age groups.
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We also found that most individuals with established CVD had more than two risk
factors for CVD, indicating low adherence to a healthy lifestyle and uncontrollability of
the risk factors. Using an expected mortality proportion of the population caused by CVD
of 36%, the expected mortality for the Cleveland Dataset participants was determined for
49 persons. Assuming that 100% of the participants received and 25% of them, namely
35 people, adhered to the recommendations generated by the proposed algorithm, the
expected mortality for the remaining participants would be 37 people. Thus, for Cleveland
participants with established CVD, the reduction in premature mortality will be 12 people
(9%), who are mainly at the working age. A study of an open dataset shows that the
potential benefit of including the proposed recommendation algorithm in the strategy for
CVD prevention at the population level can be estimated at an approximately 9% reduction
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in premature mortality from CVD. Let us generalize the results of the considered example
so that they can be used for any number of people with risk factors leading to CVD.

Let k be the number of people with CVD risk factors corresponding to the multifactorial
CVD model introduced in the article, among which there are those with established or
predicted CVD. Let βm ∈ [0, 1] be the proportion of expected mortality caused by CVD,
and βa ∈ [0, 1] be the proportion of people who adhere to following recommendations
for managing their CVD risk. To assess adherence to recommendations for CVD risk
management, we will look at adherence to a healthy lifestyle.

Statement: The potential benefit Y from using the proposed recommendation al-
gorithm is estimated by the level of reduction in the expected mortality in the studied
population and is determined using the formula

Y = βm·βa, Y ∈ [0, 1].

Let us calculate the expected mortality in the study population in the form

Em = βm·k

and potential adherence in the form

Pa = βa·k.

Then, the expected mortality in the study population, excluding individuals committed
to following recommendations for managing their CVD risk, will be determined using
the equation

Em1 = k·βm·(1 − β a).

The number of people who have reduced the risk of premature mortality from CVD
was calculated as

Ereduction = Em − Em1 = k·βm·βa.

As a result, the level of reduction in the expected mortality in the population is
determined using the following expression:

Y = βm·βa.

The following conclusions can be drawn from the proven statement:
Firstly, with βm = const and with an increase in the proportion of adherents βa,

the potential benefit of using the recommendation algorithm increases by preserving the
working-age population and reducing healthcare costs. Secondly, when βm = const and
βa = const, the potential benefit of using a recommendation algorithm at the population
level does not depend on the number of people in the population and is constant. For
example, with βm =0.36 [40] and βa =0.25 [42], the potential benefit is 0.09, while, for
example, for 100,000 subjects, the number of subjects who reduced the expected premature
mortality will be 9000 people. The above findings allow us to highly evaluate the potential
benefits of using the proposed algorithm at the population level.

8. Discussion

The proposed CaRiFaM algorithm has several key advantages as a knowledge-based
recommendation algorithm. The first advantage is that it overcomes the data shortage
obstacles that plague collaborative and content filtering recommendation algorithms. Com-
pared to collaborative algorithms and content filtering, the proposed algorithm does not
require many users and does not require users’ ratings [5]. The novelty of the proposed
algorithm from knowledge-based recommendation algorithms lies in its multidimensional
recommendations, user profiles including predictive assessments of CVD risk, and genera-
tion of recommendations combining expert knowledge based on official guidelines with
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ChatGPT knowledge. To highlight the opportunity of CaRiFaM algorithm, a comparison
with similar knowledge-based recommendation algorithms is presented in Table 8.

Table 8. The comparison of health knowledge-based recommendation algorithms.

Criteria of Comparison
Spoladore [45] Lopez-Barreiro [12] Wang [11] ProposedPerspective of

Comparison
Indicator of
Comparison

Number of risk
factors in user profile

corresponding to
CVD risk factors

Lifestyle 2 9 4 3

Biological - - 4 5

Non-modifiable
factors - - 4 5

Descriptive estimates 2 9 12 13

Predictive estimates - - - 2

Recommendation
associated with

self-management of
CVD risk factors

User focus
One class: older

adults with
chronic pathologies

One class: persons
without medical

conditions

One class: chronic
disease patients,
including CVD

Adults with or
without any CVD
risk factors as well

symptoms of angina

Goal Support healthy diet
and physical activity

Support physical,
mental, and

nutritional health

Support selection of
educational materials

Support
self-management of

CVD risk factors

Results 32 dishes, with diet
plan for each day

Ranked list of
challenges, selected

from 30 health
challenges

Ranked list of
educational materials

Goal, information,
and explanation for

each person’s
risk factor

Knowledge models
and algorithms

Ontology and expert
knowledge

Expert ranking
model

Rules, ontology, and
natural language

processing

Rules, ChatGPT,
and LSTM

Guidelines or other
official materials

used in clinic practice

ACSM guideline and
clinical literature

SF-36, sHEI-15, and
OSC questionnaires

Corpus of
educational materials

2021 ESC Guidelines
on CVD prevention
in clinical practice,
SCORE algorithms

Evaluation Two use cases Four experts, 30 uses

MAE on key words
for corpus of

educational materials,
marked by
two experts

Testing on open
dataset, ASS, ACC,

DIV, Safety,
E_accuracy, and
Coherence; four

physicians, 15 users,
and potential

benefit assessment

Table 8 shows that the proposed algorithm evaluates a larger number of CVD risk
factors in the user profile to generate recommendations, although it is inferior to other
algorithms in the number of lifestyle factors. Moreover, only the proposed algorithm
calculates predictive assessments of CVD risk using LSTM and SCORE models, while
in the compared algorithms, the user profile contains only descriptive assessments. It
follows that in the proposed algorithm, the user profile can describe more different health
conditions of the human cardiovascular system. Consequently, this provides a greater
variety of recommendations generated by the proposed algorithm than the compared
ones. At the same time, we note that the proposed user profile does not include all CVD
factors listed in the 2021 European guidelines [1]; in particular, the user profile does not
include excessive alcohol consumption, regular stress, or poor-quality sleep. In [11,45],
the recommendations are intended for one class of users, namely adults with chronic
pathologies, which is narrower than in the proposed algorithm, since in addition to such
users, recommendations are intended for different classes of users, including adults with
or without any CVD risk factors as well symptoms of angina. Regarding the content of
the recommendations, in contrast to one-dimensional recommendations presented as a
list of dishes, exercises [45], challenges [12], or educational materials [11], the proposed
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recommendations are multidimensional, the contents of which are revealed in three aspects
for each person’s risk factor: targeted, informational, and explanatory. Information and
semantic capacity are what distinguishes the content of the proposed multidimensional
model of recommendation from those compared.

The goal of generating recommendations to support adults in the management of
CVD risk factors at home was formulated only in the proposed algorithm. Moreover, to
the best of our knowledge, this goal and its corresponding results have not been reported
in research on HRSs. In our opinion, the reason is that the field of disease prevention,
including CVD, is a new area for HRS with its own challenges and opportunities.

The conducted study of satisfaction analysis both from the point of view of end
users and from the point of view of doctors showed that the recommendations for the
self-management of CVD risk factors received high ratings. In summary, the proposed algo-
rithm, CaRiFaM, integrates several key enhancements of health recommender algorithms,
including a modified structure of recommendation and extended user profile, leveraging
LLMs and deep ML models.

A limitation of the proposed CaRiFaM algorithm is the lack of recommendations for
the use of medications, such as statins or aspirin. It is assumed that the appointment of such
an intervention is the task of the attending physician. We also note that in the proposed
algorithm, data input and recommendation output are implemented only in text form.
The lack of analysis of tendencies in the patient’s profile and his/her CV risk factors is
another limitation of the proposed recommendation algorithm. In our opinion, a common
limitation of knowledge-based recommendation algorithms is the use of subjective quality
assessments. We recognize that larger studies involving medical professionals and different
types of users are needed to evaluate its effectiveness in preventing CVD. Despite the fact
that the proposed algorithm used most of the CVD factors listed in the 2021 European
guidelines, psychological factors and air pollution were not considered. Also, the limitation
of this study is its focus on only the European population.

9. Conclusions

The study proposes and investigates a new CaRiFaM algorithm for recommendations
for the self-management of CVD risk factors. Before developing the algorithm, the basic
requirements for the recommendation were defined, which determined its structure with
explanatory items.

The content of the generated recommendations is based on the proven medical knowl-
edge provided in the European Clinical Guidelines of 2021 [1], on the knowledge about
user’s CVD risks, and on ChatGPT knowledge. Preliminary and thorough studies of
ChatGPT-3.5, ChatGPT-4, and ChatGPT-4o showed the effectiveness of these LLMs in
generating explainable recommendations within the proposed algorithm, among which
ChatGPT-4o responses were estimated as the most acceptable on average (accuracy 85%,
safety 99%, and coherence 90%). Thus, these LLMs have big potential for HRS development
by providing recommendation explanations. Leveraging ChatGPT-4o for the explanations
of recommendation determines the novelty of the proposed algorithm. A distinctive fea-
ture of the user profile proposed in the article is the expansion of CVD risk factors by
including angina symptoms and predictive assessments of CV health. To obtain predictive
assessments of the user’s CVD health, in addition to the SCORE2/SCORE2-OP models
recommended in clinical practice, the LSTM model was used. The recommendations for
the self-management of CVD risk factors received high ratings from both end users and
physicians. End-user satisfaction with the recommendations was assessed using seven
criteria, among which explainability and usefulness received high ratings, 88% and 92%,
respectively. We emphasize that the global purpose of developing the CaRiFaM algorithm
is to reduce mortality from CVD, which is often caused by a person’s ignorance of their
CVD risk factors, lack of knowledge on how to control them, and what conditions of their
CV system require medical care, including urgent care. We hope that future development
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and dissemination of the proposed recommender algorithm will improve population-level
CVD prevention strategies and reduce premature mortality.

Future research will focus on two directions: (1) assessing the capabilities of fuzzy
logic rules for assessing CVD risk and ranking recommendation items and (2) analyzing
the distributions of risk factors in different ethnic populations.
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