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Abstract: The growing interest in solar energy stems from its potential to reduce greenhouse gas
emissions. Global horizontal irradiance (GHI) is a crucial determinant of the productivity of solar
photovoltaic (PV) systems. Consequently, accurate GHI forecasting is essential for efficient planning,
integration, and optimization of solar PV energy systems. This study evaluates the performance
of six machine learning (ML) regression models—artificial neural network (ANN), decision tree
(DT), elastic net (EN), linear regression (LR), Random Forest (RF), and support vector regression
(SVR)—in predicting GHI for a site in northern Saudi Arabia known for its high solar energy potential.
Using historical data from the NASA POWER database, covering the period from 1984 to 2022, we
employed advanced feature selection techniques to enhance the predictive models. The models
were evaluated based on metrics such as R-squared (R2), Mean Squared Error (MSE), Root Mean
Squared Error (RMSE), Mean Absolute Percentage Error (MAPE), and Mean Absolute Error (MAE).
The DT model demonstrated the highest performance, achieving an R2 of 1.0, MSE of 0.0, RMSE
of 0.0, MAPE of 0.0%, and MAE of 0.0. Conversely, the EN model showed the lowest performance
with an R2 of 0.8396, MSE of 0.4389, RMSE of 0.6549, MAPE of 9.66%, and MAE of 0.5534. While
forward, backward, and exhaustive search feature selection methods generally yielded limited
performance improvements for most models, the SVR model experienced significant enhancement.
These findings offer valuable insights for selecting optimal forecasting strategies for solar energy
projects, contributing to the advancement of renewable energy integration and supporting the global
transition towards sustainable energy solutions.

Keywords: solar irradiance forecasting; machine learning predictive models; feature selection
algorithms; renewable energy integration

MSC: 62J02; 62J05; 62M10

1. Introduction

The accurate forecasting of solar irradiance is an aspect in the efficient planning, inte-
gration, and optimization of solar energy systems. Global horizontal irradiance (GHI) is the
key parameter that determines the energy output of solar photovoltaic (PV) systems and the
viability of solar energy projects [1]. Precise GHI forecasting is essential for a variety of applica-
tions, including solar energy generation scheduling, grid integration, and the management of
energy storage systems. Inaccurate GHI predictions can lead to suboptimal decision-making,
infeasible solar energy projects, and challenges in maintaining grid stability and reliability. As
the global demand for renewable energy continues to grow, the need for accurate and reliable
solar irradiance forecasting has become increasingly pressing [2].
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Traditionally, a variety of statistical and physical models have been employed for GHI
forecasting, ranging from simple linear regression to more complex numerical weather
prediction (NWP) models. Lopes et al. [2] assessed the global model of the European Centre
for Medium-Range Weather Forecasts (ECMWF) integrated forecasting system (IFS) for
GHI and DNI forecasts in southern Portugal. They found good agreement between the
model predictions and ground-based measurements for GHI, but limitations in capturing
cloud and aerosol effects for DNI. Pereira et al. [3] proposed a corrective algorithm to
improve the accuracy of ECMWF GHI forecasts using artificial neural networks (ANNs).
The ANN-based algorithm, which also included input from a reference clear sky model,
was tested against the original ECMWF forecasts and a persistence model, showing that it
successfully improved the model predictions.

However, the inherent complexity and variability of solar irradiance, driven by fac-
tors such as cloud cover, atmospheric conditions, and geographical location, have posed
significant challenges for these conventional forecasting approaches. In recent years, ad-
vancements in machine learning (ML) and data-driven modeling techniques have opened
new opportunities for enhancing solar irradiance forecasting accuracy. Regression models,
in particular, have shown promise in capturing the nonlinear relationships and complex
patterns inherent in GHI data, potentially outperforming traditional statistical and physical
models. Several studies explore different ML algorithms and their combinations. Huertas-
Tato et al. [4] investigated blending multiple models, including satellite data, WRF-Solar,
and ML models, demonstrating improved forecasting accuracy compared to individual
models. Garniwa et al. [5] proposed a novel method combining the optical flow method and
the Long Short-Term Memory (LSTM) model for intra-day GHI forecasting using satellite
data. This approach outperforms conventional models, highlighting the potential of deep
learning techniques. Gupta et al. [6] presented a less time-consuming ensemble model with
multivariate empirical mode decomposition (MEMD) for GHI forecasting, achieving better
accuracy than complex deep learning models. Lee et al. [7] compared various ensemble
learning models, including Boosted Trees, Bagged Trees, Random Forest, and General-
ized Random Forest, for solar irradiance prediction. They demonstrate the superiority
of ensemble methods over single learners. Kumari and Toshniwal [8] proposed a Long
Short-Term Memory–Convolutional Neural Network (LSTM-CNN)-based hybrid model
for GHI forecasting. This model leverages the strengths of both LSTM for temporal features
and CNN for spatial features, achieving high accuracy under diverse weather conditions.
Michael et al. [9] introduced a novel deep-learning model using stacked bi-directional
LSTM (BiLSTM)/LSTM for solar irradiance forecasting. This model achieves high accuracy
for both GHI and Plane of Array (POA) irradiance. Chen et al. [10] used information gain
factors to select input variables for deep learning models in solar irradiance forecasting,
improving the model’s effectiveness. Weyll et al. [11] explored machine learning methods
for medium-term GHI forecasting using data from the Global Data Assimilation System
(GDAS). Their findings suggest the potential of integrating global-scale data with local
measurements for improved forecasting. Lai et al. [12] introduced a deep learning-based
hybrid method for GHI forecasting. This method utilizes deep time-series clustering and
a Feature Attention Deep Forecasting (FADF) neural network to achieve high forecasting
accuracy. Castangia et al. [13] investigated the effectiveness of using exogenous meteorolog-
ical data for short-term GHI forecasting. They identify the most relevant input variables and
demonstrate the benefits of using them in machine learning models. Cannizzaro et al. [14]
presented a methodology for GHI forecasting using a combination of Variational Mode
Decomposition (VMD), Convolutional Neural Networks (CNN), and ensemble learning
techniques. This approach achieved good accuracy for short-term and long-term forecasts.
Gupta et al. [15] proposed a MEMD-PCA-GRU model for GHI forecasting, achieving high
accuracy across various locations. Ahmed et al. [16] introduced a hybrid approach using
weather classification and CatBoost for GHI forecasting. Their results demonstrate the
effectiveness of weather classification in improving forecasting accuracy.

The contribution of this work is described below:
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First, this study aims to evaluate the performance of six different regression models—
artificial neural network (ANN), decision tree (DT), elastic net (EN), linear regression (LR),
Random Forest (RF), and support vector regression (SVR)—in forecasting GHI in a site
located in Saudi Arabia. The study is motivated by the need to identify the most accurate
and reliable regression approach for solar irradiance prediction in this region, which is
characterized by a unique climate and high solar energy potential. The selection of these
regression models was motivated by their proven effectiveness and widespread application
in the field of solar irradiance forecasting. These models have demonstrated the ability to
capture the complexity and nonlinearity inherent in solar irradiance data, which makes
them suitable for this application. ANN, RF, and SVR have been widely explored in the
literature and shown to outperform traditional statistical models. The inclusion of simpler
models, e.g., LR and DT, provides a basis for comparison and helps evaluate the trade-off
between model complexity and forecasting accuracy. Additionally, the EN model was
chosen for its ability to handle multicollinearity in the input features, which is a common
challenge in solar irradiance forecasting.

Second, the key novelty of this study lies in the comprehensive comparative analysis of
these regression models used for GHI forecasting, which reveals their respective strengths,
limitations, and applicability in the context of GHI forecasting.

Third, previous studies have explored ML models for solar irradiance forecasting,
but this research uniquely integrates advanced feature selection methods to enhance the
predictive performance of these models.

Finally, focusing on a region with distinct climatic characteristics and high solar energy
potential, this study not only provides a rigorous comparative analysis of different ML
models but also contributes critical insights into the applicability and optimization of
these models for regions with similar environmental conditions. Therefore, by identifying
the most accurate and reliable regression model for GHI prediction in Saudi Arabia, this
research contributes to the development of optimal forecasting strategies for solar energy
systems, supporting the country’s renewable energy goals and promoting a sustainable
energy future.

The research flow of this study is structured as follows. Section 1 introduces the im-
portance of accurate forecasts for solar energy systems and presents the relevant literature.
Section 2 describes the forecast models utilized in the study and details the data collection
and processing. Feature selection using the forward selection method is applied to identify
the most influential features. The feature selection method is also described in this section.
Section 3 presents the results obtained from the analysis and discusses the findings in the
context of forecast accuracy and model performance. Finally, Section 4 concludes the study
by summarizing the key findings and providing recommendations for future research.

2. Materials and Methods

The investigation performed in this study provides robust ML prediction models for
GHI forecasting. The study begins with an initial analysis and data manipulation using
features identified from the existing literature as influential predictors of GHI. Thereafter,
six different regression models are trained and tested. Each model is trained on historical
GHI data and then tested to evaluate its performance in forecasting future GHI values.
Advanced feature selection methods are applied to further refine the feature set. Techniques
such as forward selection, backward selection, and exhaustive search are utilized to identify
the most relevant variables that enhance the models’ predictive power.

Following the application of feature selection techniques, the models are re-trained and
re-tested with the refined feature sets. This step ensures that the models consider the most
impactful features for improved accuracy. The evaluation of the predictive accuracy and
robustness of each model is measured using metrics such as coefficient of determination
or R-squared (R2), Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Mean
Absolute Percentage Error (MAPE), and Mean Absolute Error (MAE). This evaluation
helps in determining the most effective model for GHI forecasting in the specific climatic
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conditions of Saudi Arabia. Figure 1 shows the proposed methodology architecture of
the research.
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2.1. Data Acquisition and Processing

The study focuses on a region in northern Saudi Arabia, specifically at latitude 29.7◦

and longitude 40◦. This site was chosen for its high levels of solar radiation and unique
climatic conditions, which make it particularly suitable for solar photovoltaic (PV) systems.
Importantly, this area hosts the Sakaka Solar PV Power Plant, Saudi Arabia’s first and
largest solar PV project with a capacity of 300 MW [17]. With ongoing efforts to expand
solar PV capacity in the region, the location offers a highly relevant and practical context
for the study, ensuring that the findings are directly applicable to both current and future
solar energy initiatives [17,18].

The meteorology and solar data used in this investigation consist of average monthly
measurements spanning the period from 1984 to 2022, retrieved from the NASA POWER
website [18]. This comprehensive dataset includes the target variable, GHI, measured in
kilowatt-hours per square meter per day (kWh/m2/day). Additionally, it encompasses
various features critical to solar irradiance prediction: Direct Normal Irradiance (DNI) in
kWh/m2/day, average temperature at 2 m (◦C), wind speed at 10 m (m/s), wind speed at
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50 m (m/s), relative humidity at 2 m (%), dew point at 2 m (◦C), surface pressure (kPa),
insolation clearness index, precipitation (mm/day), and surface albedo.

The data preparation and processing were conducted using Python, a powerful pro-
gramming language well-suited for data analysis and ML. This process involved cleaning
the dataset to handle any missing or inconsistent values. Although the dataset in this study
has no missing values, it is important to note that there are various techniques to handle
missing values if they occur. Examples of such techniques include mean imputation, me-
dian imputation, or more advanced methods like k-nearest neighbors (K-NN) imputation,
which estimates missing values based on the similarity of neighboring data points.

Data normalization is an essential step to ensure all features are on a comparable
scale. We applied the min-max normalization method to scale the data within the range
of 0 to 1. The min–max normalization technique was chosen to ensure that all features
contribute equally to the model training process, preventing features with larger scales
from dominating the learning algorithm. The general mathematical expression for (0, 1)
min–max normalization technique is given by Equation (1) [19]:

x′ =
x − min(x)

max(x)− min(x)
, (1)

where x′ is the normalized value, x represents the original value, min(x) is the minimum
value of the feature, and max(x) refers to the maximum value of the feature.

Further, the dataset was split into training (80%) and testing (20%) sets to facilitate
model evaluation. Various Python libraries, such as Pandas for data manipulation, NumPy
for numerical operations, and Scikit-learn for machine learning tasks, were utilized to
streamline the data processing workflow. This meticulous preparation ensures that the
dataset is ready for accurate and efficient model training and testing, ultimately enhancing
the reliability of the GHI forecasting models [20,21].

2.2. Forecasting Models
2.2.1. Artificial Neural Network (ANN)

The Artificial Neural Network (ANN) is a computational model inspired by the human
brain’s network of neurons. It consists of an input layer, one or more hidden layers, and
an output layer. Each layer contains nodes (neurons) connected by weights. The ANN
learns to predict outputs from inputs by adjusting these weights through a process called
backpropagation [20]. The mathematical expression for a neuron’s output in layer l can be
described using Equation (2) [21]:

al
j = σ

(
nl−1

∑
i=1

(
wl

ij ·al−1
i

)
+ bl

j

)
, (2)

where al
j is the activation of neuron j in layer l, σ represents the activation function (e.g.,

sigmoid, ReLU), wl
ij is the weight between neuron i in layer l − 1 and neuron j in layer l,

al−1
i describes the activation of neuron i in the previous layer, bl

j is the bias term for neuron
j in layer l.

The network in this study is trained using backpropagation, where the error is com-
puted and propagated backward to update the weights. Figure 2 demonstrates the ANN
predictive model architecture that includes an input layer with 10 input features, two
hidden layers, and an output layer for the forecasted GHI.
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2.2.2. Decision Tree (DT)

Decision tree Regression is a supervised learning algorithm used to predict continuous
values by learning decision rules derived from the data features. The decision tree, as
illustrated in Figure 3, is structured as a series of nodes, branches, and leaves, where each
internal node represents a decision based on a feature, branches represent the outcomes of
those decisions, and leaves represent predicted values [22].
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The decision tree-building process involves recursively splitting the dataset into subsets
to minimize the prediction error by means of variance reduction. This is usually achieved by
minimizing the variance of the target variable within each subset. For a given dataset D at a
node, the variance of the target variable y is calculated using Equation (3) [23–26]:

Var(D) =
1
D

|D|

∑
i=1

(yi − y)2, (3)

where yi is the target value of the i-th instance, y is the mean of the target values in D, and
|D| is the number of instances in D.

The objective is to find a split that maximizes the reduction in variance. If Dleft and
Dright are the subsets resulting from a split, the reduction in variance is measured by
Equation (4):
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∆Var = Var(D)−

 |Dleft|
|D| Var(Dleft) +

∣∣∣Dright

∣∣∣
|D| Var

(
Dright

), (4)

The algorithm selects the split that maximizes ∆Var, thereby reducing the overall
prediction error.

Once the tree is constructed, predicting the value for a new instance involves traversing
the tree based on the feature values of the instance until reaching a leaf node. The predicted
value ŷ, as expressed by Equation (5), at a leaf node is typically the mean of the target
values of the training instances in that leaf.

ŷ =
1

|Dleft|

|Dleft|

∑
i=1

yi, (5)

where |Dleaf| is the number of instances in the leaf node and yi are the target values of
those instances.

2.2.3. Elastic Net (EN)

Elastic net (EN) is a regularized regression method that linearly combines the penalties
of Lasso (L1) and Ridge (L2) regression. It is particularly useful when dealing with highly
correlated predictors. The objective function for the elastic net is expressed by Equation (6) [27]:

mini =

{
1

2n

n

∑
i=1

(yi − w.xi)
2 + λ1∥w∥1 + λ1∥w∥2

2

}
, (6)

where w is the vector of coefficients, yi represents the target value for the i-th data point, xi
is the feature vector for the i-th data point, λ1 and λ2 are the regularization parameters for
L1 and L2 penalties, respectively.

2.2.4. Linear Regression (LR)

Linear regression (LR) is a basic and widely used type of predictive analysis. The
objective is to model the relationship between a dependent variable and one or more
independent variables by fitting a linear equation to the observed data. The linear regression
model is given by Equation (7) [28]:

y = X.w + b, (7)

where y is the dependent variable, X is the matrix of input features, w is the vector of
coefficients, and b is the intercept.

2.2.5. Random Forest (LR)

Random Forest (RF) is an ensemble learning method that constructs multiple decision
trees during training and outputs the mean prediction (regression) or majority vote (classifi-
cation) of the individual trees. It reduces overfitting by averaging multiple trees trained on
different parts of the data. The prediction for a given input is calculated by Equation (8) [28]:

ŷ =
1
T

T

∑
t=1

ht(x), (8)

where T represents the number of trees, and ht(x) is the prediction of the t-th tree.

2.2.6. Support Vector Regression (SVR)

Support vector regression (SVR) is an application of support vector machines (SVM)
for regression tasks. SVR attempts to fit a function within a specified margin ε around the
actual observed outputs. The objective is to minimize the coefficients while ensuring the
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predictions fall within this margin. The optimization problem for SVR can be formulated
as in Equation (9) [17]:

min
w, b

1
2∥w∥2 + C

N
∑

i=1

(
ξi + ξ*

i

)
s.c.

yi −
(
wTxi + b

)
≤ ε,(

wTxi + b
)
− yi ≤ ε,

ξi, ξ*
i ≥ 0,

i = 1, . . . , N
, (9)

where w represents the weight vector, b is the bias term, ξi and ξ∗i refer to the slack variables
for the i-th data point, the constant C > 0 is the regularization parameter, xi is the input
feature vector.

2.3. Features Selection

Forward, backward, and exhaustive search feature selection methods are applied to
identify the most relevant features that contribute to the predictive performance of the
models. Forward feature selection (Figure 4a) is an iterative process that starts with an
empty model and adds features one at a time. At each step, the feature that improves
the model the most is added. This process continues until no significant improvement is
observed [29]. The algorithm can be summarized as follows:

1. Initialize the model with no features;
2. For each feature not in the model:

• Temporarily add the feature to the model;
• Evaluate the model using a chosen metric (e.g., cross-validation error).

3. Select the feature that most improves the model;
4. Repeat steps 2–3 until no significant improvement is achieved or a stopping criterion

is met.
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Backward feature selection (Figure 4b) starts with all candidates’ features and removes
them one at a time. At each step, the feature whose removal least affects the model’s
performance is removed [29]. The algorithm can be summarized as follows:

1. Initialize the model with all features;
2. For each feature in the model:

• Temporarily remove the feature from the model;
• Evaluate the model using a chosen metric (e.g., cross-validation error).

3. Select the feature whose removal has the least impact on the model;
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4. Repeat steps 2–3 until a stopping criterion is met (e.g., a specified number of features
remain or no significant improvement is observed).

Exhaustive search evaluates all possible combinations of features to determine the
best subset. This method is computationally expensive but guarantees finding the optimal
set of features [30]. The algorithm can be described as:

1. Generate all possible combinations of features;
2. For each combination:

• Train the model using the selected combination of features;
• Evaluate the model using a chosen metric (e.g., cross-validation error).

3. Select the combination that yields the best performance.

Forward feature selection identified temperature, insolation clearness index, and DNI
as the most relevant features. Similarly, both backward feature selection and exhaustive
search methods converged on the same set of features: temperature, relative humidity,
insolation clearness index, and DNI. Notably, surface pressure, which ranked second in
correlation with the target variable (GHI), as shown in Figure 5, was not selected by any of
the feature selection methods. Feature selection methods prioritize relevant features and
minimize redundancy and noise. This explains the exclusion of surface pressure, despite its
high correlation. It suggests that surface pressure’s contribution to GHI prediction might be
captured by the chosen features (temperature, relative humidity, insolation clearness index,
and DNI). Additionally, feature selection algorithms might have identified multicollinearity
between surface pressure and other features, prioritizing a diverse set of features for a more
robust model.
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2.4. Evaluation Metrics

Evaluation metrics are fundamental to assessing the performance of machine learning
models. The choice of evaluation metric depends on the nature of the problem, such as
classification, regression, or clustering. Regression problems, such as the predictive models
performed in this study, are typically evaluated using metrics such as MSE, MAE, and
R2. Each metric highlights different aspects of model performance; for instance, MSE
emphasizes the magnitude of prediction errors. In this study, R2, MSE, RMSE, MAPE, and
MAE are calculated to evaluate the accuracy of the predictive models using Equations
(10)–(14) [31,32], respectively.
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R2 = 1 − ∑(yi − ŷ)2

∑(yi − y)2 , (10)

MSE =
1
N

N

∑
i=1

(yi − ŷi)
2, (11)

RMSE =
√

MSE =

√√√√ 1
N

N

∑
i=1

(yi − ŷi)
2, (12)

MAPE =
1
N

N

∑
i=1

(
|yi − ŷi|

yi

)
× 100%, (13)

MAE =
1
N

N

∑
i=1

|yi − ŷi|, (14)

where yi represents the observed value of GHI, ŷi is the predicted value of GHI, and N is
the number of observations.

2.5. Cross-Validation

The cross-validation (CV) technique is essential for ensuring that the prediction models
perform robustly on unseen datasets. Principally, CV is performed by splitting the data
into several groups; one group is used to test the performance of the model, while the other
groups are used to train the model. Many iterations are performed to complete the whole
process over a specific timeframe, with different groups acting as the test and training
datasets [33]. Various techniques are used to validate the accuracy of the model, such as
k-fold and shuffle split, which were used in this research.

2.5.1. K-Fold CV Method

In this technique, the data are split into k dataset samples randomly, as illustrated in
Figure 6 [34]. One sample out of these k datasets is selected to validate the results, while the
remaining k − 1 samples are used as training datasets. The most popular techniques used
in the k-fold CV method are 5-fold and 10-fold. The best predicted results for this method
are obtained by optimally grouping the testing datasets for validation and training datasets.
Additionally, before building the model and selecting samples, it is advised to conduct
sanity testing on the dataset to identify missed values and unwanted rows. The quality of
the data used for classification is rarely checked in previous research [35]. However, the
appropriateness of the data is checked in this work before training the classification model.
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2.5.2. Shuffle Split CV Method

Shuffle split, also known as the Monte Carlo CV (MCCV) method, is an asymptotically
reliable technique in deciding the model number of elements. The over-fitting is eliminated
in this method as it does not consider the excessive models with a higher probability of
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selecting the calibrated model [36]. This method, as in k-fold, splits the data into trained and
tested subsamples. Initial splitting of the data into groups is flexible with any percentage;
however, at each iteration, the dataset percentages of tested and trained subsamples are to
be different. The next phase is to check the accuracy of the model by comparing it with
the test dataset. The performance of the model is validated by computing the average test
errors for all the iterations as in Equation (15):

Error =
1
n

n

∑
i=1

Errori (15)

where i represents the model that is used in the n-th iteration.

3. Results and Discussion

This section discusses the results obtained from forecasting the GHI in Saudi Arabia
using six regression models: ANN, DT, EN, LR, RF, and SVR. The performance of these
models was evaluated using several accuracy metrics, namely, R2, MSE, RMSE, MAPE, and
MAE, as presented in Table 1.

Table 1. Accuracy evaluation metrics.

Metric
Algorithm

ANN DT EN LR RF SVR

R2 0.9976 1 0.8396 0.9986 0.9987 0.9878
Mean Squared Error (MSE) 0.0065 0 0.4289 0.0037 0.0036 0.0325

Root Mean Squared Error (RMSE) 0.0803 0 0.6549 0.0610 0.0599 0.1803
Mean Absolute Percentage Error (MAPE) 0.0102 0 0.0966 0.0086 0.0079 0.0238

Mean Absolute Error (MAE) 0.0567 0 0.5534 0.0480 0.0438 0.1305

The ANN model achieved an R2 of 0.9976, indicating that 99.76% of the variability in
the target variable (GHI) can be explained by the model. The MSE was 0.0065, the RMSE
was 0.0803, the MAPE was 0.0102, and the MAE was 0.0567. These results demonstrate
that the ANN model was able to provide highly accurate GHI predictions, with low errors
across the various metrics. Figure 7 illustrates the training and validation accuracy and loss
at each epoch for the ANN model. The convergence of the model indicates that the ANN
was effectively and expeditiously trained, achieving a balance between bias and variance.
The validation accuracy which follows the training accuracy indicates that the model is not
overfitting. This is an important observation as it underscores the robustness of the ANN
model in handling the data without becoming too tailored to the training set, which can
often lead to poor performance on unseen data. The scatter plot and time series plot of the
ANN model’s predictions (Figure 8) further confirm its ability to capture the variations in
the GHI values.

Figure 9 shows that the DT regression model was the most accurate among the models
tested. The DT model achieved an R2 value of 1.0, indicating that it was able to perfectly
capture the relationship between the input variables and the GHI. The MSE, RMSE, MAPE,
and MAE were all 0.0. These performance indicators demonstrate the exceptional predictive
performance of the decision tree model, as it was able to fit the training data flawlessly.
The high accuracy of the decision tree model can be attributed to its ability to partition the
input space into homogeneous regions and assign a constant value (the average GHI) to
each region.
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The EN regression model exhibited moderate performance in explaining GHI variabil-
ity, achieving an R2 of 0.8396. While this indicates its ability to capture broad trends, error
metrics—MSE (0.4289), RMSE (0.6549), MAPE (0.0966), and MAE (0.5534)—reveal limita-
tions in precisely matching individual data points. Elaborations in Figure 10 corroborate
these findings, demonstrating the model’s ability to track the general GHI trajectory but
failing to capture finer details. Compared to ANN and DT models, the elastic net appears
less adept at precise GHI prediction.
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The LR model demonstrated strong explanatory power for GHI unpredictability,
achieving a high R2 of 0.9986. This translates to capturing over 99.86% of the variance,
indicating a good fit for the overall trend. However, examining error metrics reveals
limitations in point-to-point prediction accuracy. The MSE of 0.0037, RMSE of 0.0610,
MAPE of 0.0086, and MAE of 0.0480 suggest the presence of residual error. Figure 11
perceptibly confirms these observations. Compared to the ANN and DT models, linear
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regression offers a good balance between interpretability and accuracy, though potentially
surpassed by those methods in precise prediction.
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The RF regression model demonstrated a remarkable performance reflected by an R2

value of 0.9987, which indicates its ability to explain 99.87% of the variability observed in
the GHI. This finding highlights the model’s strong predictive capabilities and its potential
for accurately capturing the underlying patterns within the GHI dataset. Assessing the
model’s predictive accuracy, MSE was measured at 0.0036, indicating a relatively small
average squared difference between the predicted and actual GHI values. The RMSE of the
RF model was found to be 0.0599. This metric provides a measure of the typical magnitude
of the residuals, further supporting the model’s ability to closely align with the observed
GHI values. Moreover, MAPE was calculated at 0.0079, which further substantiates the
model’s accuracy by indicating a low average percentage deviation from the observed
GHI values.

In addition, MAE was determined to be 0.0438, indicating a small average absolute
difference between the predicted and actual GHI values. Figure 12 illustrates the model’s
exceptional performance, successfully capturing both the overall trend and finer details of
the GHI dataset.

The SVR model achieved an R2 of 0.9878, indicating that it was able to explain 98.78%
of the variability in the GHI. Examining the error metrics, MSE for the SVR model was
calculated at 0.0325. This value suggests a relatively larger average squared difference
between the predicted and actual GHI values compared to the ANN, DT, and RF models.
Additionally, MAPE was determined to be 0.0238, indicating a moderate average percentage
deviation from the observed GHI values. The model’s MAE was measured at 0.1305,
signifying a somewhat larger average absolute difference between the predicted and actual
GHI values. Figure 13 reveals that the SVR model may not adequately account for the
intricacies and subtle fluctuations present in the GHI dataset.
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The results of the GHI forecasting analysis using various regression models feature
the predictive strength of each approach. The DT model emerged as the top performer
with perfect scores across all metrics, indicating its exceptional ability to capture the
complex relationship between input variables and GHI. The RF model was closely followed,
exhibiting strong predictive power and handling non-linear relationships effectively. The
ANN model also showed promising results, demonstrating good accuracy and the ability
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to learn complex patterns. While the SVR and LR models performed moderately well, the
EN model had the least impressive performance. This analysis highlights the importance of
model selection and evaluation, as different models have varying strengths and weaknesses
depending on the specific problem and data characteristics. The findings suggest that DT
and RF are suitable choices for GHI forecasting in Saudi Arabia, offering high accuracy
and robustness.

Despite the DT model demonstrating the highest performance in this specific context,
it is important to acknowledge that different models may perform variably under different
conditions and datasets. The use of multiple models in practice is driven by factors such
as robustness, generalizability, and sensitivity to overfitting. For instance, while the DT
model may perform exceptionally well in this study, it can be prone to overfitting, par-
ticularly with smaller datasets or datasets with high variance. Models such as RF and
SVR are often preferred in practice because they tend to be more robust and generalize
better across different datasets. Therefore, the inclusion and comparison of various mod-
els provide a comprehensive understanding of their strengths and limitations, ensuring
that the most suitable model can be selected based on specific project requirements and
data characteristics.

3.1. Features Selection Analysis

The study also explored the effectiveness of feature selection methods in improving
the performance of predictive ML models. While backward selection and exhaustive search
yielded the best results for the SVR model, with improvements in R2 and reductions in
error metrics, most algorithms showed minimal improvement or no change in performance
across all feature selection methods compared to using all features. This suggests that
for this particular dataset, feature selection may not be a necessity for all algorithms.
Figure 14 and Table 2 compare the different prediction accuracy measures for the forward,
backward, and exhaustive feature selection methods with the accuracy of models applying
all the features.
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Table 2. Accuracy evaluation metrics for the feature selection methods.

All Features Were Selected

Metric
Algorithm

ANN DT EN LR RF SVR

R2 0.9976 1 0.8396 0.9986 0.9987 0.9878
Mean Squared Error (MSE) 0.0065 0 0.4289 0.0037 0.0036 0.0325
Root Mean Squared Error (RMSE) 0.0803 0 0.6549 0.061 0.0599 0.1803
Mean Absolute Percentage Error (MAPE) 0.0102 0 0.0966 0.0086 0.0079 0.0238
Mean Absolute Error (MAE) 0.0567 0 0.5534 0.048 0.0438 0.1305

Forward features selection method

Metric
Algorithm

ANN DT EN LR RF SVR

R2 0.9976 1 0.8513 0.9985 0.9988 0.9987
Mean Squared Error (MSE) 0.0065 0 0.3977 0.0040 0.0031 0.0035
Root Mean Squared Error (RMSE) 0.0803 0 0.6306 0.0634 0.0556 0.0595
Mean Absolute Percentage Error (MAPE) 0.0102 0 0.1007 0.0089 0.0072 0.0074
Mean Absolute Error (MAE) 0.0567 0 0.5577 0.0491 0.0405 0.0433

Backward features selection method

Metric
Algorithm

ANN DT EN LR RF SVR

R2 0.9982 1 0.8396 0.9986 0.9988 0.9969
Mean Squared Error (MSE) 0.0049 0 0.4289 0.0038 0.0032 0.0083
Root Mean Squared Error (RMSE) 0.0699 0 0.6549 0.0618 0.0569 0.0910
Mean Absolute Percentage Error (MAPE) 0.0099 0 0.0966 0.0087 0.0071 0.0136
Mean Absolute Error (MAE) 0.0554 0 0.5534 0.0482 0.0403 0.0737

Exhaustive features selection method

Metric
Algorithm

ANN DT EN LR RF SVR

R2 0.9982 1 0.8396 0.9986 0.9988 0.9969
Mean Squared Error (MSE) 0.0049 0 0.4289 0.0038 0.0032 0.0083
Root Mean Squared Error (RMSE) 0.0699 0 0.6549 0.0618 0.0569 0.0910
Mean Absolute Percentage Error (MAPE) 0.0099 0 0.0966 0.0087 0.0071 0.0136
Mean Absolute Error (MAE) 0.0554 0 0.5534 0.0482 0.0403 0.0737

3.2. Analysis of K-Fold and Shuffle Splits Cross-Validation

The cross-validation techniques are important to provide a more robust assessment
of the models’ performance and to ensure that the results are not biased by the specific
train–test split used. Tables 3 and 4 present the accuracy evaluation metrics for the different
machine learning models using k-fold and shuffle split cross-validation, respectively. The
results with k-fold split cross-validation, presented in Table 3, provide a more robust as-
sessment of the models’ performance. The DT model maintained its superior performance,
with an average R2 of 0.9978, MSE of 0.0055, RMSE of 0.0716, MAPE of 1.09%, and MAE of
0.0589. However, all the models showed a relatively consistent performance, which means
that the models were able to generalize better and capture the underlying patterns in the
data when k-fold cross-validation was applied.
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Table 3. Accuracy evaluation metrics for k-fold split cross-validation.

Number of Folds
ANN

R2 MSE RMSE MAPE MAE

1 0.9981 0.0052 0.0721 0.0099 0.0529
2 0.9893 0.0312 0.1766 0.0255 0.1263
3 0.9975 0.0066 0.0815 0.0095 0.0501
4 0.9927 0.0212 0.1456 0.0216 0.1101
5 0.9928 0.0211 0.1454 0.0210 0.1090
6 0.9977 0.0060 0.0777 0.0100 0.0560
7 0.9934 0.0194 0.1391 0.0207 0.1055
8 0.9978 0.0060 0.0772 0.0096 0.0529
9 0.9926 0.0216 0.1471 0.0219 0.1110

10 0.9979 0.0056 0.0748 0.0097 0.0559
Average 0.9950 0.0144 0.1137 0.0159 0.0830

Number of Folds
DT

R2 MSE RMSE MAPE MAE

1 0.9981 0.0048 0.0690 0.0078 0.0460
2 0.9970 0.0054 0.0738 0.0097 0.0608
3 0.9973 0.0072 0.0849 0.0115 0.0616
4 0.9986 0.0032 0.0567 0.0100 0.0517
5 0.9975 0.0069 0.0828 0.0135 0.0697
6 0.9992 0.0029 0.0541 0.0088 0.0510
7 0.9992 0.0016 0.0399 0.0053 0.0338
8 0.9975 0.0071 0.0843 0.0133 0.0689
9 0.9983 0.0041 0.0638 0.0123 0.0596

10 0.9960 0.0114 0.1069 0.0164 0.0858
Average 0.9978 0.0055 0.0716 0.0109 0.0589

Number of Folds
EN

R2 MSE RMSE MAPE MAE

1 0.8655 0.3355 0.5793 0.0890 0.5001
2 0.8071 0.3514 0.5928 0.0734 0.4799
3 0.8779 0.3234 0.5687 0.0862 0.4384
4 0.6138 0.8785 0.9373 0.1708 0.8662
5 0.8177 0.4943 0.7030 0.1146 0.6365
6 0.7762 0.6543 0.8089 0.1193 0.7343
7 0.7255 0.5294 0.7276 0.1016 0.6800
8 0.8777 0.3523 0.5936 0.0774 0.4734
9 0.8372 0.3845 0.6201 0.1033 0.4986

10 0.8903 0.3153 0.5615 0.0739 0.4456
Average 0.8089 0.4619 0.6693 0.1010 0.5753

Number of Folds
LR

R2 MSE RMSE MAPE MAE

1 0.9875 0.0312 0.1767 0.0251 0.1470
2 0.9918 0.0150 0.1226 0.0177 0.1080
3 0.9893 0.0284 0.1686 0.0193 0.1230
4 0.9797 0.0461 0.2148 0.0254 0.1330
5 0.9652 0.0943 0.3070 0.0505 0.2322
6 0.9783 0.0634 0.2518 0.0154 0.1678
7 0.9886 0.0221 0.1485 0.0154 0.1067
8 0.9725 0.0793 0.2815 0.0451 0.2289
9 0.9961 0.0092 0.0959 0.0172 0.0889

10 0.9794 0.0592 0.2432 0.0277 0.1689
Average 0.9828 0.0448 0.2011 0.0276 0.1504
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Table 3. Cont.

Number of Folds
RF

R2 MSE RMSE MAPE MAE

1 0.9920 0.0200 0.1414 0.0192 0.1181
2 0.9893 0.0195 0.1398 0.0190 0.1112
3 0.9887 0.0298 0.1726 0.0179 0.1079
4 0.9757 0.0552 0.2349 0.0312 0.1608
5 0.9829 0.0465 0.2155 0.0371 0.1546
6 0.9948 0.0153 0.1238 0.0164 0.1018
7 0.9947 0.0103 0.1013 0.0111 0.0777
8 0.9881 0.0342 0.1850 0.0297 0.1553
9 0.9948 0.0123 0.1108 0.0190 0.0901

10 0.9949 0.0148 0.1216 0.0122 0.0848
Average 0.9949 0.0258 0.1547 0.0213 0.1162

Number of Folds
SVR

R2 MSE RMSE MAPE MAE

1 0.9808 0.0480 0.2192 0.0269 0.1662
2 0.9757 0.0443 0.2106 0.0264 0.1640
3 0.9932 0.0179 0.1339 0.0194 0.1169
4 0.9665 0.0762 0.2761 0.0437 0.2115
5 0.9535 0.1260 0.3550 0.0583 0.2353
6 0.9803 0.0575 0.2397 0.0272 0.1721
7 0.9917 0.0160 0.1266 0.0162 0.1053
8 0.9954 0.0132 0.1148 0.0170 0.0975
9 0.9150 0.2008 0.4481 0.0612 0.2684

10 0.6314 1.0598 1.0295 0.1608 0.7485
Average 0.9384 0.1660 0.3153 0.0457 0.2286

Table 4. Accuracy evaluation metrics for shuffle split cross-validation.

Number of Splits
ANN

R2 MSE RMSE MAPE MAE

1 0.9934 0.0192 0.1386 0.0197 0.1025
2 0.9969 0.0082 0.0903 0.0121 0.0638
3 0.9929 0.0208 0.1444 0.0214 0.1090
4 0.9961 0.0103 0.1016 0.0120 0.0639
5 0.9983 0.0046 0.0679 0.0079 0.0456
6 0.9866 0.0392 0.1979 0.0281 0.1420
7 0.9983 0.0045 0.0670 0.0077 0.0431
8 0.9949 0.0149 0.1219 0.0180 0.0933
9 0.9977 0.0061 0.0782 0.0096 0.0527
10 0.9877 0.0359 0.1894 0.0265 0.1381

Average 0.9943 0.0164 0.1197 0.0163 0.0854

Number of Splits
DT

R2 MSE RMSE MAPE MAE

1 0.9981 0.0059 0.0768 0.0154 0.0590
2 0.9981 0.0046 0.0677 0.0100 0.0629
3 0.9987 0.0070 0.0838 0.0110 0.0652
4 0.9982 0.0052 0.0719 0.0117 0.0633
5 0.9983 0.0066 0.0812 0.0088 0.0617
6 0.9979 0.0059 0.0770 0.0117 0.0484
7 0.9984 0.0059 0.0770 0.0094 0.0484
8 0.9983 0.0052 0.0719 0.0129 0.0497
9 0.9982 0.0070 0.0834 0.0132 0.0701
10 0.9974 0.0096 0.0981 0.0080 0.0713

Average 0.9980 0.0062 0.0789 0.0112 0.0598
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Table 4. Cont.

Number of Splits
EN

R2 MSE RMSE MAPE MAE

1 0.8680 0.3541 0.5950 0.1240 0.5710
2 0.8617 0.3773 0.6142 0.1002 0.7535
3 0.7740 0.2436 0.4936 0.0955 0.6943
4 0.8391 0.3887 0.6235 0.0960 0.6523
5 0.8759 0.5224 0.7228 0.0957 0.4565
6 0.8707 0.1463 0.3825 0.0792 0.5736
7 0.9305 0.3961 0.6294 0.1559 0.6751
8 0.8661 0.6477 0.8048 0.0893 0.6860
9 0.8909 0.6786 0.8238 0.1030 0.6000
10 0.9026 0.6799 0.8246 0.1225 0.5764

Average 0.8679 0.4435 0.6514 0.1061 0.6238

Number of Splits
LR

R2 MSE RMSE MAPE MAE

1 0.9913 0.0436 0.2087 0.0303 0.1632
2 0.9828 0.0628 0.2505 0.0377 0.2221
3 0.9595 0.0420 0.2049 0.0225 0.1105
4 0.9657 0.0730 0.2702 0.0231 0.1405
5 0.9632 0.0712 0.2669 0.0244 0.1732
6 0.9656 0.0552 0.2349 0.0302 0.1742
7 0.9715 0.0362 0.1904 0.0302 0.1942
8 0.9620 0.0685 0.2618 0.0315 0.1411
9 0.9775 0.0154 0.1242 0.0250 0.1695
10 0.9836 0.0444 0.2107 0.0311 0.1605

Average 0.9723 0.0512 0.2449 0.0292 0.1649

Number of Splits
RF

R2 MSE RMSE MAPE MAE

1 0.9831 0.0062 0.0785 0.0234 0.1773
2 0.9848 0.0237 0.1539 0.0197 0.1133
3 0.9833 0.0289 0.1700 0.0182 0.1179
4 0.9861 0.0327 0.1808 0.0334 0.1068
5 0.9861 0.0151 0.1227 0.0265 0.1582
6 0.9938 0.0322 0.1795 0.0241 0.1138
7 0.9900 0.0139 0.1181 0.0222 0.1434
8 0.9891 0.0250 0.1582 0.0359 0.1296
9 0.9880 0.0256 0.1601 0.0361 0.0716
10 0.9880 0.0164 0.1282 0.0223 0.0988

Average 0.9880 0.0220 0.1450 0.0262 0.1231

Number of Splits
SVR

R2 MSE RMSE MAPE MAE

1 0.9056 0.2011 0.4484 0.0838 0.2483
2 0.9499 0.0837 0.2893 0.0370 0.2509
3 0.9718 0.2508 0.5008 0.0310 0.2738
4 0.9084 0.0801 0.2831 0.0512 0.1557
5 0.9504 0.2467 0.4967 0.0433 0.4121
6 0.9412 0.3042 0.5515 0.0626 0.3009
7 0.9501 0.2116 0.4600 0.0504 0.1633
8 0.9228 0.2087 0.4569 0.0643 0.2541
9 0.9776 0.1299 0.3605 0.0236 0.1592
10 0.9867 0.0610 0.2471 0.0411 0.3380

Average 0.9464 0.1778 0.4094 0.0488 0.2556

The results of the shuffle split cross-validation, presented in Table 4, provide additional
confirmation of the models’ performance and consistency. The overall trends observed
in the k-fold split cross-validation are further reinforced, with the DT, ANN, RF, and LR
models demonstrating the highest levels of predictive accuracy and robustness. The SVR
and EN models, while still exhibiting reasonable predictive capabilities, showed lower
average R2 scores compared to the top-performing models. These results suggest that
the prediction models are robust and can consistently deliver high-quality predictions,
even with different cross-validation approaches. However, the exceptionally consistent
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performances and accuracy measures of the DT, ANN, RF, and LR models across the
different cross-validation methods suggest that these models are well-suited for accurate
GHI forecasting in the given context.

Although the results indicate the performance of various machine learning mod-
els for forecasting GHI, it is essential to acknowledge the limitations of each model in
practical applications.

• Artificial Neural Network: NN: Although the ANN showed promising accuracy, its
reliance on a large amount of data for training can be a limitation, especially in regions
with sparse historical data. Additionally, ANNs can be prone to overfitting if not
carefully regulated, which may affect their generalization to unseen data.

• Decision Trees: DTs are intuitive and easy to interpret; however, they can be sensitive
to small variations in the data. This sensitivity may lead to different models with slight
data changes, which can hinder their reliability in dynamic climatic conditions.

• Elastic Net: While the EN effectively handles multicollinearity, its performance can be
limited by the choice of hyperparameters. Finding the optimal balance between LASSO
and Ridge penalties is crucial, and this tuning process can be computationally intensive.

• Linear Regression: LR assumes a linear relationship between predictors and the
response variable, which may not capture the complexities of solar irradiance patterns.
This simplification can lead to significant errors, particularly in non-linear scenarios.

• Random Forest: RF models, while robust and generally accurate, can suffer from interpretabil-
ity issues. The ensemble nature of RF makes it difficult to understand the contribution of
individual features, which is critical for stakeholders seeking actionable insights.

• Support Vector Regression: SVR is effective in high-dimensional spaces, but its per-
formance can degrade with the presence of noise in the data. Additionally, selecting
the appropriate kernel and tuning hyperparameters can be challenging and requires
careful validation.

4. Conclusions

The prediction of global horizontal irradiance (GHI) is an important aspect during
the development of solar photovoltaic power plants. This study aims to investigate the
predictive performance of six machine learning models (ANN, DT, EN, LR, RF, and SVR)
in forecasting GHI in the northern part of Saudi Arabia. The meteorology and solar data
pertaining to this investigation are the average monthly measurements between 1984 and
2022 and were retrieved from the NASA POWER website. The long-term data span provides
a comprehensive and long-term perspective on the meteorological conditions and solar
resource characteristics. Average monthly measurements were specifically utilized for the
analysis, allowing for a detailed assessment of the variations and trends in meteorological
parameters and solar irradiance over the years.

Five evaluation metrics—R2, MSE, RMSE, MAPE, and MAE—were considered to eval-
uate the prediction accuracy. The results revealed that the DT prediction model outperforms
other models across various evaluation measures. The DT model exhibited exceptional
performance, achieving an R2 of one and a zero error rate on the employed error evaluation
metrics. This remarkable outcome establishes its dominance in terms of accuracy and
precision for GHI forecasting. However, ANN, LR, RF, and SVR models also provided
reliable predictions with satisfactory overall performance.

The study also investigated the impact of feature selection methods on the performance
of the predictive models. Various feature selection techniques, including forward selection,
backward selection, and exhaustive search, were employed to identify the most influential
features for GHI forecasting. The results indicated that, while backward selection and
exhaustive search notably improved the performance of the SVR model, yielding higher
R2 values and lower error metrics, the other models showed minimal improvement or
no significant change in performance across all feature selection methods. This suggests
that for the given dataset, incorporating all features may be more beneficial than applying
feature selection for most of the models, except for SVR, where selective feature refinement
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proved to be advantageous. The major findings of this study can be summarized in the
following points:

• DT Model: Achieved perfect accuracy with an R2 value of 1.0 and zero errors across
all metrics, highlighting its capability to flawlessly capture the relationship between
input variables and GHI;

• ANN, RF, and LR Models: Demonstrated high accuracy with R2 values exceeding 0.99,
indicating their strong potential for precise GHI forecasting;

• EN Model: While effective in capturing broad trends, it showed limitations in predict-
ing individual data points accurately, reflected in a lower R2 and higher error metrics
compared to other models;

• SVR Model: Performed reasonably well but struggled with capturing finer details and
subtle fluctuations, as indicated by a lower R2 value and higher error metrics;

• Feature Selection: Backward selection and exhaustive search improved the SVR
model’s performance, but for the majority of the models, using all features was more
beneficial, indicating minimal gains from feature selection methods.

These findings underscore the importance of selecting appropriate regression models
and feature selection techniques tailored to the specific characteristics of the dataset to
achieve high forecasting accuracy in solar irradiance prediction. However, future research
could explore the development and testing of hybrid models that combine the strengths
of various machine learning algorithms, which could offer new avenues for improving
forecast accuracy. Furthermore, expanding the scope of the study to include multiple
geographical locations with diverse climatic conditions would help in generalizing the
findings and formulating robust forecasting strategies applicable to different solar energy
projects globally.

To support the reproducibility of this study, it is worth revealing the specifications of
the system used in the analysis. The experiments for this study were conducted using a
MacBook Air (M2, 2022) with the following specifications: Apple M2 chip with 8-core CPU
and 10-core GPU, 16 GB of unified memory, and 512 GB SSD storage.
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