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Abstract

:

We propose a 6D pose estimation method that introduces an edge attention mechanism into the bidirectional feature fusion network. Our method constructs an end-to-end network model by sharing weights between the edge detection encoder and the encoder of the RGB branch in the feature fusion network, effectively utilizing edge information and improving the accuracy and robustness of 6D pose estimation. Experimental results show that this method achieves an accuracy of nearly 100% on the LineMOD dataset, and it also achieves state-of-the-art performance on the YCB-V dataset, especially on objects with significant edge information.






Keywords:


6D pose estimation; edge attention; feature fusion; deep learning; mixed reality




MSC:


68T07; 68T45












1. Introduction


In recent years, 3D vision tasks have emerged as a significant area of research, with 6D pose estimation technology garnering considerable attention due to its wide range of applications, including robotics, autonomous driving, scene understanding, and augmented reality. The problem of estimating the 6D pose, which involves determining the three-dimensional position and orientation of an object, has a rich history of research and has given rise to various methodological approaches. These approaches can be broadly categorized into template-based, correspondence-based, and voting-based methods.



The input data for these methods typically include RGB images, which provide rich texture information, and depth images, which supply geometric details. Depth images have been shown to enhance pose estimation accuracy, leading to a growing trend of using RGB-D data as input for 6D pose estimation tasks. However, a significant challenge in this domain is the requirement for large amounts of training data, which becomes increasingly difficult to obtain as model complexity increases. This has spurred interest in methods that maximize the extraction of useful information from existing data.



In response to these challenges, we propose a novel 6D pose estimation method that introduces an edge-aware attention mechanism within a bidirectional feature fusion network. Our method constructs an end-to-end network model by sharing encoder weights between the edge detection network and the RGB branch of the feature fusion network. This joint training approach ensures that edge features are effectively integrated into the pose estimation process, enhancing accuracy, particularly in challenging scenarios involving complex backgrounds or partial occlusions.



Our method’s innovative edge-aware approach, combined with the bidirectional fusion of RGB and depth information, leads to significant improvements in pose estimation accuracy over existing baseline models. We validate the effectiveness of our approach through comprehensive evaluations on the LineMOD and YCB-V datasets, where our method outperforms several state-of-the-art techniques in key metrics, demonstrating its robustness and generalizability.



The remainder of this paper is structured as follows: we first review recent advancements in 6D pose estimation, categorizing related work based on input modalities (RGB-based and RGB-D-based) and methodological approaches (template-based, correspondence-based, and voting-based). We then detail our proposed edge-aware 6D pose estimation method, followed by a presentation of our experimental results and conclusions.




2. Related Works


Pose estimation has a wide range of applications, and research includes human pose estimation [1,2], hand gesture estimation [3,4], object pose estimation, etc. We study the 6D pose estimation of objects. 6D pose estimation can be divided into two categories according to the input type: 2D RGB image-based and 3D image-based (depth map and point cloud). Before the popularization of 3D images, most methods were based on RGB images. RGB images provide image information for the target object, but their performance is easily affected by illumination changes, complex backgrounds, and textureless object surfaces.



Since the advent of depth sensors such as Microsoft Kinect, depth maps and point clouds have been widely used in computer vision tasks, and a large number of RGB-D-based 6D pose estimation research works have also emerged (see Table 1).



2.1. RGB-Based Methods


2.1.1. Template-Based Methods


The method proposed in [24] is an important representative of template-based methods. This method improves detection speed and accuracy by automatically generating templates from CAD 3D models and using 3D models to obtain the pose estimation of the object. Although the viewpoint sampling and selection method of this method has a greater impact on the results, resulting in slightly lower accuracy than recent methods, as an early attempt, it provides an important direction for subsequent research.



After generating a large number of templates, the method in [25] encodes all the templates to form a codebook instead of directly using the template images as template libraries. This encoding method improves efficiency and accuracy but still relies on the 3D model of the target object, and the codebook contains up to 92,232 entries, which is not conducive to practical applications.



Other related works [20,21,22,23] adopt similar template matching methods. Deep-6DPose [20] achieves a direct regression of the pose of 6D objects by decoupling the pose parameters into translation and rotation, making training more feasible. In order to reduce the amount of training data required, DSC-PoseNet [21] effectively alleviates the domain difference between synthetic data and real data by constructing cross-scale self-supervisory signals. In the case of RGB data training, it outperforms the latest methods based on synthetic data training and is on par with fully supervised methods. The PFRL [22] framework performs 6D pose estimation in a Pose-Free manner, designs a reward mechanism based on 2D masks, and uses composite reinforcement optimization rules to effectively learn operation strategies. OSOP [23] uses 2D templates rendered from different perspectives to represent 3D query models for dense feature extraction and matching. Although these methods perform well on synthetic data, there are domain differences between real images and synthetic images, which affects the accuracy of feature extraction.




2.1.2. Correspondence-Based Methods


Correspondence-based methods are a more common class of methods. NOCS [5] jointly estimates the metric 6D pose and size of multiple objects by normalizing the targets to the same space, but the accuracy of the results is too dependent on the results of converting the images to NOCS. Pix2Pose [6] proposes a transformation loss function to handle symmetric objects, uses generative adversarial training to restore occluded parts, and predicts the 3D coordinates of each object pixel through an autoencoder architecture, solving challenges such as occlusion and symmetry, but requires a 3D model with high accuracy. PoseCNN [7] explicitly models the dependencies and independence between pose estimation tasks by decomposing them into different components. Inspired by [7], Convposecnn [44] leverages the pre-trained VGG16 backbone network for feature extraction and uses a fully convolutional architecture to achieve pixel-level quaternion translation prediction, thereby increasing model size and training/inference speed. GDR-Net [8] learns 6D poses in an end-to-end manner from intermediate geometric representations based on dense correspondences by leveraging geometric guidance. SO-Pose [45] is a new deep architecture that regresses 6D poses from two-layer representations of 3D objects. It uses self-occlusion and 2D-3D correspondences to establish a two-layer representation of each 3D spatial object and achieves two-cross-layer consistency. The method in [9] is to recover the pose of a complete 6-DOF object from an RGB image sequence, which helps to capture the pose information of the object more accurately in practical applications. DPOD [10] estimates the dense multi-class 2D-3D correspondence mapping between the input image and the 3D model, thereby achieving end-to-end pose estimation. ZebraPose [11] proposed a novel coarse-to-fine surface encoding method for 6 DoF object pose estimation, assigning a unique descriptor to each 3D vertex. All of these methods rely on the 3D model of the target, which greatly limits the generalization of the model.



Some correspondence-based methods have tried to address this challenge. Some methods use multi-image, some use iterative methods, and some implement the pose estimation of monocular RGB images. DPODv2 [12] introduced NOCS [5] on the basis of DPOP [10], removing the dependence on 3D models. OnePose [13] borrowed the idea of visual positioning. It only needs to perform a simple RGB video scan of the object to build a sparse SfM model of the object and directly query 2D-3D matching through the attention network to achieve pose estimation without relying on CAD models. NeRF-Pose [14] implements a weakly supervised method for 6D object pose estimation in monocular images by first reconstructing the object using implicit neural representation and then training a pose regression network. Reference [15] introduced a new differentiable layer called “Bidirectional Deep Enhanced PnP (BD-PnP)” that can simultaneously satisfy two sets of 2D-3D correspondences. EPro-PnP [16] uses a learnable probabilistic PnP layer to support end-to-end training and incorporate the uncertainty of 2D-3D correspondences. POPE [17] uses pre-trained 2D base models and 3D geometric principles to estimate the relative pose between object cues and target objects, achieving zero-shot object pose estimation in different environments. Gen6D [18] consists of an object detector, a view selector, and a pose optimizer and only requires annotated images of unknown objects to accurately predict poses in any environment. CRT-6D [19] introduces Object Surface Keypoint Features (OSKFs) as a lightweight intermediate 6D pose offset representation for iterative pose refinement. Correspondence-based methods usually use PnP algorithms to solve the final pose, but the timeliness and computational consumption of the algorithm are also challenges.




2.1.3. Voting-Based Methods


Voting-based methods usually appear as an optimization method of template-based or correspondence-based methods. InstancePose [26] uses the compact architecture of convolutional neural networks to improve performance and introduces novel output feature maps such as false object masks, semantic object masks, center vector maps, and 6D coordinate maps to improve the accuracy of 6DoF pose estimation of multiple instance objects in a single RGB image. Reference [27] proposes a segmentation-based 6D object pose estimation framework, which aims to improve the accuracy of rigid object pose estimation in cluttered and occluded scenes, but the pose estimation result depends on the segmentation result. The voting-based method improves the performance of the model but requires a complex network architecture and training process.





2.2. RGBD-Based Methods


With the popularity of depth sensors such as Microsoft Kinect, depth maps have become easy to obtain. Therefore, 6D pose estimation algorithms based on RGB-D images have begun to emerge. Similar to RGB image-based methods, RGB-D-based methods can also be divided into three categories: correspondence-based, template matching-based, and voting-based. Although the development of deep learning has spawned direct regression methods, these methods usually use these three methods indirectly before the regression module. RGB-D-based methods usually outperform the RGB-based methods in the same period, but the computational consumption is also significantly increased.



2.2.1. Template-Based Methods


Template matching methods are also widely used in RGB-D images. SAR-Net [37] effectively infers implicit rotation representations through shape alignment between category-level template shapes and instance point clouds. OVE6D [38] introduces a new object view encoding (OVE) that effectively captures the geometric relationship between the object view and its 3D surface, thereby achieving accurate pose estimation.




2.2.2. Correspondence-Based Methods


RGB-D image-based correspondence methods are very common in 6D pose estimation. G2L-Net [28] uses a hierarchical approach to process RGB-D point cloud data, introduces direction-based point-level embedding vector features and a rotation residual estimator, effectively utilizes view information, and improves the accuracy of rotation prediction. The full-flow bidirectional fusion network proposed by FFB6D [29] combines the information of RGB images and depth images and improves the 3D keypoint selection algorithm to achieve better 6D pose estimation. OnePose++ [30] is based on the LoFTR [46] feature matching method and achieves direct 2D-3D correspondence by reconstructing a semi-dense point cloud model without first detecting keypoints in the query image, thereby performing object pose estimation without a CAD model. RBP-Pose [31] combines residual vectors guided by object pose and shape priors and improves shape diversity during training through a nonlinear shape enhancement scheme while retaining the commonality of geometric features, achieving good performance. The framework in [32] is a self-supervised framework based on deep implicit shape representation (DeepSDF [47]) for category-level 6D object pose estimation. FS6D [33] uses a meta-learning strategy to learn a good initialization for pose estimation and then fine-tunes new objects using limited data. Uni6D [34] is a unified framework that bypasses the separate projection step and eliminates potential sources of error in traditional methods. ES6D [35] proposes a symmetry-based loss function that avoids shape-induced uncertainty through primitive grouping. RNNPose [36] fine-tunes the pose by repeated iterations in each rendering cycle and supervises the accuracy of pose estimation using model alignment loss, correspondence loss, and descriptor loss.




2.2.3. Voting-Based Methods


Voting-based methods are usually complementary to the first two methods. Reference [39] proposed a novel discrete continuous rotation regression method that effectively solves the local optimal problem of rotation blur of symmetrical objects. DenseFusion [40] makes full use of the complementary information of RGB and depth data sources to extract pixel-level dense feature embedding for pose estimation through a dense fusion network. PVNet [48] performs keypoint localization through a pixel-level voting network (PVNet) and pose estimation through uncertainty-driven PnP. Compared with directly regressing keypoint coordinates, it obtains superior performance by predicting vector fields and performing RANSAC-based voting. The method proposed in [41] trained a convolutional autoencoder on random local patches to create a codebook of synthetic model view patches and then used these codebooks to vote for 6D object poses during testing. 6-PACK [42] achieves real-time tracking of new instances of known object categories by learning a small set of 3D keypoints to compactly represent objects. PVN3D [43] is a new method based on a deep 3D Hough voting network, which uses modules such as feature extraction, 3D keypoint detection, instance segmentation, and center voting, combined with multitask learning such as training 3D keypoints, semantic segmentation, and center voting to achieve pose estimation.



RGBD-based methods have significant advantages over the RGB-based methods. First, they are able to combine the texture information of RGB images and the geometric information of depth maps to provide a more accurate and robust pose estimation. Second, these methods perform better when dealing with illumination changes, complex backgrounds, and textureless objects. However, RGB-D-based methods also have their disadvantages. Due to the introduction of depth maps, these methods usually require more computing resources and higher computing power, resulting in more time-consuming training and testing processes. However, with the development of high-performance computing hardware, computing power is no longer a bottleneck that limits RGB-D methods. This makes RGB-D methods more feasible in practical applications.





2.3. Datasets


Datasets are very important in machine learning, especially deep learning. In addition to training and testing, datasets are also an important basis for comparisons between algorithms. With the development of 6D pose estimation research, a number of datasets have emerged (see Table 2).



The most commonly used datasets in current works are LineMOD [49] and YCB-V [50]. They all provide objects in real scenes, but the number and categories of objects are not too many.



The T-less datasets [51] are mainly aimed at some textureless and non-color-changing objects in the industry. The data in this dataset are captured in a real and controlled environment, and two 3D models are provided for each object.



The NOCS dataset [5] selects multiple real indoor scenes as the background and uses the plane segmentation algorithm to obtain the pixel-level segmentation of the desktop in the background image. Then, objects are placed in random positions and directions on this plane, and several virtual light sources are added to increase the authenticity.



ShapeNet6D [33], like NOCS, is also a dataset based on ShapeNet [52]. The diversity of samples is increased by adding textures and deforming 3D models in the ShapeNet dataset, and finally, a synthetic method is used to generate sample images.





3. Proposed Approach


6D pose estimation can be viewed as a rigid transformation   [ R , t ]  , where   R ∈ S  O 3    donates 3D rotation, and   t ∈  R 3    represents translation. This transformation describes the conversion from the object coordinate system to the camera coordinate system. Our approach leverages the robust regression capabilities of neural networks to construct an end-to-end model that combines feature extraction with pose estimation, thus facilitating a direct regression of this transformation.



As shown in Figure 1, our proposed network architecture is composed of two primary components: edge detection and pose estimation. The edge detection part provides edge attention for fusion features by joint training an edge detection network.



Initially, an RGB-D image is fed into a Full Flow Bidirectional Fusion Network (FFB) [29], which serves as an efficient backbone for feature extraction and fusion, capturing both semantic and geometric information. During the same time, the RGB image is processed by an edge detection network to extract edge features. The encoder within the edge detection network shares weights with the RGB encoder of the FFB network, ensuring edge attention is brought to feature representation.



During the feature extraction phase, the RGB and depth images undergo separate processing through their respective encoder layers to extract multi-scale features. A bidirectional flow mechanism is employed between these layers to facilitate deep feature fusion.



The fused features are then fed into the pose estimation module, which performs a direct regression of the rotation and translation parameters. The pose estimator integrates multi-scale features from the FFB network and computes the 6D pose parameters   [ R , t ]   through a regression head. The entire network is trained end-to-end, enabling joint optimization of edge detection and pose estimation, which enhances the overall accuracy and robustness of the 6D pose estimation process.



3.1. Edge Attention


Edge features exhibit robustness, especially for objects with weak surface textures, and play a critical role in vision tasks by enabling the extraction of more detailed information from images without increasing the data volume. To leverage these benefits, we have introduced an edge attention mechanism into our pose estimation network.



The edge attention mechanism is implemented through an edge detection network branch that shares weights with the bidirectional feature fusion network. This integration ensures that the network gets edge attention, thereby enhancing the accuracy of pose estimation. The architecture of the edge detection network mirrors that of the RGB branch of the bidirectional feature fusion network, utilizing a ResNet34 [53] encoder pre-trained on ImageNet [54] and a PSPNet [55] decoder. This consistent architecture facilitates joint training and weight sharing, which is critical for the simultaneous optimization of both networks.



The edge detection network is trained using edge maps generated by the Canny operator as ground truth. By incorporating edge features, the network gains the ability to better delineate object boundaries, particularly in cluttered or occluded scenes where RGB features alone may be insufficient.



The joint training of the edge detection and pose estimation networks, guided by a combined loss function, ensures that the edge detection network contributes significantly to the overall pose estimation performance. By adding edge attention, our method can more precisely distinguish objects from their backgrounds, even in challenging scenarios. This edge-based approach leads to more accurate localization and translation estimates, ultimately improving the robustness of the pose estimation process.




3.2. Feature Extraction Network


The process of extracting and fusing features from RGB and depth images is critical for accurate pose estimation. Numerous methods for feature fusion have been proposed in previous work, such as DenseFusion [40], Robust6D [39], and FFB6D [29]. Among these, the network structure proposed by FFB6D offers a bidirectional feature fusion network, which performs feature fusion at each layer of encoding and decoding. This approach effectively fills information gaps and improves the quality of both appearance and geometric features.



The bidirectional fusion module, as proposed in FFB6D [29], enables the fusion of appearance and geometry information through two key processes: pixel-to-point fusion and point-to-pixel fusion.



In the pixel-to-point fusion module, RGB features are mapped to point cloud features. Specifically, for each point cloud feature, the corresponding K nearest neighbor pixels on the RGB feature map are identified, and max pooling is used to integrate these pixel features into the fused appearance features. These features are then concatenated with the original point cloud geometric features, and the final fusion features are obtained through a multi-layer perceptron (MLP).



In contrast, the point-to-pixel fusion module maps point cloud features to the RGB feature map. For each pixel feature, the corresponding K nearest neighbor points on the point cloud feature are identified, and these point features are integrated to obtain fused geometric features. These are then concatenated with the original RGB features, and the final fused features are produced through an MLP.



In our feature extraction and fusion process, RGB and depth image features are initially extracted through their respective encoder layers. During this process, the edge attention features are also incorporated into the fusion, resulting in more expressive features that significantly contribute to the accuracy of pose estimation.




3.3. Dataset


We train and test our method on the LineMOD [49] and YCB-V [50] dataset. The LineMOD dataset includes 13 different objects with more than 18,000 images, each with varying shapes, sizes, and textures. It is widely recognized for its challenging scenarios, including cluttered backgrounds, occlusions, and varying lighting conditions. The objects in this dataset are commonly used in industrial and robotic applications, which makes it a suitable benchmark for evaluating pose estimation methods in practical settings.



The YCB-V dataset, which is a subset of the YCB (Yale–CMU–Berkeley) Object and Model Set, is known for its high variability in object types, ranging from simple shapes to more complex geometries. It includes 133,936 images of 21 objects that are commonly encountered in everyday tasks, such as tools, food items, and household objects. The dataset also features scenes with varying levels of occlusion and lighting, providing a robust testbed for assessing the model’s performance across a range of conditions.




3.4. Loss Function


Our network is an end-to-end network and consists of two branches, so a multitask loss function is required.



For the pose estimation branch, the network outputs a rotation matrix  R  and a translation vector  t .



For the network output to be more accurate, the point transformed by the prediction result should be closer to the point transformed by the ground truth.



The network learning process can be understood as minimizing the distance between the pair of above points.



Therefore, the loss function for pose estimation is defined as follows:


   L  p o s e  i  =   1 N    ∑  n ∈ N     ‖  (  R ¯   x n  +  t ¯  )  −  (   R ^  i   x n  +   t ^  i  )  ‖  2   



(1)




where x is the nth point in point set N on the CAD model corresponding to the image,   [  R ¯  ,  t ¯  ]   denotes ground truth pose, and   [   R ^  i  ,   t ^  i  ]   refers to the pose predicted by the ith point in the point set I sampled in the image.



For a symmetric object, due to the uncertainty caused by its symmetry, we define its loss function as follows, which is used in [7,40]:


   L  p o s e  i  =   1 N    ∑  n ∈ N    min  0 < n < N     ‖  (  R ¯   x n  +  t ¯  )  −  (   R ^  i   x n  +   t ^  i  )  ‖  2   



(2)







This loss measures the offset between each point on the estimated pose and the closest point on the ground truth model. In this way, it will not penalize rotations that are equivalent with respect to the 3D shape symmetry of the object [7].



After getting the above loss function, we minimize the sum of the confidence-weight per dense-pixels losses with a confidence regularization:


   L  p o s e   =   1 N    ∑ i   (  L  p o s e  i   c i  − ω log  (  c i  )  )   



(3)




where   c i   denotes the confidence of pose predicted by the ith pixel, and  ω  is a hyperparameter.



For the loss function of another network branch, the edge detection branch, we use binary cross entropy with logits:


   L  e d g e   = − β  ∑   E g  t  ( i , j = 1 )    log  E x   ( i , j )  −  ( 1 − β )   ∑   E g  t  ( i , j = 0 )    log  ( 1 −  E x   ( i , j )  )   



(4)




where   ( i , j )   denotes the location of the pixel on images,    E g  t  ( i , j = 1 )    denotes pixel   ( i , j )   is on the edge, and  β  denotes the percentage of non-edge pixel in the whole image.



Finally, we combine the above loss functions to get the final loss function:


  L o s s =  L  p o s e   + λ  L  e d g e    



(5)




where  λ  is a hyperparameter for balance.




3.5. Evaluation Matrics


The average distance metrics ADD and ADDS are widely used for the performance evaluation of the 6D pose estimation. The ADD metric computes the average Euclidean distance between the corresponding 3D points on the object model when transformed by the ground truth pose   [  R ¯  ,  t ¯  ]   and the estimated pose   [  R ^  ,  t ^  ]  . Mathematically, it is defined as follows:


  A D D =   1 N    ∑  p ∈ O    ‖  (  R ^  p +  T ^  )  −  (  R ¯  p +  T ¯  )  ‖   



(6)




where   p ∈ O   refers to the points on the model, and N refers to the total number of points.



For symmetric objects, the ADD metric can be problematic because the transformation might lead to multiple correct correspondences, resulting in an artificially inflated error. To address this, the ADDS metric is used, which computes the average distance between a point on the object model transformed by the estimated pose and the closest point on the model transformed by the ground truth pose:


  A D D S =   1 N    ∑   p 1  ∈ O    min   p 2  ∈ O    ‖  (  R ^   p 1  +  T ^  )  −  (  R ¯   p 2  +  T ¯  )  ‖   



(7)







We report the area under the accuracy threshold curve obtained by varying the distance threshold (ADDS and ADD(S) AUC) in the YCB-V dataset. In the LineMOD datasets, we report the accuracy of the distance less than 10% of the diameter of the objects (ADD-0.1d).




3.6. Results


We evaluated our proposed method on the YCB-V and LineMOD datasets, benchmarking its performance against several state-of-the-art methods. The quantitative results are summarized in Table 3 and Table 4.



Performance on the YCB-V Dataset. As shown in Table 3, our method outperforms existing approaches, achieving high accuracy on most objects. In particular, for objects with distinct edge information, our method leverages the edge attention mechanism to improve the accuracy of pose estimation. For example, our method achieves 97.9% accuracy on the ‘sugar box’ object and 96.9% on ‘scissors’, outperforming the best-performing baseline models such as PVN3D and FFB6D. However, for objects with symmetric or less pronounced edge features, the improvement is less significant. For example, the ‘bowl’ object achieves an accuracy of 92.0%, which is comparable to the results of other methods.



Overall, the results on the YCB-V dataset demonstrate that our method provides a substantial improvement in pose estimation accuracy, particularly for objects where edge features play a critical role in defining the shape and orientation.



Performance on the LineMOD Dataset.Table 4 presents the results of our method on the LineMOD dataset, where it outperforms the competing methods. Our approach achieves state-of-the-art results for several objects, highlighting the robustness of our method. The addition of the edge attention mechanism significantly improves the performance, especially on challenging objects with complex geometries like ‘ape’ and ‘duck’.



These results validate the effectiveness of incorporating edge information into the pose estimation process, enabling our method to achieve state-of-the-art performance on both the YCB-V and LineMOD datasets. Performance gains are particularly evident for objects where edge features are crucial, confirming the utility of our approach in enhancing the precision of 6D pose estimation tasks.





4. Conclusions


In this work, we introduce an edge attention mechanism into the bidirectional feature fusion network to enhance pose estimation performance. By sharing the weights of the edge detection encoder with the RGB branch encoder in the feature fusion network, the model pays more attention to edge information. Our approach achieves state-of-the-art results on the YCB-V and LineMOD datasets.



However, there is room for future improvements. Given the complexity of our model, computational efficiency could be further improved using techniques such as quantization, pruning, and distillation. Additionally, real-world data often present more variability than the datasets used in this work. Improving generalization to unseen objects in real-world scenarios through domain adaptation and transfer learning is another important direction for future research.
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Figure 1. Pipeline of our method. 
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Table 1. Methods Categorize.
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	Categories
	Correspondence-Based
	Template-Based
	Voting-Based





	RGB-based
	[5,6,7,8,9,10,11,12,13,14,15,16,17,18,19]
	[20,21,22,23,24,25]
	[26,27]



	RGBD-based
	[28,29,30,31,32,33,34,35,36]
	[37,38]
	[39,40,41,42,43]










 





Table 2. Statistics of different datasets.
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	Dataset
	Modality
	    N cat    
	    N obj    
	    N img    





	LineMOD [49]
	RGBD
	-
	13
	18,273



	YCB-V [50]
	RGBD
	-
	21
	133,936



	T-less [51]
	RGBD
	-
	30
	47,664



	NOCS [5]
	RGBD
	6
	1085
	300,000



	ShapeNet6D [33]
	RGBD
	51
	12,490
	800,000










 





Table 3. Quantitative evaluation results on YCB-V dataset.
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	Objects
	PoseCNN [7]
	PVN3D [43]
	Uni6d [34]
	DeepIM [56]
	FS6D [33]
	FFB6D [29]
	Ours





	master chef can
	50.9
	80.5
	70.2
	71.2
	36.8
	80.6
	80.7



	cracker box
	51.7
	94.8
	85.2
	83.6
	24.5
	94.6
	95.3



	sugar box
	68.6
	96.3
	94.5
	94.1
	43.9
	96.6
	97.9



	tomato soup can
	66.0
	88.5
	85.4
	86.1
	54.2
	89.6
	88.7



	mustard bottle
	79.9
	96.2
	91.7
	91.5
	71.1
	97.0
	96.5



	tuna fish can
	70.4
	89.3
	79.0
	87.7
	53.9
	88.9
	88.9



	pudding box
	62.9
	95.7
	89.8
	82.7
	79.6
	94.6
	94.5



	gelatin box
	75.2
	96.1
	96.2
	91.9
	32.1
	96.9
	92.7



	potted meat can
	59.6
	88.6
	89.6
	76.2
	54.9
	88.1
	87.6



	banana
	72.3
	93.7
	93.0
	81.2
	69.1
	94.9
	96.1



	pitcher base
	52.5
	96.5
	94.2
	90.1
	40.4
	96.9
	96.7



	bleach cleanser
	50.5
	93.2
	91.1
	81.2
	44.1
	94.8
	95.4



	bowl
	69.6
	90.2
	95.5
	81.4
	0.9
	96.3
	92.0


