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Abstract: Unmanned aerial vehicle (UAV) clusters offer significant potential in civil, military, and
commercial fields due to their flexibility and cooperative capabilities. However, characteristics such
as dynamic topology and limited energy storage bring challenges to the design of routing protocols
for UAV networks. This study leverages the Deep Double Q-Learning Network (DDQN) algorithm
to optimize the traditional Greedy Perimeter Stateless Routing (GPSR) protocol, resulting in a multi-
objective optimized GPSR routing protocol (DDQN-MTGPSR). By constructing a multi-objective
routing optimization model through cross-layer data fusion, the proposed approach aims to enhance
UAV network communication performance comprehensively. In addition, this study develops the
above DDQN-MTGPSR intelligent routing algorithm based on the NS-3 platform and uses an artificial
intelligence framework. In order to verify the effectiveness of the DDQN-MTGPSR algorithm, it
is simulated and compared with the traditional ad hoc routing protocols, and the experimental
results show that compared with the GPSR protocol, the DDQN-MTGPSR has achieved significant
optimization in the key metrics such as the average end-to-end delay, packet delivery rate, node
average residual energy variance and percentage of node average residual energy. In high dynamic
scenarios, the above indicators were optimized by 20.05%, 12.72%, 0.47%, and 50.15%, respectively,
while optimizing 36.31%, 26.26%, 8.709%, and 69.3% in large-scale scenarios, respectively.

Keywords: unmanned aerial vehicle (UAV) clusters; multi-objective optimization; GPSR; network
simulation; deep reinforcement learning

MSC: 68M12

1. Introduction

UAVs are widely used in military and civil applications, including public protec-
tion and disaster relief [1], surveillance and reconnaissance [2], border monitoring [3],
autonomous tracking [4], search and destruction operations [5], public safety [6], homeland
security [7], fisheries monitoring [8], transportation monitoring [9] and network relay [10].
Compared to a single unmanned platform, UAV clusters offer an efficient solution for
complex missions due to their high flexibility and distributed deployment, allowing for
extended operation areas and enhanced capabilities in monitoring, reconnaissance, and
multi-target execution.

Due to restricted communication distances, most source nodes cannot communicate
directly with the destination node and must relay information through neighboring nodes.
In semi-autonomous or autonomous states, the communication capability of UAV clusters
is mainly constrained by dynamic topology and limited energy storage, posing challenges
for designing routing protocols. Key challenges include highly dynamic topology, unstable
link connections [11], limited transmission range and on-board energy [12], and the effects
of network size and node density [13].
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UAV clusters move unpredictably and randomly for extended periods, making it
crucial to develop intelligent routing protocols that quickly adapt to network changes.
Effective routing decision-making is vital for improving data delivery rates and reducing
network delay, optimizing overall performance.

Traditional routing protocols are categorized into topology-based and geolocation-
based protocols. Topology-based protocols include (1) proactive routing protocols: exam-
ples are Destination-Sequenced Distance-Vector (DSDV) [14] and Optimized Link State
Routing (OLSR) [15], which are slow to react to dynamic topologies, leading to delays,
routing loops, and blind routes [16]. (2) Reactive Routing Protocols: examples are Dynamic
Source Routing (DSR) [17] and Ad Hoc on-Demand Distance Vector Routing (AODV) [18].
In large UAV networks, these may face routing failures, increased delay, and high band-
width consumption. (3) Hybrid Routing Protocol (HRP): this combines proactive and
reactive approaches, maintaining different routing tables for area and out-of-area mem-
bers [19]. However, they face higher computational complexity and overhead due to
complex clustering processes [20].

Geolocation-based routing protocols differ from topology-based protocols by not
relying on complex routing tables but using the location information of destination nodes
and neighbors for path selection. This makes them more suitable for highly dynamic UAV
networks. A typical geolocation routing protocol is Greedy Perimeter Stateless Routing
(GPSR) [21], which relies on instantaneous location information for better performance in
dynamic environments. However, GPSR is sensitive to node density, and GPSR only focuses
on distance information when forwarding without considering factors such as node load,
which may lead to problems such as link congestion, thus reducing network performance.

Recently, optimizing traditional routing protocols with machine learning algorithms
has become a major research focus. These protocols adaptively learn the environment state,
predict topological changes, and improve communication quality and energy efficiency.
The main categories are reinforcement learning (RL)-based, deep learning (DL)-based, and
deep reinforcement learning-based (DRL).

The main contributions in this study are as follows:

• Mathematical modeling of multi-objective routing optimization problem: combines the
multi-objective optimization mechanism of DDQN, transforming the route forward-
ing process into a Markov decision process (MDP) and modeling the multi-objective
routing optimization problem by comprehensively considering multiple routing per-
formance metrics in a mixed-objective way.

• DDQN-based GPSR optimization: uses DDQN to improve the traditional GPSR rout-
ing mechanism, constructing a DDQN network model to solve the routing problem.

• NS-3-based implementation and validation: combines the NS-3 network simulator
with an AI framework via the NS3-AI interface to integrate and validate the DDQN-
MTGPSR intelligent routing protocol, showing superior performance in large-scale,
highly dynamic networks compared to other routing protocols.

The rest of the paper is structured as follows. Section 2 reviews related research on
UAV cluster routing protocols. Section 3 presents the mathematical modeling of the routing
optimization problem. Section 4 describes the design process of the DDQN-MTGPSR
protocol. Section 5 covers the simulation experiments and analysis. Section 6 summarizes
the research and suggests directions for future improvement.

2. Related Work
2.1. Improved Routing Protocols Based on RL

The core advantage of the RL algorithm lies in the design of its abstract formulation,
which enables the algorithm to be independent of the specific prediction of topology
and the precise estimation of channel conditions, endowing the algorithm with strong
versatility and adaptability, and showing excellent application advantages under dynamic
or unknown network conditions.
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Recent literature [22] has introduced Q-Learning (QL) into routing protocol studies,
proposing the Q-Routing Protocol, which outperforms non-adaptive algorithms based on
counting shortest paths and routes efficiently even with changing network loads. Study [23]
proposed the Q-Learning-based Geographic Routing Protocol (QGeo). Experiments show
that QGeo outperforms traditional location-based protocols in terms of delivery rate and
network overhead in high-mobility UAV scenarios. However, QGeo does not balance
exploration and exploitation strategies to find better relay UAVs, nor does it consider energy
consumption. Further literature [24] proposed Reward Function Learning for QL-Based
Geographic Routing Protocol (RFLQGEO). RFLQGEO offers fewer retransmissions, lower
average end-to-end delay, and a higher delivery rate than QGeo. Its limitations include not
considering mobility control mechanisms, exploration and exploitation methods, or energy
consumption. Study [25] designed the Geolocation Ad Hoc Network (GLAN) routing
system using geolocation information and developed the Adaptive GLAN (AGLAN)
system. This system applies RL to adapt to changing environments and introduces a
pseudo-attention function in RL, improving learning efficiency. However, it only considers
geolocation conditions during design.

2.2. Improved Routing Protocols Based on DL

DL predicts the future state of a network by training with sample data to avoid
connection failures and congestion, making it suitable for studying complex network
routing protocols [26].

A distributed routing algorithm based on local geolocation information has been
proposed in the literature [27], which constructed a dataset using historical flight data
to train Deep Neural Networks (DNN), considering end-to-end delay, network capacity,
and path lifetime in the optimization process. Simulation results show that this DL-
assisted routing algorithm outperforms existing location-based protocols in these metrics,
though its computational complexity and power consumption increase due to the Pareto
frontier problem in DL. Study [28] utilized the learning ability of neural networks and the
explanatory ability of fuzzy logic to find routing next hops, optimize quality of service
(QoS) metrics, and improve network performance. The algorithm considers distance,
movement trends, and queuing delays but not energy consumption. Experiments based on
real historical flight data demonstrate significant improvements in end-to-end delay and
transmission rate.

2.3. Improved Routing Protocols Based on DRL

In large-scale, highly dynamic unmanned clusters networks, reliable communication
routing needs to meet the requirements of efficient energy utilization, low latency, node
load balancing, etc. to achieve reliable data transmission. Since traditional single-objective
optimization is difficult to comprehensively weigh various indicators that affect routing
performance, such as link quality, latency, energy consumption, distance, and hole proba-
bility, multi-objective routing optimization problem design based on the above indicators
can achieve the purpose of comprehensively improving network performance. In Table 1,
this paper classifies and summarizes the characteristics of the above-mentioned improved
geolocation routing protocols and intuitively shows the indicators covered and not covered
in the design process of each routing protocol. In Table 2, this paper classifies and summa-
rizes the advantages and disadvantages of the improved routing protocols based on RL
and DL ideas when applied to large-scale, highly dynamic unmanned clusters.

Currently, most UAV cluster routing protocols based on RL use the QL algorithm, but
they have several shortcomings in UAV networks: (1) As the number of network nodes
increases, the state and action spaces expand significantly, making it time-consuming to
learn large Q-tables and difficult to ensure algorithm convergence, which hinders adapta-
tion to large-scale network scenarios. (2) Most current routing protocols rarely consider
multiple performance indicators such as distance, energy consumption, delay, and link
quality, limiting their effectiveness in practical applications.
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Table 1. Comparison of consideration factors for different routing protocols.

Routing Protocol Protocol Type Geographical
Position

Energy
Consumption

Factor
Routing Hole

Transmission
Speed/Delay

Factor

Relative
Moving Trend

Q-Routing [22] RL ✓
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ticle Swarm Optimization (PSO). However, these algorithms do not guarantee finding an 
approximate optimal solution and face issues like delayed convergence and high 

✓ ✓

GLAN [25] RL ✓

Mathematics 2024, 12, x FOR PEER REVIEW 4 of 21 
 

 

based on RL and DL ideas when applied to large-scale, highly dynamic unmanned clus-
ters. 

Currently, most UAV cluster routing protocols based on RL use the QL algorithm, 
but they have several shortcomings in UAV networks: (1) As the number of network nodes 
increases, the state and action spaces expand significantly, making it time-consuming to 
learn large Q-tables and difficult to ensure algorithm convergence, which hinders adapta-
tion to large-scale network scenarios. (2) Most current routing protocols rarely consider 
multiple performance indicators such as distance, energy consumption, delay, and link 
quality, limiting their effectiveness in practical applications. 

In addition to RL techniques, routing protocols can explore the relationship between 
local network topology, geographic location, and link states using DL. However, further 
research is needed to address challenges such as designing appropriate deep network ar-
chitectures, constructing relevant training datasets, and addressing potential overfitting 
issues. 

The DRL algorithm, developed from RL, combines DL’s perception capabilities with 
RL’s decision-making abilities. DRL-based dynamic routing algorithms can better per-
ceive the changing multidimensional parameters of the environment, establish a mapping 
between environmental data and routing decisions, and are ideal for learning dynamic 
network topologies and traffic conditions [12]. This study uses an optimized DRL algo-
rithm, Deep Double Q-Learning Network (DDQN), to design a Multi-Objective Opti-
mized GPSR-based protocol, termed DDQN-MTGPSR. 

Table 1. Comparison of consideration factors for different routing protocols. 

Routing Protocol Protocol Type 
Geographical 

Position 
Energy Consumption 

Factor 
Routing 

Hole 

Transmission 
Speed/Delay 

Factor 

Relative Moving 
Trend 

Q-Routing [22] RL      
QGEO [23] RL      

RFLQGEO [24] RL      
GLAN [25] RL      

DL-Aided Rout-
ing [27] DL      

NF-Routing [28] DL      

Table 2. A summary of the advantages and disadvantages of the application of RL and DL concepts 
in large-scale and highly dynamic unmanned clusters. 

Type Routing Protocol Application Scenario Application Advantage Application Disadvantage 

RL-Routing [22–25] 
Large-scale and highly 

dynamic unmanned 
cluster networks 

Abstract formulation design,  
Strong versatility and adapta-
bility, 
Applications on dynamic or
unknown networks. 

Not applicable to large-scale net-
works, 
Application of multiple objec-
tives in routing problem. 

DL-Routing [27,28] 
Explore the relationship be-
tween environmental charac-
teristics and optimal paths. 

Network architecture design 
training datasets, 
Overfitting issues. 

3. Mathematical Modeling of Multi-Objective Routing Optimization Problems 
Traditional multi-objective routing optimization problems are often solved by meta-

heuristic algorithms such as Simulated Annealing (SA), Genetic Algorithm (GA), and Par-
ticle Swarm Optimization (PSO). However, these algorithms do not guarantee finding an 
approximate optimal solution and face issues like delayed convergence and high 

Mathematics 2024, 12, x FOR PEER REVIEW 4 of 21 
 

 

based on RL and DL ideas when applied to large-scale, highly dynamic unmanned clus-
ters. 

Currently, most UAV cluster routing protocols based on RL use the QL algorithm, 
but they have several shortcomings in UAV networks: (1) As the number of network nodes 
increases, the state and action spaces expand significantly, making it time-consuming to 
learn large Q-tables and difficult to ensure algorithm convergence, which hinders adapta-
tion to large-scale network scenarios. (2) Most current routing protocols rarely consider 
multiple performance indicators such as distance, energy consumption, delay, and link 
quality, limiting their effectiveness in practical applications. 

In addition to RL techniques, routing protocols can explore the relationship between 
local network topology, geographic location, and link states using DL. However, further 
research is needed to address challenges such as designing appropriate deep network ar-
chitectures, constructing relevant training datasets, and addressing potential overfitting 
issues. 

The DRL algorithm, developed from RL, combines DL’s perception capabilities with 
RL’s decision-making abilities. DRL-based dynamic routing algorithms can better per-
ceive the changing multidimensional parameters of the environment, establish a mapping 
between environmental data and routing decisions, and are ideal for learning dynamic 
network topologies and traffic conditions [12]. This study uses an optimized DRL algo-
rithm, Deep Double Q-Learning Network (DDQN), to design a Multi-Objective Opti-
mized GPSR-based protocol, termed DDQN-MTGPSR. 

Table 1. Comparison of consideration factors for different routing protocols. 

Routing Protocol Protocol Type 
Geographical 

Position 
Energy Consumption 

Factor 
Routing 

Hole 

Transmission 
Speed/Delay 

Factor 

Relative Moving 
Trend 

Q-Routing [22] RL      
QGEO [23] RL      

RFLQGEO [24] RL      
GLAN [25] RL      

DL-Aided Rout-
ing [27] DL      

NF-Routing [28] DL      

Table 2. A summary of the advantages and disadvantages of the application of RL and DL concepts 
in large-scale and highly dynamic unmanned clusters. 

Type Routing Protocol Application Scenario Application Advantage Application Disadvantage 

RL-Routing [22–25] 
Large-scale and highly 

dynamic unmanned 
cluster networks 

Abstract formulation design,  
Strong versatility and adapta-
bility, 
Applications on dynamic or
unknown networks. 

Not applicable to large-scale net-
works, 
Application of multiple objec-
tives in routing problem. 

DL-Routing [27,28] 
Explore the relationship be-
tween environmental charac-
teristics and optimal paths. 

Network architecture design 
training datasets, 
Overfitting issues. 

3. Mathematical Modeling of Multi-Objective Routing Optimization Problems 
Traditional multi-objective routing optimization problems are often solved by meta-

heuristic algorithms such as Simulated Annealing (SA), Genetic Algorithm (GA), and Par-
ticle Swarm Optimization (PSO). However, these algorithms do not guarantee finding an 
approximate optimal solution and face issues like delayed convergence and high 

Mathematics 2024, 12, x FOR PEER REVIEW 4 of 21 
 

 

based on RL and DL ideas when applied to large-scale, highly dynamic unmanned clus-
ters. 

Currently, most UAV cluster routing protocols based on RL use the QL algorithm, 
but they have several shortcomings in UAV networks: (1) As the number of network nodes 
increases, the state and action spaces expand significantly, making it time-consuming to 
learn large Q-tables and difficult to ensure algorithm convergence, which hinders adapta-
tion to large-scale network scenarios. (2) Most current routing protocols rarely consider 
multiple performance indicators such as distance, energy consumption, delay, and link 
quality, limiting their effectiveness in practical applications. 

In addition to RL techniques, routing protocols can explore the relationship between 
local network topology, geographic location, and link states using DL. However, further 
research is needed to address challenges such as designing appropriate deep network ar-
chitectures, constructing relevant training datasets, and addressing potential overfitting 
issues. 

The DRL algorithm, developed from RL, combines DL’s perception capabilities with 
RL’s decision-making abilities. DRL-based dynamic routing algorithms can better per-
ceive the changing multidimensional parameters of the environment, establish a mapping 
between environmental data and routing decisions, and are ideal for learning dynamic 
network topologies and traffic conditions [12]. This study uses an optimized DRL algo-
rithm, Deep Double Q-Learning Network (DDQN), to design a Multi-Objective Opti-
mized GPSR-based protocol, termed DDQN-MTGPSR. 

Table 1. Comparison of consideration factors for different routing protocols. 

Routing Protocol Protocol Type 
Geographical 

Position 
Energy Consumption 

Factor 
Routing 

Hole 

Transmission 
Speed/Delay 

Factor 

Relative Moving 
Trend 

Q-Routing [22] RL      
QGEO [23] RL      

RFLQGEO [24] RL      
GLAN [25] RL      

DL-Aided Rout-
ing [27] DL      

NF-Routing [28] DL      

Table 2. A summary of the advantages and disadvantages of the application of RL and DL concepts 
in large-scale and highly dynamic unmanned clusters. 

Type Routing Protocol Application Scenario Application Advantage Application Disadvantage 

RL-Routing [22–25] 
Large-scale and highly 

dynamic unmanned 
cluster networks 

Abstract formulation design,  
Strong versatility and adapta-
bility, 
Applications on dynamic or
unknown networks. 

Not applicable to large-scale net-
works, 
Application of multiple objec-
tives in routing problem. 

DL-Routing [27,28] 
Explore the relationship be-
tween environmental charac-
teristics and optimal paths. 

Network architecture design 
training datasets, 
Overfitting issues. 

3. Mathematical Modeling of Multi-Objective Routing Optimization Problems 
Traditional multi-objective routing optimization problems are often solved by meta-

heuristic algorithms such as Simulated Annealing (SA), Genetic Algorithm (GA), and Par-
ticle Swarm Optimization (PSO). However, these algorithms do not guarantee finding an 
approximate optimal solution and face issues like delayed convergence and high 

Mathematics 2024, 12, x FOR PEER REVIEW 4 of 21 
 

 

based on RL and DL ideas when applied to large-scale, highly dynamic unmanned clus-
ters. 

Currently, most UAV cluster routing protocols based on RL use the QL algorithm, 
but they have several shortcomings in UAV networks: (1) As the number of network nodes 
increases, the state and action spaces expand significantly, making it time-consuming to 
learn large Q-tables and difficult to ensure algorithm convergence, which hinders adapta-
tion to large-scale network scenarios. (2) Most current routing protocols rarely consider 
multiple performance indicators such as distance, energy consumption, delay, and link 
quality, limiting their effectiveness in practical applications. 

In addition to RL techniques, routing protocols can explore the relationship between 
local network topology, geographic location, and link states using DL. However, further 
research is needed to address challenges such as designing appropriate deep network ar-
chitectures, constructing relevant training datasets, and addressing potential overfitting 
issues. 

The DRL algorithm, developed from RL, combines DL’s perception capabilities with 
RL’s decision-making abilities. DRL-based dynamic routing algorithms can better per-
ceive the changing multidimensional parameters of the environment, establish a mapping 
between environmental data and routing decisions, and are ideal for learning dynamic 
network topologies and traffic conditions [12]. This study uses an optimized DRL algo-
rithm, Deep Double Q-Learning Network (DDQN), to design a Multi-Objective Opti-
mized GPSR-based protocol, termed DDQN-MTGPSR. 

Table 1. Comparison of consideration factors for different routing protocols. 

Routing Protocol Protocol Type 
Geographical 

Position 
Energy Consumption 

Factor 
Routing 

Hole 

Transmission 
Speed/Delay 

Factor 

Relative Moving 
Trend 

Q-Routing [22] RL      
QGEO [23] RL      

RFLQGEO [24] RL      
GLAN [25] RL      

DL-Aided Rout-
ing [27] DL      

NF-Routing [28] DL      

Table 2. A summary of the advantages and disadvantages of the application of RL and DL concepts 
in large-scale and highly dynamic unmanned clusters. 

Type Routing Protocol Application Scenario Application Advantage Application Disadvantage 

RL-Routing [22–25] 
Large-scale and highly 

dynamic unmanned 
cluster networks 

Abstract formulation design,  
Strong versatility and adapta-
bility, 
Applications on dynamic or
unknown networks. 

Not applicable to large-scale net-
works, 
Application of multiple objec-
tives in routing problem. 

DL-Routing [27,28] 
Explore the relationship be-
tween environmental charac-
teristics and optimal paths. 

Network architecture design 
training datasets, 
Overfitting issues. 

3. Mathematical Modeling of Multi-Objective Routing Optimization Problems 
Traditional multi-objective routing optimization problems are often solved by meta-

heuristic algorithms such as Simulated Annealing (SA), Genetic Algorithm (GA), and Par-
ticle Swarm Optimization (PSO). However, these algorithms do not guarantee finding an 
approximate optimal solution and face issues like delayed convergence and high 

DL-Aided Routing
[27] DL ✓

Mathematics 2024, 12, x FOR PEER REVIEW 4 of 21 
 

 

based on RL and DL ideas when applied to large-scale, highly dynamic unmanned clus-
ters. 

Currently, most UAV cluster routing protocols based on RL use the QL algorithm, 
but they have several shortcomings in UAV networks: (1) As the number of network nodes 
increases, the state and action spaces expand significantly, making it time-consuming to 
learn large Q-tables and difficult to ensure algorithm convergence, which hinders adapta-
tion to large-scale network scenarios. (2) Most current routing protocols rarely consider 
multiple performance indicators such as distance, energy consumption, delay, and link 
quality, limiting their effectiveness in practical applications. 

In addition to RL techniques, routing protocols can explore the relationship between 
local network topology, geographic location, and link states using DL. However, further 
research is needed to address challenges such as designing appropriate deep network ar-
chitectures, constructing relevant training datasets, and addressing potential overfitting 
issues. 

The DRL algorithm, developed from RL, combines DL’s perception capabilities with 
RL’s decision-making abilities. DRL-based dynamic routing algorithms can better per-
ceive the changing multidimensional parameters of the environment, establish a mapping 
between environmental data and routing decisions, and are ideal for learning dynamic 
network topologies and traffic conditions [12]. This study uses an optimized DRL algo-
rithm, Deep Double Q-Learning Network (DDQN), to design a Multi-Objective Opti-
mized GPSR-based protocol, termed DDQN-MTGPSR. 

Table 1. Comparison of consideration factors for different routing protocols. 

Routing Protocol Protocol Type 
Geographical 

Position 
Energy Consumption 

Factor 
Routing 

Hole 

Transmission 
Speed/Delay 

Factor 

Relative Moving 
Trend 

Q-Routing [22] RL      
QGEO [23] RL      

RFLQGEO [24] RL      
GLAN [25] RL      

DL-Aided Rout-
ing [27] DL      

NF-Routing [28] DL      

Table 2. A summary of the advantages and disadvantages of the application of RL and DL concepts 
in large-scale and highly dynamic unmanned clusters. 

Type Routing Protocol Application Scenario Application Advantage Application Disadvantage 

RL-Routing [22–25] 
Large-scale and highly 

dynamic unmanned 
cluster networks 

Abstract formulation design,  
Strong versatility and adapta-
bility, 
Applications on dynamic or
unknown networks. 

Not applicable to large-scale net-
works, 
Application of multiple objec-
tives in routing problem. 

DL-Routing [27,28] 
Explore the relationship be-
tween environmental charac-
teristics and optimal paths. 

Network architecture design 
training datasets, 
Overfitting issues. 

3. Mathematical Modeling of Multi-Objective Routing Optimization Problems 
Traditional multi-objective routing optimization problems are often solved by meta-

heuristic algorithms such as Simulated Annealing (SA), Genetic Algorithm (GA), and Par-
ticle Swarm Optimization (PSO). However, these algorithms do not guarantee finding an 
approximate optimal solution and face issues like delayed convergence and high 

Mathematics 2024, 12, x FOR PEER REVIEW 4 of 21 
 

 

based on RL and DL ideas when applied to large-scale, highly dynamic unmanned clus-
ters. 

Currently, most UAV cluster routing protocols based on RL use the QL algorithm, 
but they have several shortcomings in UAV networks: (1) As the number of network nodes 
increases, the state and action spaces expand significantly, making it time-consuming to 
learn large Q-tables and difficult to ensure algorithm convergence, which hinders adapta-
tion to large-scale network scenarios. (2) Most current routing protocols rarely consider 
multiple performance indicators such as distance, energy consumption, delay, and link 
quality, limiting their effectiveness in practical applications. 

In addition to RL techniques, routing protocols can explore the relationship between 
local network topology, geographic location, and link states using DL. However, further 
research is needed to address challenges such as designing appropriate deep network ar-
chitectures, constructing relevant training datasets, and addressing potential overfitting 
issues. 

The DRL algorithm, developed from RL, combines DL’s perception capabilities with 
RL’s decision-making abilities. DRL-based dynamic routing algorithms can better per-
ceive the changing multidimensional parameters of the environment, establish a mapping 
between environmental data and routing decisions, and are ideal for learning dynamic 
network topologies and traffic conditions [12]. This study uses an optimized DRL algo-
rithm, Deep Double Q-Learning Network (DDQN), to design a Multi-Objective Opti-
mized GPSR-based protocol, termed DDQN-MTGPSR. 

Table 1. Comparison of consideration factors for different routing protocols. 

Routing Protocol Protocol Type 
Geographical 

Position 
Energy Consumption 

Factor 
Routing 

Hole 

Transmission 
Speed/Delay 

Factor 

Relative Moving 
Trend 

Q-Routing [22] RL      
QGEO [23] RL      

RFLQGEO [24] RL      
GLAN [25] RL      

DL-Aided Rout-
ing [27] DL      

NF-Routing [28] DL      

Table 2. A summary of the advantages and disadvantages of the application of RL and DL concepts 
in large-scale and highly dynamic unmanned clusters. 

Type Routing Protocol Application Scenario Application Advantage Application Disadvantage 

RL-Routing [22–25] 
Large-scale and highly 

dynamic unmanned 
cluster networks 

Abstract formulation design,  
Strong versatility and adapta-
bility, 
Applications on dynamic or
unknown networks. 

Not applicable to large-scale net-
works, 
Application of multiple objec-
tives in routing problem. 

DL-Routing [27,28] 
Explore the relationship be-
tween environmental charac-
teristics and optimal paths. 

Network architecture design 
training datasets, 
Overfitting issues. 

3. Mathematical Modeling of Multi-Objective Routing Optimization Problems 
Traditional multi-objective routing optimization problems are often solved by meta-

heuristic algorithms such as Simulated Annealing (SA), Genetic Algorithm (GA), and Par-
ticle Swarm Optimization (PSO). However, these algorithms do not guarantee finding an 
approximate optimal solution and face issues like delayed convergence and high 

✓

Mathematics 2024, 12, x FOR PEER REVIEW 4 of 21 
 

 

based on RL and DL ideas when applied to large-scale, highly dynamic unmanned clus-
ters. 

Currently, most UAV cluster routing protocols based on RL use the QL algorithm, 
but they have several shortcomings in UAV networks: (1) As the number of network nodes 
increases, the state and action spaces expand significantly, making it time-consuming to 
learn large Q-tables and difficult to ensure algorithm convergence, which hinders adapta-
tion to large-scale network scenarios. (2) Most current routing protocols rarely consider 
multiple performance indicators such as distance, energy consumption, delay, and link 
quality, limiting their effectiveness in practical applications. 

In addition to RL techniques, routing protocols can explore the relationship between 
local network topology, geographic location, and link states using DL. However, further 
research is needed to address challenges such as designing appropriate deep network ar-
chitectures, constructing relevant training datasets, and addressing potential overfitting 
issues. 

The DRL algorithm, developed from RL, combines DL’s perception capabilities with 
RL’s decision-making abilities. DRL-based dynamic routing algorithms can better per-
ceive the changing multidimensional parameters of the environment, establish a mapping 
between environmental data and routing decisions, and are ideal for learning dynamic 
network topologies and traffic conditions [12]. This study uses an optimized DRL algo-
rithm, Deep Double Q-Learning Network (DDQN), to design a Multi-Objective Opti-
mized GPSR-based protocol, termed DDQN-MTGPSR. 

Table 1. Comparison of consideration factors for different routing protocols. 

Routing Protocol Protocol Type 
Geographical 

Position 
Energy Consumption 

Factor 
Routing 

Hole 

Transmission 
Speed/Delay 

Factor 

Relative Moving 
Trend 

Q-Routing [22] RL      
QGEO [23] RL      

RFLQGEO [24] RL      
GLAN [25] RL      

DL-Aided Rout-
ing [27] DL      

NF-Routing [28] DL      

Table 2. A summary of the advantages and disadvantages of the application of RL and DL concepts 
in large-scale and highly dynamic unmanned clusters. 

Type Routing Protocol Application Scenario Application Advantage Application Disadvantage 

RL-Routing [22–25] 
Large-scale and highly 

dynamic unmanned 
cluster networks 

Abstract formulation design,  
Strong versatility and adapta-
bility, 
Applications on dynamic or
unknown networks. 

Not applicable to large-scale net-
works, 
Application of multiple objec-
tives in routing problem. 

DL-Routing [27,28] 
Explore the relationship be-
tween environmental charac-
teristics and optimal paths. 

Network architecture design 
training datasets, 
Overfitting issues. 

3. Mathematical Modeling of Multi-Objective Routing Optimization Problems 
Traditional multi-objective routing optimization problems are often solved by meta-

heuristic algorithms such as Simulated Annealing (SA), Genetic Algorithm (GA), and Par-
ticle Swarm Optimization (PSO). However, these algorithms do not guarantee finding an 
approximate optimal solution and face issues like delayed convergence and high 

NF-Routing [28] DL ✓

Mathematics 2024, 12, x FOR PEER REVIEW 4 of 21 
 

 

based on RL and DL ideas when applied to large-scale, highly dynamic unmanned clus-
ters. 

Currently, most UAV cluster routing protocols based on RL use the QL algorithm, 
but they have several shortcomings in UAV networks: (1) As the number of network nodes 
increases, the state and action spaces expand significantly, making it time-consuming to 
learn large Q-tables and difficult to ensure algorithm convergence, which hinders adapta-
tion to large-scale network scenarios. (2) Most current routing protocols rarely consider 
multiple performance indicators such as distance, energy consumption, delay, and link 
quality, limiting their effectiveness in practical applications. 

In addition to RL techniques, routing protocols can explore the relationship between 
local network topology, geographic location, and link states using DL. However, further 
research is needed to address challenges such as designing appropriate deep network ar-
chitectures, constructing relevant training datasets, and addressing potential overfitting 
issues. 

The DRL algorithm, developed from RL, combines DL’s perception capabilities with 
RL’s decision-making abilities. DRL-based dynamic routing algorithms can better per-
ceive the changing multidimensional parameters of the environment, establish a mapping 
between environmental data and routing decisions, and are ideal for learning dynamic 
network topologies and traffic conditions [12]. This study uses an optimized DRL algo-
rithm, Deep Double Q-Learning Network (DDQN), to design a Multi-Objective Opti-
mized GPSR-based protocol, termed DDQN-MTGPSR. 

Table 1. Comparison of consideration factors for different routing protocols. 

Routing Protocol Protocol Type 
Geographical 

Position 
Energy Consumption 

Factor 
Routing 

Hole 

Transmission 
Speed/Delay 

Factor 

Relative Moving 
Trend 

Q-Routing [22] RL      
QGEO [23] RL      

RFLQGEO [24] RL      
GLAN [25] RL      

DL-Aided Rout-
ing [27] DL      

NF-Routing [28] DL      

Table 2. A summary of the advantages and disadvantages of the application of RL and DL concepts 
in large-scale and highly dynamic unmanned clusters. 

Type Routing Protocol Application Scenario Application Advantage Application Disadvantage 

RL-Routing [22–25] 
Large-scale and highly 

dynamic unmanned 
cluster networks 

Abstract formulation design,  
Strong versatility and adapta-
bility, 
Applications on dynamic or
unknown networks. 

Not applicable to large-scale net-
works, 
Application of multiple objec-
tives in routing problem. 

DL-Routing [27,28] 
Explore the relationship be-
tween environmental charac-
teristics and optimal paths. 

Network architecture design 
training datasets, 
Overfitting issues. 

3. Mathematical Modeling of Multi-Objective Routing Optimization Problems 
Traditional multi-objective routing optimization problems are often solved by meta-

heuristic algorithms such as Simulated Annealing (SA), Genetic Algorithm (GA), and Par-
ticle Swarm Optimization (PSO). However, these algorithms do not guarantee finding an 
approximate optimal solution and face issues like delayed convergence and high 

Mathematics 2024, 12, x FOR PEER REVIEW 4 of 21 
 

 

based on RL and DL ideas when applied to large-scale, highly dynamic unmanned clus-
ters. 

Currently, most UAV cluster routing protocols based on RL use the QL algorithm, 
but they have several shortcomings in UAV networks: (1) As the number of network nodes 
increases, the state and action spaces expand significantly, making it time-consuming to 
learn large Q-tables and difficult to ensure algorithm convergence, which hinders adapta-
tion to large-scale network scenarios. (2) Most current routing protocols rarely consider 
multiple performance indicators such as distance, energy consumption, delay, and link 
quality, limiting their effectiveness in practical applications. 

In addition to RL techniques, routing protocols can explore the relationship between 
local network topology, geographic location, and link states using DL. However, further 
research is needed to address challenges such as designing appropriate deep network ar-
chitectures, constructing relevant training datasets, and addressing potential overfitting 
issues. 

The DRL algorithm, developed from RL, combines DL’s perception capabilities with 
RL’s decision-making abilities. DRL-based dynamic routing algorithms can better per-
ceive the changing multidimensional parameters of the environment, establish a mapping 
between environmental data and routing decisions, and are ideal for learning dynamic 
network topologies and traffic conditions [12]. This study uses an optimized DRL algo-
rithm, Deep Double Q-Learning Network (DDQN), to design a Multi-Objective Opti-
mized GPSR-based protocol, termed DDQN-MTGPSR. 

Table 1. Comparison of consideration factors for different routing protocols. 

Routing Protocol Protocol Type 
Geographical 

Position 
Energy Consumption 

Factor 
Routing 

Hole 

Transmission 
Speed/Delay 

Factor 

Relative Moving 
Trend 

Q-Routing [22] RL      
QGEO [23] RL      

RFLQGEO [24] RL      
GLAN [25] RL      

DL-Aided Rout-
ing [27] DL      

NF-Routing [28] DL      

Table 2. A summary of the advantages and disadvantages of the application of RL and DL concepts 
in large-scale and highly dynamic unmanned clusters. 

Type Routing Protocol Application Scenario Application Advantage Application Disadvantage 

RL-Routing [22–25] 
Large-scale and highly 

dynamic unmanned 
cluster networks 

Abstract formulation design,  
Strong versatility and adapta-
bility, 
Applications on dynamic or
unknown networks. 

Not applicable to large-scale net-
works, 
Application of multiple objec-
tives in routing problem. 

DL-Routing [27,28] 
Explore the relationship be-
tween environmental charac-
teristics and optimal paths. 

Network architecture design 
training datasets, 
Overfitting issues. 

3. Mathematical Modeling of Multi-Objective Routing Optimization Problems 
Traditional multi-objective routing optimization problems are often solved by meta-

heuristic algorithms such as Simulated Annealing (SA), Genetic Algorithm (GA), and Par-
ticle Swarm Optimization (PSO). However, these algorithms do not guarantee finding an 
approximate optimal solution and face issues like delayed convergence and high 

✓ ✓

Table 2. A summary of the advantages and disadvantages of the application of RL and DL concepts
in large-scale and highly dynamic unmanned clusters.

Type Routing Protocol Application Scenario Application Advantage Application Disadvantage

RL-Routing [22–25]
Large-scale and highly

dynamic unmanned
cluster networks

Abstract formulation design,
Strong versatility and
adaptability,
Applications on dynamic or
unknown networks.

Not applicable to
large-scale networks,
Application of multiple
objectives in routing problem.

DL-Routing [27,28]

Explore the relationship
between environmental
characteristics and
optimal paths.

Network architecture design
training datasets,
Overfitting issues.

In addition to RL techniques, routing protocols can explore the relationship between
local network topology, geographic location, and link states using DL. However, further
research is needed to address challenges such as designing appropriate deep network archi-
tectures, constructing relevant training datasets, and addressing potential overfitting issues.

The DRL algorithm, developed from RL, combines DL’s perception capabilities with
RL’s decision-making abilities. DRL-based dynamic routing algorithms can better per-
ceive the changing multidimensional parameters of the environment, establish a mapping
between environmental data and routing decisions, and are ideal for learning dynamic
network topologies and traffic conditions [12]. This study uses an optimized DRL algo-
rithm, Deep Double Q-Learning Network (DDQN), to design a Multi-Objective Optimized
GPSR-based protocol, termed DDQN-MTGPSR.

3. Mathematical Modeling of Multi-Objective Routing Optimization Problems

Traditional multi-objective routing optimization problems are often solved by meta-
heuristic algorithms such as Simulated Annealing (SA), Genetic Algorithm (GA), and
Particle Swarm Optimization (PSO). However, these algorithms do not guarantee finding
an approximate optimal solution and face issues like delayed convergence and high com-
putational complexity [29], especially in large-scale, highly dynamic, and complex network
environments [30].

In recent years, the DRL algorithm has demonstrated excellent performance in solving
multi-objective optimization problems, particularly for large-scale and highly dynamic
UAV cluster networks, DRL has emerged as an effective solution for multi-objective routing
optimization, capable of adapting to complex and changing environments [31].
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3.1. Deep Double Q-Learning Network

The sequential behavioral decision problem of the DDQN algorithm is defined by the
MDP, which introduces an Agent that learns a value function, which is associated with
Bellman’s equation, and together, guide the agent’s decision-making process. In this study,
we use this model to model the routing process of UAV clusters. MDP consists of the
tuple {S, A, P, R}, where S, A, P, and R denote the state space, action space, state transfer
probability, and the reward function, respectively. The agent takes an action a at s according
to the policy π. The environment sends a reward r to the agent based on the agent’s action
a and transfers to the next state s′. The agent acquires the experience tuple e = (s, a, r, s′).
The goal of the intelligence is to learn the optimal strategy to maximize the desired reward.

The DDQN algorithm is a variant of Q-learning, a non-strategic RL algorithm based
on model-free values, based on the action value function Q(s, a), iteratively updating the
Q-value function using Bellman’s equation and gradually approximating the optimal value
function to obtain higher rewards. The Bellman’s optimal equation for QL is:

Q∗(s, a) = r(s, a) + γ∑s′∈S
P(s′|s, a)maxQ∗

(
s′, a′

)
a∈A

(1)

where (s, a) denotes the reward value for taking action a under s, γ denotes the discount
factor, and P(s′|s, a) denotes the execution of action a the probability of transferring from
states to s’ afterward. Q∗(s, a) is approximated by the following equation:

Q(s, a)← Q(s, a) + α
[
r + γQ

(
s′, a′

)
−Q(s, a)

]
(2)

where α represents the learning rate. The optimal policy π∗ is the policy that makes Q(s, a)
approach Q∗(s, a).

The DDQN uses a deep neural network to approximate Q(s, a), which gradually learns
an accurate action value function to select the optimal action by introducing a deep neural
network, defining an empirical playback region, computing the target value, and updating
the network parameters in a gradient descent inverse manner.

(1) Experience playback: the experience playback mechanism works by storing experi-
ences in order to compose a sequence of experiences D = {e1, e2, ...en}. During training,
experience samples are randomly selected from D randomly selected experience samples
and adopts the gradient descent algorithm when updating network parameters, which
improves the efficiency of utilizing historical data and reduces data correlation.

(2) Target network w′: DDQN utilizes a deep neural network to approximate the
action value function, which is denoted as Q(s, a; θi), where θi denotes the parameters
of the network at the i-th iteration. The optimization objective value is yDDQN = r +

γQ
(

s′, argmax
a

Q(s′, a; θi); θi
−
)

, the objective value is calculated by the target network w′

and evaluation network w, s′ is the next state, a′ denotes the possible actions, and θi
− is the

parameter of the target network. Throughout the training process, the DDQN updates the
network parameters inversely by minimizing the loss function, and the loss function at the
i-th update is as follows:

Li(θi) = E(s,a,r,s′)

[(
yDDQN −Q(s, a; θi)

)2
]

(3)

For the parameters (weights) of the (3), the partial derivation of the parameters
(weights) is obtained by (4):

∇θi Li(θi) = E(s,a,r,s′)
[
(y−Q(s, a; θi))∇θi Q(s, a; θi)

]
(4)

Target Network w′ and evaluation network w have the same network structure, where
the network parameters θi of the evaluation network are used to update the parameters θi
of the target network after every N iterations.
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3.2. MDP Modeling of the Routing Forwarding Process

(1) State space: let the state space of the node i where the packet is currently located be
st, st = {s1,t, s2,t, ..., sn,t}, where sj,t denotes the state information of the neighboring node
j of i at the moment t, and n denotes the number of all neighbor nodes of this node, and
this study defines sj,t as:

sj,t =
{

SNRi,j, Egrade
j , Twait

j , di,dst, dj,dst, Phop2 , cosj,d

}
, j ∈ NBR(i) (5)

where NBR(i) denotes the set of neighbors of the node; SNRi,j denotes the signal-to-noise
ratio (SNR) between the current node i and the neighbor node j, reflecting the link quality;
Egrade

j denotes the residual energy level of the candidate neighbor node; Twait
j denotes the

expected total waiting delay of the packet in the neighbor node j; di,dst indicates the distance
between node i and destination; dj,dst denotes the distance between the neighbor node j and
destination node; Phop2 denotes the probability of a routing hole occurring in neighboring
node j; cosj,d indicates j′s relative movement trend with respect to the destination node.

• Signal-to-noise ratio (SNR)

SNR is an important indicator of the quality of a communication link. For wireless
communication environments, a higher SNR indicates better signal quality. It is assumed
that the energy of the received signal S(k) outside the packet k acceptance interval is 0. The
received power of the signal is derived from the path loss propagation model as well as the
signal transmit power. The calculation is based on the Friis free-space propagation model
(Friis), which takes into account the attenuation of the signal with increasing propagation
distance [32]. The calculation process is shown in (6):

Pl(d) = Pl(d0) + n10log10(
d
d0

) (6)

where Pl(d) is s the received power at distance d, is the reference distance, n is the path loss
exponent (usually within 2 to 6), d0 is the reference distance, Pl(d0) is the received power at
the reference distance of d0 (d0 usually set to 1 m), is the reference distance, and d is the
actual distance between the receiver and the transmitter. Based on the Friis propagation
model to define the calculation method of the reference distance received power Pl(d0):

Pl(d0) =
PtGtGrλ2

16π2d2
0L

(7)

where Pt denotes the signal transmit power, Gt denotes the gain of the transmit antenna
(default value 1 dBm), Gr denotes the gain of the receive antenna (default value 1 dBm), λ
denotes the radio carrier wavelength, d0 denotes the reference distance, and L denotes the
system loss (default value 1).

The receiving end utilizes the formula (8) to calculate SNR(k), the signal-to-noise ratio
of the packet k:

SNR(k) = 10lg(
Sk

Ni(k) + N f
) = 10lg(

Pl(k)
Ni(k) + N f

) (8)

where N f represents the noise floor, which is a characteristic constant of the receiving
circuit. Ni(k) represents the interference noise, which is the sum of the energies of all other
signals received on the same channel. Ni(k) can be expressed as:

Ni(k) = ∑ m ̸=kS(m) (9)

The base noise of the receiver needs N f to take into account the thermal noise and the
non-ideality of the receiver, which is calculated as follows:

N f = NF · Nt (10)
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where NF is the noise figure, Nt is the thermal noise power. Nt = kTB, k = 1.3803× 10−23

is the Boltzmann constant in J/K, T = 290 K is the temperature, and B is the channel width
in Hz.

• Residual energy percentage

Energy utilization is an important performance indicator for the operation of un-
manned clustered networks, and optimizing the energy consumption problem is critical. In
order to balance the energy consumption of the nodes within the network, this study con-
siders adding the residual energy share metrics of the candidate neighbors in the next-hop
selection process Egrade

j , which is calculated as described below:

Egrade
j =

Eremj

Einitj

(11)

where Eremj denotes the remaining energy of neighbor node j and Einitj denotes the initial
energy of neighbor node j, and the ratio of the two can evaluate the energy consumption
after a period of time.

• Expected total waiting delay within the node

In this study, we approximate the expected total waiting delay of a packet in the node
j, representing that if the node i chooses to send the data packet to neighbor j, the packet
will be processed after the waiting time of Twait

j . The computational procedure of Twait
j is

developed as follows:
Twait

j = Tt
j + Tq

j (12)

where Tt
j denotes the transmission delay of all packets in the MAC layer of the candidate

neighbor node j, Tq
j denotes the expected queuing delay in the IP layer. The processing

delay and the propagation delay are not considered in this study since the processing delay
can be of a subtle or even lower order of magnitude, while the propagation delay in UAV
clusters on the order of hundreds of meters is on the order of nanoseconds. The calculation
of Tt

j and Tq
j are shown as (13) and (14):

Tt
j =

DataSizep

DataRatedev
(13)

Tq
j = Tavg

q · sumpkt (14)

where DataSizep indicates the length of all packets in the link layer in bits. DataRatedev
denotes the device's data transfer rate. Further, to estimate the queuing delay of all packets
in j , we utilize the total number of packets in the queue sumpkt and the average queuing
delay of packets Tavg

q . Further, this study estimates the queuing delay by a method of
calculating the dynamic average queuing delay based on a fixed window.

This method maintains a fixed number of packet counts N as an observation window
and calculates the average queuing delay within the current window Tavg

q . Once the total
number of packets counted is greater than the current window N, it is necessary to clear the
state for the monitoring of the next window, including the reset of the cumulative value of
the queuing delay and the value of the queuing packet count, this average delay calculation
is defined as follows (15). This average delay calculation is defined as shown:

Tavg
q =

∑count
i=1 tDe

i − tEn
i

count
(15)

where count indicates the total number of queued packets in the window at the current
moment (count ≤ N), tDe

i denotes the outgoing queue moment of the i-th packet, tEn
i

denotes the moment when the i-th packet enters the queue. It should be noted that every
time a packet is queued out of the buffer, the average delay is updated.
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• Routing void possibilities Phop2 ,

Phop2 = dmin
(ihop2,dst)/di,dst (16)

As (16) shows, where dmin
(ihop2,dst)

denotes the shortest distance of a two-hop neighbor
node from the destination node estimated by the current node i based on the perimeter
topology information of the forwarding node j. In this study, we utilize the method in
literature [33] to calculate the surrounding topology information NBT of all the nodes and
broadcast it periodically with the HELLO beacon. The nodes receiving the message will
estimate dmin

(ihop2,dst)
based on the NBT and further get Phop2 .

If Phop2 > 1, it means that once the current node i chooses j as the next hop, node j
is likely to have the routing hole problem. The principle is shown in Figure 1, if node i
chooses the neighbor j as the next hop (j is closest to the destination), when the packet is
forwarded to j, there is a high probability of a routing hole after the packet is forwarded.
Therefore, calculating dmin

(ihop2,dst)
in node i based on j‘s neighboring topology information

can prevent data from being forwarded to node j and falling into a routing hole.
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• Relative movement trends cosj,d.

cosj,d indicates the relative movement trend of the candidate neighbor node with
respect to the destination node dst, which is defined by the computation method as
Equation (17) shown:

cosj,d =

⇀
V j ·

⇀
ljldst∥∥∥∥⇀V j

∥∥∥∥∥∥∥∥ ⇀
ljldst

∥∥∥∥ (17)

where
⇀
V j denotes the speed vector of node j,

⇀
ljldst denotes the distance vector from the

node j to the destination node.
(2) Action space: A = {n1, n2, n3....nn}, denotes the set of all neighbor nodes of the

current node i, where nj denotes the j-th neighboring node, and n denotes the total number
of nodes. If there is a packet forwarding requirement for the current node, the next hop
node needs to be decided as routing in this set.

(3) Transfer probabilities: DDQN belongs to a model-free approach, which does not
require explicit knowledge of the state transfer probabilities of MDP, and can learn the
optimal policy through interaction with the network environment.

(4) Reward function R: the reward mechanism is an important factor in refining the
strategy. If the chosen action leads to a weak reward, the agent can choose other actions in
the future under the same conditions to obtain other reward possibilities [34].
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In this study, we give all the objective metrics of the multi-objective routing optimiza-
tion problem in the reward mechanism of DDQN-MTGPSR to provide behavioral guidance
for routing decisions [35]. The reward mechanism ri,j of DDQN-MTGPSR is as (19) shown:

ri,j =

k1e−Twait
j + k2e−Phop2 + k3e−dj,dst + k4SNRi,j + k5Egrade

j , j is′t dst

rmax , j is dst
(18)

where k1 to k5 are the weight values and ∑5
i=1 ki = 1, ki > 0. Finally, the algorithm will

tend to select the next hop node with less delay, better link quality, more energy left,
lower possibility of routing hole, and shorter distance to the destination. In this study, the
Min-Max Scaling method is chosen to normalize the state eigenvalues.

4. DDQN-MTGPSR Protocol Design
4.1. Broadcast Beacon and Routing Table Optimization

DDQN-MTGPSR periodically broadcasts beacons containing the local node’s ID,
location, residual energy, mobility mode (speed and direction), estimated total waiting
delay, and neighboring topology information (NBT). Upon receiving a beacon, a node
calculates the SNR and parses the packet, storing the information in its routing table,
referred to as RT in this study.

Table 3 is the improved GPSR routing table RT, which needs to be maintained, and
if no broadcast packet is received from a neighbor node for a period longer than T, the
neighbor information is removed from the routing table.

Table 3. Improved GPSR routing table RT.

Field 1 Field 2 Field 3 Field 4 Field 5 Field 6 Field 7 Field 8

ID1
coordinate
(geometry)

moving
model delay energy NBT1 SNR1,i timestamp

ID2
coordinate
(geometry)

moving
model delay energy NBT2 SNR2,i timestamp

...... ...... ...... ...... ...... . . .. . . . . .. . . ......

IDn
coordinate
(geometry)

moving
model delay energy NBTn SNRn,i timestamp

4.2. DDQN Network Construction

Figure 2 demonstrates the application of the DDQN model to the UAV cluster
routing decision problem, reflecting the interaction between the model and the network
environment. The agent uses the current network state st and selects the next hop routing
node based on the policy π to select the next-hop routing node, and the network state
is further transformed to st+1 after the environment performs the action and gives a
reward rt.

If there is a demand for packet forwarding in the current node, it needs to get the
state information of each neighbor as shown in (5) according to the destination node
information stored in the packet and the routing table of this node, and integrated into
the state space st. Each network of DDQN consists of input layer IN, hidden layer
Hd, and output layer Lo . The hidden layer consists of a convolutional layer Conv and
two fully connected layers Fc1 and Fc2. If the total number of neighbor nodes is Nnb,
then the input data is a two-dimensional matrix of size Nnb × 7, where 7 is the number of
state eigenvalues.
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Convolutional layer for hidden layer Conv : The size of the convolutional kernel is
2 × 2, stride is 1, and no padding in both height and width directions. The convolu-
tional layer has a total of Nnr = (Nnb − 1)×

(
nFeatureMap − 1

)
× nFeatureMap neurons, where

nFeatureMap denotes the number of feature maps (equals 7). Fully connected layers Fc1 and
Fc2: the number of neurons of Fc1 can be taken in the interval range of [4Nnb, 6Nnb], the
number of neurons of Fc2 can take the value of Nnb. Each fully connected layer uses a
rectified linear unit (ReLU).

Input st into the DDQN model and complete the mapping from Nnb × 7 dimensional
environmental data to one-dimensional output data, and the final output layer Lo outputs
the Q-values corresponding to all Nnb nodes. Further, based on the Q-values corresponding
to the actions and based on the policy π to decide the next hop routing node. In order
to balance the relationship between exploration and utilization as much as possible, we
adopt the ε− greedy strategy, in which the agent has the probability of ε(ε < 1) choosing a
random action with unknown reward and the probability of (1− ε) choosing the action
with the highest value among the existing actions with when making decisions.

4.3. DDQN-MTGPSR Routing Decision

DDQN-MTGPSR optimizes the original forwarding mode of GPSR by not only con-
sidering the distance between neighbor nodes and destination nodes but by extracting
the set of neighbor state information of the current node where the packet is located and
then inputting it into the DDQN for the next hop decision. The operation of the routing
decision system can be divided into two processes: 1) the routing table creation and main-
tenance and 2) the routing decision process for the DDQN-MTGPSR protocol. This study
summarizes the DDQN-MTGPSR routing decision process in Algorithm 1.

Where ε takes the value of 0.1, α takes the value of 0.001 and γ takes the value of 0.95.
Until the simulation is terminated, all the nodes within the network will keep repeating
the route establishment and maintenance phase and the DDQN-MTGPSR based routing
decision making phase as described above, to assist in forwarding the packets within the
network from the source node to the destination node.
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Algorithm 1: DDQN-MTGPSR Routing Algorithm

1 Initialization: Learning rate α, discount factor γ, ε, experience playback area D, StepN ;
2 Initialization: Evaluation DDQN network parameters θ;
3 Initialization: Target DDQN network parameters θ−;
Phase 1: Routing table creation and maintenance phase:
4 if arrive at HELLO beacon send time do
5 Each node sends a beacon;

6
Each node extracts the fields based on the received broadcast packets and computes the

SNRi,j
7 The node reacquaints itself with its neighbors and updates RTi;
8 end if
Phase 2: Route Forwarding Phase:
9 if currently need to forward data packets do
10 Initiate the DDQN-MTGPSR routing algorithm:
11 Calculate the status information of all neighboring nodes based on RTi:
12 sj,t =

{
SNRi,j, Egrade

j , Twait
j , di,d, dj,dst, Phop2 , cosj,d

}
, j ∈ NBR(i);

13 Construct the state space of this node st = {s1,t, s2,t, ..., sn,t};
14 Enter st into the DDQN network to get the corresponding Q values for all neighbors;
15 if DDQN is in training phase do
16 Select the next jump according to ε− greedy;
17 rt = ri,j;
18 The status is transferred to st+1;
19 Store the experience et = (st, at, rt, st+1) to D;
20 Randomizing small batches of experience (e1, ...., em) from D;
21 Calculate the loss function;

22
Adam optimizer gradient descent minimizes the loss function to update the

parameters θ of network w;
23 Update θ− with θ every StepN ;
24 else
25 Select the next hop based on the maximum value;
26 end if
27 end if

5. Experiments and Analysis of Results
5.1. Simulation Architecture

NS-3 is a network simulator with the advantage of providing full-stack analog sim-
ulation from the physical layer to the application layer, but it is unable to implement AI
algorithms. Therefore, this study relies on the NS3-AI interface provided by NS-3 to assist
the communication between the NS-3 environment and AI framework. The NS3-AI is the
NS-3 AI algorithm interface for network research, which is an interaction module between
NS-3 and several Python-based AI frameworks, and it can be realized through shared
memory for efficient and fast data exchange between the AI algorithms and NS-3 [36]. This
module consists of two parts: the NS-3 interface developed in C++ and the AI interface
developed in Python. It is the core module for transferring data from one C++ program
to another Python program. The NS-3 simulator and the AI framework run in different
processes, and data transfer is mainly carried out in two cases: sending NS-3 simulation
data to the AI model in Python and testing Python output values in NS-3. The NS-3
simulator is used to establish networks and topological structures and generate simulation
data required by artificial intelligence algorithms. The AI framework uses the data in NS-3
to train the model and returns the output of the model to NS-3 for testing. This paper
uses the NS3-AI interface and implements DDQN through the AI framework to ensure
the continuous interaction between environmental state information and routing decision
results during the simulation process.

In NS-3, this study modifies the original GPSR module, extracts the environment state
information st and inputs it into the shared memory of the NS3-AI interface during the
simulation process. Based on the NS3-AI to realize the adaptation of the data structure at



Mathematics 2024, 12, 2672 12 of 21

both ends, the AI framework PyTorch can immediately obtain the state information from
NS-3 through the shared memory, input it into the DDQN, and obtain the routing decision
result. The routing decision result is returned to NS-3 through shared memory, and the
node forwards the next hop.

5.2. Experimental Parameters and Results

The experiment sets up 10 nodes that are respectively responsible for sending and
receiving services, sending traffic at a constant rate from the beginning of the simulation.
Comparison experiments are conducted for the same network scenario to test the perfor-
mance of different routing protocols in network performance under different network size
and mobile speed conditions, respectively. The network performance evaluation metrics
are packet delivery rate (PDR), average end-to-end delay (average E2E delay), node average
residual energy variance (VarE), and percentage of node average residual energy (PRE).
The parameters of the simulation experiment are shown in Table 4.

Table 4. Table of parameters related to simulation experiments.

Simulation Parameters Parameter Value

operating system Ubuntu 20.04
software version NS-3.30.1

transport layer protocol UDP
comparative routing protocols OLSR, AODV, GPSR, DDQN-MTGPSR

MAC/PHY layer protocol IEEE 802.11b
radiant power 20 dBm

transmission rate 2 Mbps
packet transmission rate 2.048 kb/s

packet length 64 bytes
channel fading model Friis propagation model

initial energy 300 J
nodal distribution range 2000 m× 2000 m
node movement model randomized waypoint model (RWP)

simulation time 100 s

Designing comparative experiments under two different dimensions of average node
movement speed and the scale of network, three ad hoc traditional routes with better
performance were selected: OLSR [15], AODV [18], and GPSR [21], with the proposed
DDQN-MTGPSR algorithm in different scenarios for comparison testing.

(1) Control variable: average speed of node movement.
The effect of different movement speeds on the performance of the routing protocol is

tested in NS-3. The initial average mobility speed is set to 15 m/s, incremented to 40 m/s
in a gradient of 5, and the total number of nodes is fixed to 100 (moderate network size).

As Figure 3 shows, as the speed of node movement increases, the overall packet
delivery rates for several routing protocols show a decreasing trend, albeit to varying
extents. The OLSR protocol, which is an active routing protocol that requires regular
transmission of control information to maintain the routing table, experiences the most
significant decline in packet delivery rates. This is due to the increased frequency of
network topology changes with faster movement speeds, which makes OLSR unable to
update routing information in time, leading to packet loss. In comparison, AODV, GPSR,
and DDQN-MTGPSR show a slower decline in packet delivery rates as the node movement
speed increases. Among these, GPSR experiences the lowest packet delivery rates at the
same movement speed, while the differences in packet delivery rates between AODV
and DDQN-MTGPSR are less pronounced, especially when speed increases. AODV is a
demand-driven routing protocol that only establishes routing paths when data forwarding
is required, thus ensuring more reliable forwarding paths and maintaining a relatively
high level of packet delivery rates. DDQN-MTGPSR algorithm encourages the selection of
higher-quality, less congested links, which have a lower likelihood of experiencing holes,
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thereby reducing the risk of packet loss. Compared to the traditional GPSR, the average
packet delivery rate of DDQN-MTGPSR is improved by 12.72%.

Mathematics 2024, 12, x FOR PEER REVIEW 13 of 21 
 

 

 

Figure 3. Variation of PDR with average speed. 

As Figure 4 shows, when facing increased node mobility speeds, the Average E2E 

Delay of OLSR exhibits unstable oscillation behavior with the average node moving speed 

change. Its proactive management and updating of routing tables lead to frequent adjust-

ments when nodes move at high speeds, necessitating the frequent updating of these ta-

bles, which in turn causes significant fluctuations in end-to-end delay. Among all, AODV 

experiences the highest end-to-end delay under the same conditions of node activity. 

GPSR and its improved version, DDQN-MTGPSR, exhibit decreasing latencies, mainly 

due to the on-demand nature of AODV’s routing establishment, which can cause addi-

tional delays when the network topology changes rapidly. Traditional GPSR makes rout-

ing decisions based on the next hop’s location without going through a full routing dis-

covery process, leading to generally lower delay compared to AODV. The DDQN-

MTGPSR algorithm balances multiple routing performance indicators, showcasing a su-

perior end-to-end delay compared to GPSR and AODV, especially under certain node mo-

bility speeds, approaching the OLSR performance. In comparison to traditional GPSR, the 

end-to-end delay of DDQN-MTGPSR is, on average, reduced by 20.05%. 

 

Figure 4. Variation of average E2E delay with average speed. 

As Figure 5 shows, the increase in 𝑉𝑎𝑟𝐸, due to node movement speed, when using 

OLSR with DDQN-MTGPSR, is not notably significant. OLSR boasts an active routing and 

multi-point forwarding mechanism, which distributes network control messages and 

Average node movement speed(m/s)

P
D

R

Average node movement speed(m/s)

A
v
er

ag
e 

E
2
E

 D
el

ay
(m

s)

Figure 3. Variation of PDR with average speed.

As Figure 4 shows, when facing increased node mobility speeds, the Average E2E
Delay of OLSR exhibits unstable oscillation behavior with the average node moving speed
change. Its proactive management and updating of routing tables lead to frequent ad-
justments when nodes move at high speeds, necessitating the frequent updating of these
tables, which in turn causes significant fluctuations in end-to-end delay. Among all, AODV
experiences the highest end-to-end delay under the same conditions of node activity. GPSR
and its improved version, DDQN-MTGPSR, exhibit decreasing latencies, mainly due to the
on-demand nature of AODV’s routing establishment, which can cause additional delays
when the network topology changes rapidly. Traditional GPSR makes routing decisions
based on the next hop’s location without going through a full routing discovery process,
leading to generally lower delay compared to AODV. The DDQN-MTGPSR algorithm
balances multiple routing performance indicators, showcasing a superior end-to-end delay
compared to GPSR and AODV, especially under certain node mobility speeds, approach-
ing the OLSR performance. In comparison to traditional GPSR, the end-to-end delay of
DDQN-MTGPSR is, on average, reduced by 20.05%.
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As Figure 5 shows, the increase in VarE, due to node movement speed, when using
OLSR with DDQN-MTGPSR, is not notably significant. OLSR boasts an active routing
and multi-point forwarding mechanism, which distributes network control messages
and energy consumption evenly across nodes. Even as the speed of nodes increases,
the energy consumption per node stays relatively consistent, rendering the variance in
energy consumption insensitive to velocity changes. DDQN-MTGPSR incorporates the
remaining energy level of neighboring nodes, prioritizing the selection of nodes with
higher remaining energy for forwarding, thus helping to balance energy consumption
among nodes. Despite DDQN-MTGPSR’s introduction of link quality and routing hole,
which enhances the connectivity, it still operates based on local topologies, leading to
slightly higher variance compared to OLSR. Comparatively, AODV and GPSR display
consistently higher variances. AODV is an on-demand routing protocol, and GPSR relies
on local information of one-hop neighbor locations, neither of which can meticulously
obtain the entire network topology or achieve an even distribution of energy usage. This
can lead to some nodes shouldering more of the routing discovery and data forwarding
tasks, contributing to an uneven distribution of energy consumption. However, GPSR
exhibits lower variance than AODV thanks to its location-aware routing strategy, which
more efficiently adapts to topological changes when dealing with rapidly moving nodes. It
quickly directs attention to the next hop closer to the destination, avoiding the additional
energy expenditure that arises from searching for new routes, a characteristic that AODV
frequently engages in during these scenarios. The average residual energy variance of
nodes for DDQN-MTGPSR is reduced by 50.15% on average as compared to GPSR.
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As Figure 6 shows, when the speed is low because GPSR does not need to maintain
a complex routing table, it maintains a higher PRE. In a highly dynamic network, AODV
requires frequent route discovery, and OLSR needs to continuously update routing infor-
mation so the remaining energy is lower than that of GPSR. Under low-speed conditions,
the topology changes are not too frequent. Although DDQN-GPSR introduces various
environmental states to improve network performance, at the same time, its broadcast
packets have been changed, and the fields are longer, so the overhead is slightly higher
than that of GPSR. However, at high speeds, GPSR incurs increased overhead due to fre-
quent switching to the recovery mode, while DDQN-GPSR has more selectable neighbors
and higher routing efficiency, thereby reducing the overall overhead compared to GPSR.
Compared to GPSR, the PRE of DDQN-MTGPSR has increased by an average of 0.47%.
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In summary, compared with GPSR, the DDQN-GPSR routing protocol comprehen-
sively improves various indicators. At the same time, the experimental results show that
OLSR and AODV are not suitable for extremely high-speed scenarios, and the packet
delivery rate of the former and the delay of the latter are prone to negative performance
due to the change in moving speed. DDQN-MTGPSR is less susceptible to speed changes
than the first two. The delivery rate and delay combination prove that DDQN-MTGPSR
is more suitable for high-dynamic scenarios than OLSR and AODV. In addition, the ratio
of residual energy between OLSR and AODV is lower than that of DDQN-MTGPSR in
high-speed scenarios. From the perspective of residual energy variance, DDQN-MTGPSR
can still balance the energy consumption of each node as much as possible in high-speed
scenarios, which is better than AODV but slightly worse than OLSR. However, from the
perspective of comprehensive communication quality performance, it can still be concluded
that DDQN-MTGPSR is more suitable for highly dynamic UAV cluster networks.

(2) Control variable: scale of network.
To test the effect of different scales of the network on routing performance in the

same area, the total number of initial nodes was set to 20 and gradually increased to 160 at
intervals of 20 nodes, with an average movement speed of 20 m/s for each node.

As Figure 7 shows, as the number of nodes in the network increases, the packet
delivery rates of both GPSR and DDQN-MTGPSR show an increasing trend. OLSR, on the
other hand, tends to exhibit fluctuations within a certain range, while AODV follows an
overall decreasing trend. GPSR is more sensitive to density, meaning the greater the number
of nodes in the network, the more options there are for GPSR to select as neighboring nodes,
thus leading to a higher packet delivery rate. As the number of nodes grows, the network
topology becomes more complex, which presents a challenge for timely updates of routing
information in OLSR. This can result in some nodes experiencing delays, thus causing
fluctuations in the packet delivery rate. With an increase in the number of nodes, the
process of establishing routes in AODV becomes more intricate, leading to increased data
packet dropouts. For DDQN-GPSR, when the number of nodes is relatively small, its packet
delivery rate is indeed lower compared to OLSR and AODV. However, it surpasses GPSR,
mainly because of the incorporation of additional state features. Even though DDQN-GPSR
still operates as a local topology-based routing protocol, it exhibits significantly reduced
packet loss. As the network contains more nodes, the packet delivery rate of DDQN-GPSR
tends to remain at a relatively high level, and in certain scenarios, it can match or even
surpass OLSR’s delivery rate while still outperforming AODV. Compared to GPSR, the
PDR of DDQN-MTGPSR is found to be 26.26% higher.
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AS Figure 8 shows, as the number of nodes increases, the average E2E delay of GPSR
decreases first and then increases. This is because increasing the number can increase the
number of optional neighbors, which helps to reduce the delay. However, if the nodes
become more dense, routing loops and routing holes will cause the delay to increase. The
delay of AODV and OLSR increases significantly. AODV establishes routes on demand. The
increase in network density leads to longer route establishment time. The rapid increase
in the number of OLSR-controlled messages will cause network congestion and increase
the delay. The average E2E delay of DDQN-MTGPSR is less affected by the change in the
scale of the network and can fluctuate in a relatively low range. Due to the introduction of
other routing performance indicators, the algorithm is prompted to select paths with less
congestion, more reliable links, and fewer routing holes, reducing the end-to-end delay to a
certain extent. Compared to GPSR, the end-to-end delay of DDQN-MTGPSR is reduced by
36.31% on average.
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As Figure 9 shows, AODV’s VarE exhibits a significant elevation as the number of
nodes increases and fluctuates within a relatively high range. When the number of nodes
is very small, the GPSR protocol exhibits a very high VarE, and as the number of nodes
increases, the number of neighbors available for GPSR to choose from increases, and the
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energy consumption becomes more uniform. The VarE of OLSR is maintained at a relatively
low level but shows an overall increasing trend. DDQN-MTGPSR introduces the residual
energy of the neighboring nodes, and DDQN-MTGPSR is able to prioritize forwarding
nodes with higher residual energy, which plays a role in balancing the energy consumption
among nodes, so VarE is lower under large-scale networks. Nodes' average residual energy
variance is reduced by 69.3% on average in DDQN-MTGPSR compared to GPSR.

Mathematics 2024, 12, x FOR PEER REVIEW 17 of 21 
 

 

energy consumption becomes more uniform. The 𝑉𝑎𝑟ா of OLSR is maintained at a rela-
tively low level but shows an overall increasing trend. DDQN-MTGPSR introduces the 
residual energy of the neighboring nodes, and DDQN-MTGPSR is able to prioritize for-
warding nodes with higher residual energy, which plays a role in balancing the energy 
consumption among nodes, so 𝑉𝑎𝑟ா is lower under large-scale networks. Nodesʹ average 
residual energy variance is reduced by 69.3% on average in DDQN-MTGPSR compared 
to GPSR. 

 
Figure 9. Variation of 𝑉𝑎𝑟ா with the scale of the network. 

As shown in Figure 10, the more nodes in the network, the more control messages 
need to be transmitted and processed, so the PRE of OLSR continues to decline. AODV 
shows a downward trend as a whole. The more nodes, the more complicated the route 
establishment process of AODV and the more energy consumed. The GPSR protocol is 
more sensitive to the density of the node. It can be used with fewer neighbors with ex-
tremely low density. It may trigger extremely frequent peripheral repost mode, so the 
routing efficiency is low. As the density of the node increases, this situation has improved, 
and the surplus energy proportion of GPSR networks is higher than that of AODV and 
OLSR. Because the DDQN-MTGPSR has a longer radio signal field, compared to GPSR’s 
control overhead, but due to the introduction of other routing performance indicators, the 
routing efficiency of DDQN-MTGPSR is higher, and its overall expenses will not be sig-
nificantly higher than that GPSR has the phenomenon of ups and downs fluctuations be-
tween the two. Compared with GPSR, the surplus energy of DDQN-MTGPSR has in-
creased by 8.709% on average. 

𝑉𝑎𝑟 ா

Numbers of nodes
Figure 9. Variation of VarE with the scale of the network.

As shown in Figure 10, the more nodes in the network, the more control messages
need to be transmitted and processed, so the PRE of OLSR continues to decline. AODV
shows a downward trend as a whole. The more nodes, the more complicated the route
establishment process of AODV and the more energy consumed. The GPSR protocol is more
sensitive to the density of the node. It can be used with fewer neighbors with extremely low
density. It may trigger extremely frequent peripheral repost mode, so the routing efficiency
is low. As the density of the node increases, this situation has improved, and the surplus
energy proportion of GPSR networks is higher than that of AODV and OLSR. Because the
DDQN-MTGPSR has a longer radio signal field, compared to GPSR’s control overhead, but
due to the introduction of other routing performance indicators, the routing efficiency of
DDQN-MTGPSR is higher, and its overall expenses will not be significantly higher than
that GPSR has the phenomenon of ups and downs fluctuations between the two. Compared
with GPSR, the surplus energy of DDQN-MTGPSR has increased by 8.709% on average.

Compared with GPSR, with the increase of network scale, DDQN-MTGPSR basically
has a comprehensive improvement on the evaluation indicators. Based on all evaluation
indicators to analyze, OLSR and AODV are not suitable for large-scale scenarios. The
extension of the former’s end-to-end is significantly increased with the increase in the
number of nodes. Regarding the trend of decline and increase, unlike OLSR and AODV,
the increase in network scale will not have a significant negative effect on the performance
of DDQN-MTGPSR in terms of delay and delivery rate. In large-scale scenarios, its delivery
rate is higher than AODV and close to OLSR. The delay can be lower than AODV and lower
than OLSR under certain high-density conditions. In addition, the surplus energy of OLSR
and AODV will gradually be lower than the DDQN-MTGPSR with the increase in nodes.
From the perspective of the remaining energy difference, the DDQN-MTGPSR is better than
AODV due to the increase in the number of nodes and can be close to OLSR, indicating that
DDQN-MTGPSR can balance the energy consumption of each node in large-scale networks.
In summary, DDQN-MTGPSR is suitable for large-scale UAV cluster networks.
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Combining all the experimental results under the two experimental conditions and
considering the comprehensive performance of the network, including communication
quality of service and energy consumption, DDQN-MTGPSR is more suitable for large-scale
and highly dynamic UAV clusters than the other three routing protocols.

6. Conclusions

In this study, we focus on the environmental characteristics of UAV clusters and aim
to develop an intelligent routing protocol that adapts to highly dynamic and large-scale
networks. We have designed a multi-objective optimized GPSR routing protocol based on
DDQN (DDQN-MTGPSR).

Firstly, we addressed the mathematical modeling of the multi-objective routing opti-
mization problem by integrating the multi-objective optimization mechanism of DDQN.
The route forwarding process is transformed into a Markov decision process (MDP), and
we achieve the modeling of the multi-objective routing optimization problem by compre-
hensively considering various routing performance indicators through a mixed-objective
approach. Subsequently, based on the mathematical modeling of the routing problem, we
employed the DDQN algorithm to improve the traditional route forwarding mechanism of
GPSR and constructed a DDQN model tailored to solve the routing problem in this study.
Finally, to evaluate the performance of the proposed algorithm, we integrated the NS-3
network simulator with an AI framework using the NS3-AI interface. This integration
allowed us to implement the DDQN-MTGPSR intelligent routing protocol and verify its ad-
vantages through simulation experiments. The results demonstrate that DDQN-MTGPSR
outperforms comparative routing protocols in large-scale and highly dynamic networks.

Although this study has made some progress in optimizing routing protocols for
UAV clusters, some important research issues still need to be further explored. Firstly, the
broadcast beacons in DDQN-MTGPSR include additional fields beyond traditional GPSR
location information, leading to increased control overhead compared to conventional
GPSR routing protocols. Additionally, the exploration–exploitation balance mechanism
employs a fixed exploration rate (ε), which may not be optimal for all network conditions.

Future work will focus on introducing an adaptive HELLO message mechanism to
reduce control overhead by minimizing the frequency of control information transmissions.
To enhance algorithm performance, we plan to design an adaptive ε based on time or
network stability, reducing unnecessary exploration under stable conditions to improve
convergence and routing efficiency. In addition, as the scale of UAV clusters continues
to expand and the application scenarios become more complex, dynamic management
of nodes will become one of the key challenges. Future work can explore how to better
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cope with network topology changes caused by nodes' addition or exit. Introducing more
flexible and adaptive mechanisms can better support the practical application of UAV
clusters in complex and dynamic environments.
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Abbreviations

UAV unmanned aerial vehicle
DDQN deep double Q-learning network
GPSR greedy perimeter stateless routing
DDQN-MTGPSR multi-objective optimized GPSR routing protocol
DSDV destination-sequenced distance-vector
OLSR optimized link state routing
DSR dynamic source routing
AODV distance vector routing
HRP hybrid routing protocol
RL reinforcement learning
DL deep learning
DRL deep reinforcement learning-based
MDP Markov decision process
QL Q-learning
QGeo geographic routing protocol
RFLQGEO reward function learning for QL-based geographic routing protocol
GLAN geolocation ad hoc network
AGLAN adaptive GLAN
DNN deep neural networks
QoS quality of service
DDQN deep double Q-learning network
SA annealing
GA genetic algorithm
PSO particle swarm optimization
ReLU rectified linear unit
RWP randomized waypoint model
PDR packet delivery rate
Average E2E delay average end-to-end delay
VarE node average residual energy variance
PRE percentage of node average residual energy
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