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Abstract: Test-time adaptation (TTA) aims to optimize source-pretrained model parameters to target
domains using only unlabeled test data. However, traditional TTA methods often risk overfitting to
the specific, localized test domains, leading to compromised generalization. Moreover, these methods
generally presume static target domains, neglecting the dynamic and cyclic nature of real-world
settings. To alleviate this limitation, this paper explores the continuous cyclic test-time adaptation
(CycleTTA) setting. Our unique approach within this setting employs matrix-wise perturbation
noise in batch-normalization statistics to enhance the adaptability of source-pretrained models to
dynamically changing target domains, without the need for additional parameters. We demonstrated
the effectiveness of our method through extensive experiments, where our approach reduced the
average error by 39.8% on the CIFAR10-C dataset using the WideResNet-28-10 model, by 38.8% using
the WideResNet-40-2 model, and by 33.8% using the PreActResNet-18 model. Additionally, on the
CIFAR100-C dataset with the WideResNet-40-2 model, our method reduced the average error by 5.3%,
showcasing significant improvements in model generalization in continuous cyclic testing scenarios.

Keywords: deep learning; model generalization; distribution shift; test-time adaptation; model
robustness

MSC: 68T07

1. Introduction

The training of deep learning models is typically based on a key assumption that the
data in the model’s source domain (training set) and target domain (test set) are independent
and identically distributed (iid) [1]. However, in practical applications, this iid assumption
often proves to be overly idealistic, leading to suboptimal performance in the testing phase.
In the real world, data distributions frequently undergo dynamic changes [2], posing
challenges to pre-trained deterministic models in coping with continuously evolving test
tasks. For instance, in the face of emerging new viruses or evolving treatment methods, pre-
trained medical diagnostic models struggle with data featuring constant changes. Similarly,
in the field of supply chain management, demand patterns and available resources may
shift due to seasonal variations and market demand fluctuations, rendering pre-trained
management prediction models ineffective.

To tackle this challenge, researchers have recently introduced the concept of TTA,
aimed at enhancing the adaptability of models to real-world data environments [3,4]. The
essence of TTA is to use target domain data and source domain pre-trained model param-
eters for real-time online adjustments of the model, effectively improving performance
in downstream applications under domain shift. It’s important to note that existing TTA
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methods usually assume that the target domain remains static [3]. However, in reality, ma-
chine systems are situated in non-static and continually evolving environments, where the
data distribution of the target domain may experience shifts and cyclical changes over time.

In this paper, we introduce the concept of CycleTTA, which allows the evaluation of
pre-trained models in a continuous cyclic testing environment. Additionally, to address
potential overfitting issues in continuous testing scenarios, we developed a lightweight
yet highly effective parameter-free approach. This approach incorporates matrix-level
perturbation noise into batch normalization statistical parameters, significantly enhancing
the source pre-trained model’s adaptability to target domain shifts. An illustrative diagram
of this method is provided in Figure 1. To further understand the effect of different types
of noise during the testing phase, we examined variants incorporating uniform noise and
Gaussian noise distributions.
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Figure 1. An illustration of our proposed method. We consider the scenario of online continuous
cyclic test-time adaptation. The target data are not only provided in a sequence but also exhibit
periodicity, originating from a continually changing environment.

We summarize our contributions as follows:

• To our knowledge, we are the first to propose a continuous cyclic test-time domain-
adaptation setting, named CycleTTA.

• We are the first to explore the relationship between perturbation noise and model
generalization in continuous cyclic testing scenarios, and we introduce a lightweight
yet effective parameter-free optimization method by adding random noises to the
batch-normalization (BN) statistics.

• Our experiments have proven the effectiveness of the proposed method across various
models and datasets: on the CIFAR10-C dataset with the WideResNet-28-10 model, the
average error was reduced by 39.8%; on the WideResNet-40-2 model, it was reduced by
38.8%; and on the PreActResNet-18 model, it was reduced by 33.8%. On the CIFAR100-C
dataset with the WideResNet-40-2 model, the average error was reduced by 5.3%.

2. Related Work
2.1. Batch Normalization

Overfitting and prolonged training time are significant hurdles in the field of multi-
layer neural network learning [5]. To overcome these challenges, batch normalization has
become a widely recognized approach [6–8].
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Prior to the introduction of BN, network convergence during training relied heavily
on meticulous hyperparameter initialization, including suboptimal initial weights and
small learning rates, leading to delays in the training process [9]. Additionally, the intricate
interdependencies between layers added complexity to the learning process, as even minor
changes in one layer could be amplified as they propagate through the network [10]. By
normalizing the inputs for each layer, including the input layer, BN effectively reduces
training time [11,12]. This normalization allows for higher learning rates, resulting in fewer
training steps required for convergence [13–15]. Due to the simplicity of implementing
batch normalization by introducing a BN layer into the network, batch normalization is a
natural choice for expediting training across various hyperparameter combinations and a
basic component in most state-of-the-art architectures [16–21].

Li et al. [22] introduced the pioneering work of integrating BN into domain adaptation,
known as Adaptive batch normalization (AdaBN). AdaBN calculates BN statistics for the
source domain during training and adapts these statistics for the target domain during
testing. Coupling the network parameters of both target and source samples during the
training stage has been the primary focus of subsequent studies inspired by AdaBN [23–25]

The concept of normalization from domain adaptation can also be applied to model
robustness when handling corruption, where different types of corruption can be viewed
as distinct domains. Several studies have explored normalization techniques to enhance
corruption robustness under covariate shift [26–29]. The BN-based approach for learning
domain-invariant representations is also employed to defend against multiple adversarial
examples [30–32]. Wang et al. [3] proposed Full Test Time Adaptive (Tent) for unsupervised
domain adaptation or image corruption. Tent adjusts features during testing by estimating
normalization statistics (µ and σ) and optimizing affine parameters (γ and β) by using
entropy minimization. The normalization statistics and affine parameters are updated
exclusively based on target data, without employing source data.

Despite advancements in the field of deep learning, traditional BNs still play a pivotal
role due to their simplicity and proven effectiveness [3,22,26,33–36]. Our research aims to
investigate the impact of noise within the BN layer, specifically during test time adaptation.
Our objective is to demonstrate how the introduction of noise could enhance the model’s
adaptability to transition between domains, particularly during the testing phase.

2.2. Test-Time Adaptation

TTA is a technique aimed at mitigating the distribution disparity between training and
testing data, without the need for additional data collection or labeling expenses [37–44].
Unlike other methods of domain generalization, TTA does not depend on source domain
data and is occasionally referred to as unsupervised domain adaptation in certain liter-
ature [45–50]. In practical terms, TTA optimizes model parameters using a single epoch
or a small batch of test data [51–55]. The strategies employed to handle TTA tasks can be
categorized into feature alignment [50,56,57] and fine-tuning [58,59], with the latter gaining
increasing popularity.

BN is widely incorporated into neural network architectures as it reduces training
complexity by encoding domain-specific knowledge through normalized statistical infor-
mation. Consequently, many TTA methods focus on the utilization of BN layers [22,60–63].
A lightweight method for adapting during testing involves replacing the statistical data in
BN with the statistics from the current testing batch. Test-time Self-Training (TST) [64] is a
TTA method based on self-supervised learning, employing two networks: one for source
domain training and another for unsupervised self-training. During testing, a small batch
of unlabeled target data is employed to update the model and adapt to the target domain
distribution. Additionally, the Test Entropy Minimization technique [3] employs entropy
minimization during testing to eliminate inconsistent features in predictions. It serves as a
means of fine-tuning the source model without explicitly performing domain alignment.
Many TENT-based methods inherit this advantage [65,66]. Moreover, the Continuous Test
Time Adaptation (CoTTA) method [4] has been proposed to adapt to dynamically chang-



Mathematics 2024, 12, 2800 4 of 15

ing target environments. This method enhances mean prediction and random recovery
strategies to achieve the desired outcome.

In recent years, research related to TTA has shown interest in dynamic scenarios
encountered in real-world environments, where the types and intensities of continuous
noise or corruption faced by testing data vary [4,67–71]. Related researches have demon-
strated that BN’s performance in dynamic scenarios needs improvement [65]. Although
CoTTA addresses adaptation to dynamically changing target environments, it operates in
a non-cyclic environment and necessitates updating the entire model during adaptation,
leading to significantly increased computational complexity and overall cost.

Our work tackles the limitations present in current TTA research. Firstly, our proposed
CycleTTA explicitly addresses continuous cyclic testing within domain adaptation settings.
Secondly, we employ a parameter-free approach by directly introducing matrix perturbation
noise into BN layers, which enhances convenience and cost-effectiveness.

3. Methodology
3.1. CycleTTA Setup

In our proposed CycleTTA scheme, the approach is based on the fundamental premise
that the source model is already pretrained. This setup is straightforward and uncompli-
cated, as it does not impose any additional assumptions on the source model. Specifically, it
requires no modifications to the existing training architecture or methodologies employed
for the source model. This characteristic ensures that the integrity and original design of
the source model are preserved throughout the entire adaptation process.

CycleTTA intentionally avoids any form of manipulation of the target data. This
means it does not employ typical procedures like data augmentation or data replay on
the target dataset. The rationale behind this approach is rooted in practical considerations
relevant to real-world applications. In many real-world scenarios, the resources required
for extensive data manipulation are often limited or unavailable, possibly due to constraints
in computational power, time, or access to additional data. Moreover, privacy and data-
protection concerns play a crucial role in this decision. In various contexts, especially those
involving sensitive or personal data such as medical records or private communications,
applying transformations or augmentations to data could present significant privacy risks
or even violate data-protection laws. By avoiding these data manipulations, CycleTTA
not only respects privacy and ethical considerations but also ensures that the adaptation
process is feasible and compliant across a wide range of real-world applications. This
approach, therefore, maintains the integrity and original distribution of the target data,
ensuring that the adaptation is both practical and in line with real-world constraints and
ethical standards.

Furthermore, this approach does not require any modifications to the architecture
of the target model when adapting the source model to the target domain. This method
ensures a seamless integration of the source model with the target domain, eliminating
the need for reconfiguring the architecture of the target model. CycleTTA sidesteps these
common complexities, offering a more efficient and less resource-intensive solution for
domain adaptation. It focuses solely on adapting the pretrained source model to effectively
operate in the new target-domain environment.

3.2. Test-Time Entropy Minimization

Our experiments add correlated noise on top of the TENT setting [3], which tunes the
model via test-time optimization by modulating its features to minimize the entropy of its
predictions. The test-time target L(xt) is the entropy H(ŷ) of the model predictions during
the test:

ŷ = fθ(xt) (1)

In particular, the Shannon entropy of the probability ŷc of class c is

H(ŷ) = −∑c p(ŷc) log p(ŷc) (2)



Mathematics 2024, 12, 2800 5 of 15

As a metric for task prediction, it belongs to supervised training, and the function of the
model parameters is H(ŷ = fθ(x)). During test-time adaptation, TENT is encapsulated by

LTENT( fθ(xt), yt) =
1
N

C

∑
i=1

(−qi log(qi)) (3)

Here, regarding the probability of class i among C classes, N stands for the number of
samples and qi for the softmax-transformed model-output logits.

3.3. Batch-Normalization Perturbation

Consider a mini-batch B of size m. Since the normalization is applied to each activation
independently, let us focus on a particular activation x(k) and omit k for clarity. We have m
values of this activation in the mini-batch:

B = {x1...m} (4)

Let the normalized values be x̂1...m and their linear transformations be h1...m. We refer to
the transform

BNγ,β : x1...m → h1...m (5)

as the batch-normalizing transform. It can be represented as

µB ←
1
m

m

∑
i=1

xi; mini-batch mean

σ2
B ←

1
m

m

∑
i=1

(xi − µB)
2; mini-batch variance

x̂i ←
xi − µB√

σ2
B + ϵ

; normalize

hi ← γx̂i + β ≡ BNγ,β(xi); scale and shift

(6)

where ϵ is an infinitesimal value introduced to prevent division by zero, while γ and β are
learnable parameters utilized for scaling and shifting the normalized samples.

For each mini-batch Bi, we compute raw batch-normalization statistics Bi and add
noise to Bi using either a uniform distribution or a Gaussian distribution as the prior.
This process can be represented as B̃i = Bi + U

(
− λ

2 , λ
2

)
∗ std(Bi) or B̃i = Bi + G

(
0, λ

2

)
∗

std(Bi), where U(a, b) represents uniform-distribution noise ranging from a to b and G(0, c)
represents Gaussian distribution noise with zero mean and c standard variance. The added
noise is typically chosen to be small, with a magnitude controlled by a hyperparameter λ.

The proposed method is a lightweight and general plug-and-play parameter-free
technique that can be broadly applied to continuous-testing scenarios. In practice, we can
simply implement it using the following Pytorch-style code Listing 1:

Listing 1. CycleTTA Pytorch-style code.

1 for name , param in model.named_parameters ():
2 layer = dict(model.named_modules ())[name.split(’.’)[0]]
3 if isinstance(layer , nn.BatchNorm2d):
4 if ’weight ’ in name or ’bias’ in name:
5 noise = (torch.rand(param.size()) - 0.5) * lambda_value * torch.

std(param)
6 #noise= (torch.randn(param.size())) * lambda_value * torch.std(

param)
7 param.data.add_(noise)

and the proposed training methodology is delineated in Algorithm 1.
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Algorithm 1: Forward propagation with proposed method

1 Input: Source-pretrained model f (·), target data xt, batch size B, noise strength λ;
2 Parameter: Maximum epochs E, model parameters θ;
3 Output: Model parameters θ;

1: Initialize E = 1.
2: while epoch ≤ E do
3: for each batch normalization statistic Bi do
4: Generate noise from U

(
− λ

2 , λ
2

)
∗ std(Bi) or G

(
0, λ

2

)
∗ std(Bi)

5: B̃i = Bi + U
(
− λ

2 , λ
2

)
∗ std(Bi) or B̃i = Bi + G

(
0, λ

2

)
∗ std(Bi);

6: end for
7: end while

4. Experiments
4.1. Experimental Settings and Implementation Details

Datasets: For our experiments, we chose CIFAR10-C [72] and CIFAR100-C [70] as our
datasets. The CIFAR datasets consist of a training set containing 50,000 images and a test
set with 10,000 color images. All the images have a resolution of 32 × 32 pixels. CIFAR-10 is
composed of 10 classes, whereas CIFAR-100 has 100 classes. CIFAR10-C and CIFAR100-C
expand the primary dataset by introducing 15 unique types of corruptions, with five levels
of severity. In our experiment, we will assess our model’s efficacy against all the different
types and levels of corruption.

Network Architectures: The three network architectures we utilized are as follows:
(1) WideResNet-28-10 is an enhanced version of the classic ResNet model, which increases
the network’s width by ten times the number of channels in each layer compared to
the baseline ResNet. After each convolutional layer, BN and rectified linear unit (ReLU)
activation functions are employed to ensure stable learning and introduce non-linearity.
(2) WideResNet-40-2 is characterized by its 40 layers, making it deeper than WideResNet-28-10
but with a narrower width, having a width factor of two. (3) PreActResNet-18: consisting of
18 layers, this network employs Preactivation Residual Blocks, where activation functions
are applied before the convolutional layers, diverging from the standard ResNet design.

Baselines: During the experiments, we will compare three methods: TENT, TENT-U,
and TENT-G. In this context, TENT [3] serves as the backbone method, where no noise
is introduced to batches, while TENT-U and TENT-G incorporate uniform and Gaussian
noise, respectively; the process is detailed in Algorithm 1.

Training Details: In our CycleTTA setup, we cycle models from corruption level 5 to 1
and add noises between batches. The classifier is trained using SGD with a learning rate of
0.001, exponential decay rate of 0.9, no weight decay, and batch size of 200. All comparative
experiments were conducted using all the proposed baselines with the CycleTTA setup. For
CIFAR10-C, we conducted experiments utilizing all network architectures. For CIFAR100-C,
our methods were evaluated using the WideResNet-40-2 model. All code is implemented
with Pytorch on NVIDIA GeForce RTX 3090 GPU.

Robustness Evaluation: to assess the adversarial robustness of these models, we
employ the per-sample classification error rate (%) as proposed in [3].

4.2. Results on CIFAR10-C

In this section, we conducted experiments on the CIFAR10-C dataset to assess the general-
ization capability of the proposed method, utilizing three network architectures for performance
evaluation, including WideResNet-28-10, WideResNet-40-2, and PreActResNet-18.
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4.2.1. Results on WideResNet-28-10

Table 1 presents the average error rates of models for five levels of corruption across
15 types of corruption. The lowest error rates achieved using different network architectures
are highlighted in bold in Table 1.

Table 1. The average classification error rate (%) for 5 levels of corruption on CIFAR10-C TTA
tasks. Results are evaluated on TENT, TENT-U, and TENT-G methods using WideResNet-28-10,
WideResNet-40-2, and PreActResNet-18 architectures. Bold indicates the best performance under
each network architecture.

Architectures WideResNet-28-10 WideResNet-40-2 PreActResNet-18

Corruptions TENT TENT-U TENT-G TENT TENT-U TENT-G TENT TENT-U TENT-G

Gaussian 30.2 21.7 24.8 22.6 15.7 14.5 17.6 12.2 11.9
Shot 28.7 19.4 21.7 21.1 14.0 12.9 16.2 10.8 10.5
Impulse 33.4 23.6 26.7 24.0 15.6 15.4 19.1 14.2 13.4
Defocus 24.2 13.9 16.5 18.9 11.0 10.3 14.8 10.0 9.2
Glass 39.2 28.6 31.9 26.8 18.5 17.7 22.3 17.6 16.3
Motion 28.7 17.3 20.2 21.2 12.9 11.8 17.0 12.2 11.3
Zoom 27.2 15.4 18.5 20.1 11.9 11.0 15.5 11.2 10.2
Snow 31.2 19.5 22.9 22.2 13.8 13.1 18.0 13.4 12.5
Frost 29.9 17.4 21.4 21.3 12.7 12.5 17.0 11.6 11.4
Fog 28.3 14.5 19.1 21.6 12.5 11.8 17.3 11.4 11.2
Brightness 26.7 12.3 17.4 20.1 10.8 10.2 16.0 9.7 9.3
Contrast 28.5 14.4 19.1 21.2 11.6 11.4 17.0 10.4 9.9
Elastic_trans 32.9 18.1 23.7 24.0 14.1 13.6 20.2 13.3 13.1
Pixelate 30.5 16.3 22.1 22.4 12.3 11.5 17.7 11.3 11.1
Jpeg 35.8 22.4 27.3 28.2 17.5 16.4 20.5 14.1 13.6

Mean 30.4 18.3 22.2 22.4 13.7 12.9 17.7 12.2 11.7

According to Table 1, among the network architectures, WideResNet-28-10 performs
the worst on the CIFAR10-C task, exhibiting the highest mean error rate of 30.4% across all
corruption types. Its low accuracy indicates the challenge of using the WideResNet-28-10
for CIFAR10-C classification tasks. Meanwhile, TENT-G demonstrates enhanced robustness,
as it reduced the mean error rate to 22.2% (reduced by 8.2% compared to the mean error
rate of TENT). Notably, TENT-U indicates the effectiveness of our proposed method by
reducing the mean error rate by 12.1% compared to the backbone method (TENT) and
outperforming other methods across all corruption types, especially in corruption types
like Brightness, Elastic_trans, and Pixelate (reduced by over 5% compared to the error rates
of TENT-G in the corresponding corruption type).

To comprehensively assess the performance of each strategy across different corruption
levels, we present detailed experimental results for each level in Figure 2. Figure 2 illustrates
that at the highest corruption level (level = 5), three methods exhibit low robustness to
specific damage types such as Gaussian, Impulse, and Glass, with high classification error
rates. At this stage, the data contain less noise, leading to a smaller robustness gap among
the three models. Within the CycleTTA setup, as the model iterates, it introduces more
noise into the data, and the robustness of the TENT model naturally decreases. This is
evident from the classification error rate, which ranges from no more than 25% to no less
than 40% for most corruption types. However, when the model reaches the corruption level
of one, both TENT(1)-U and TENT(1)-G demonstrate significant improvements in model
robustness compared to TENT(1). This can be observed by a decrease in the classification
error rate to approximately 25% and 20%, respectively, for TENT(1)-U and TENT(1)-G.
In summary, our extensive experiments on the WideResNet-28-10 architecture validate
that the method within the CycleTTA setup can improve the robustness of models when
exposed to data with escalating levels of noise.
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Figure 2. Results for five continuous perturbation levels on WideResNet-28-10.

4.2.2. Results on WideResNet-40-2

The average error rates for models under five levels of corruption when employing the
WideResNet-40-2 architecture are presented in columns five to seven of Table 1. The lowest
error rate for each corruption type is highlighted in bold. According to Table 1, the TENT
model, serving as the backbone, indicates the initial challenges in CIFAR10-C TTA tasks
with a mean error rate of 22.4%. Furthermore, TENT-U exhibits an improved robustness by
reducing error rates across all corruption types. In contrast to the results obtained with the
WideResNet-28-10 architecture, TENT-G outperforms other methods with the lowest error
rate across all corruption types. Notably, there is a significant enhancement in robustness
observed for corruption types involving Elastic_trans, Pixelate, and Jpeg, resulting in an
error rate reduction of over 10% compared to TENT.

To provide a comprehensive comparison of the results for different strategies across
varying levels of corruption severity, we present the experimental findings separately for
each of the five levels in Figure 3. At a corruption severity level of five, TENT(5) exhibits
an average error rate of 13.6%. In contrast, TENT(5)-U produces an average error rate
of 12.9%, resulting in a 5% decrease compared to TENT. Likewise, TENT(5)-G achieves
an average error rate of 13.2%, representing a 3% reduction compared to TENT. At a
corruption level of three, TENT(3) yields an average error rate of 22.9%. However, the
average error rate for TENT(3)-U is 12.7%, demonstrating a 45% decrease compared to
TENT. Similarly, the average error rate for TENT(3)-G is 13.4%, which is 42% lower than
TENT. At a corruption level of one, the average error rate for TENT(1) is 32.3%. In contrast,
TENT(1)-U exhibits an average error rate of 13.8%, showcasing a 57% reduction compared
to TENT. Additionally, TENT(1)-G has an average error rate of 12.6%, which demonstrates
a 61% decrease compared to TENT. Upon further analysis of Figure 3, it becomes evident
that both in comparison to TENT, TENT-U, and TENT-G demonstrate a gradual increase in
their effectiveness at optimizing model robustness as the severity of corruption decreases.
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Figure 3. Results for five continuous perturbation levels on WideResNet-40-2.

4.2.3. Results on PreActResNet-18

The results of the PreActResNet-18 neural network architecture within the CycleTTA
setting are detailed in the fourth column of Table 1, with a focus on the lowest error rates
achieved by the PreActResNet-18 network.

The overall efficacy of TENT-G was highlighted by an average error rate of 11.7%
compared to 12.2% for TENT-U and 17.7% for TENT. Compared to the results of the models
using the other two network architectures, WideResNet-28-10 and WideResNet-40-2, the
model image-classification error rates using the PreActResNet-18 architecture are both re-
duced, which can be attributed to the design of the network architecture; PreActResNet-18
utilizes a preactivation residual cell structure, which helps to mitigate the gradient vanish-
ing problem by placing the activation function before the convolutional layer, improving
the efficiency of information transfer. This design allows the network to better learn and
represent image features, resulting in an improved classification performance.

The experimental results for various strategies at the five levels of corruption severity
are displayed individually in Figure 4. When the corruption level is at five, indicating a
relatively low amount of added noise, the discrepancy between the three methods is minimal,
demonstrating a high level of consistency, especially in the Gaussian, Shot, Impulse, and Jpeg
corruption types. However, as the model continues to iterate and more noise is introduced
into the data, the difference between TENT-G, TENT-U, and the TENT method progressively
widens. Due to its lack of consideration for noise during training, TENT struggles to combat
the impact of noise as the corruption level increases, leading to a gradual increase in classi-
fication error rates from under 17.5% to over 20% across most corruption types. In contrast,
TENT-G and TENT-U exhibit resilience to injected noise, with the classification failure rates of
TENT(5)-G and TENT(5)-U resembling those of TENT(1)-G and TENT(1)-U, showing no sig-
nificant increase. Upon analyzing Figure 4, it can be observed that similar to the observations
made on the WideResNet-28-10 and WideResNet-40-2 network architectures, the optimization
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effectiveness of TENT-U and TENT-G, compared to the TENT results, progressively enhances
as the corruption severity diminishes.

Figure 4. Results for five continuous perturbation levels on PreActResNet-18.

4.3. Results on CIFAR100-C

In this section, we conducted experiments on the CIFAR100-C dataset to assess the
generalization capability of the proposed method, utilizing the WideResNet-40-2 network
architecture for the performance evaluation. The model’s robustness under diverse corrup-
tion types was also appraised using three distinct adaptation techniques: TENT, TENT-U,
and TENT-G. The experimental findings are tabulated in Table 2, with bold values denoting
the lowest error rates achieved by the WideResNet-40-2 network.

Table 2. The average classification error rate (%) for 5 levels of corruption on CIFAR100-C TTA tasks.
Results are evaluated on TENT, TENT-U, and TENT-G methods using WideResNet-40-2 architecture.
The bold ones are the best results under this noise.
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TENT 59.2 58.0 59.4 55.7 63.7 58.7 58.3 62.7 62.6 63.0 60.6 62.9 65.5 63.9 69.3 61.6
TENT-U 56.9 56.0 57.4 53.6 61.7 56.5 56.2 60.1 59.8 60.0 57.7 59.4 62.2 60.0 65.9 58.9
TENT-G 56.8 55.3 56.7 52.9 61.4 55.7 55.0 59.2 59.0 59.5 56.8 58.8 61.7 59.8 66.0 58.3

As per the data analysis in Table 2, TENT-G consistently outperforms TENT and TENT-U
across all remaining corruption types, except for Jpeg, as evidenced by the mean results.
Specifically, under Jpeg corruption, the standard TENT method exhibits an error rate of 69.3%,
while the TENT-G method yields a reduced error rate of 66%, marking a 4.76% improvement.
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Meanwhile, the TENT-U method, incorporating homogeneous noise, achieves an error rate of
65.9%, representing a 4.9% reduction compared to TENT. When using WideResNet-40-2, the
performance of TENT-G on the CIFAR100-C dataset demonstrates remarkable consistency,
ensuring minimal impact on the model’s predictive accuracy under visual noise conditions.
Notably, TENT-G showcases an average error rate of 58.3%, outperforming TENT-U at 58.9%
and TENT at 61.6%, thereby affirming its overall efficacy.

5. Parameter Sensitivity Analysis

In this section, we investigate the impact of noise intensity on test-time domain adap-
tation. We take the performance of the WideResNet-40-2 network under the CIFAR10-C
task as an example. We focused on three different noise intensities, lambda = 0.05, 0.1, and
0.15, to explore the model’s sensitivity to these noise parameters.

Table 3 presents the mean error rates for five corruption levels across all corruption
types, providing insights into the impact of varying noise intensities under both uniform
and Gaussian noise scenarios. The results demonstrate that in the context of CIFAR10-C
with the WideResNet-40-2 network, both Gaussian and uniform noise effectively enhance
model generalization during test-time adaptation. For instance, when applying uniform
noise, a noise intensity of 0.15 proves most effective, with an average accuracy rate of
13.7%. Conversely, Gaussian noise yields optimal results at an intensity of 0.05, achieving
an average accuracy rate of 12.9%. These findings indicate that while introducing random
noise is beneficial, the ideal noise strength varies depending on the noise distribution.
Notably, since our approach revolves around batch-normalization parameters at the matrix
level, the noise intensity correlates positively with the variance of these parameters. In
other words, under constant conditions, the parameter variance is directly proportional to
the added noise intensity, thereby ensuring robustness against parameter sensitivity.

Table 3. The average classification error rate (%) for 5 levels of corruption on CIFAR10-C tasks.
Results are evaluated on TENT, TENT-U, and TENT-G methods using WideResNet-40-2 architectures
with λ = 0.05, 0.1, and 0.15. The bold ones are the best results under this noise.

Corruptions TENT TENT-U (0.05) TENT-U (0.1) TENT-U (0.15) TENT-G (0.05) TENT-G (0.1) TENT-G (0.15)

Gaussian 22.6 16.2 16.1 15.7 14.5 17.2 16.0
Shot 21.1 14.5 14.3 14.0 12.9 15.3 14.5
Impulse 24.0 17.2 16.6 15.6 15.4 17.7 16.7
Defocus 18.9 12.1 12.3 11.0 10.3 12.6 11.7
Glass 26.8 19.6 19.4 18.5 17.7 20.3 19.5
Motion 21.2 14.2 14.1 12.9 11.8 14.9 14.3
Zoom 20.1 13.3 13.2 11.9 11.0 13.8 13.4
Snow 22.2 15.3 15.2 13.8 13.1 15.6 15.3
Frost 21.3 14.3 14.1 12.7 12.5 14.8 14.1
Fog 21.6 14.2 13.9 12.5 11.8 15.1 13.7
Brightness 20.1 12.5 12.6 10.8 10.2 13.3 12.3
Contrast 21.2 13.7 13.7 11.6 11.4 14.1 13.1
Elastic_trans 24.0 15.8 16.4 14.1 13.6 17.0 15.3
Pixelate 22.4 13.7 14.4 12.3 11.5 14.7 13.9
Jpeg 28.2 18.3 19.1 17.5 16.4 19.9 18.5

Mean 22.4 15.0 15.0 13.7 12.9 15.7 14.8

6. Conclusions

In this paper, we focused on addressing the challenge of continual test-time adaptation
in non-stationary environments, where the distribution of the target domain can dynamically
evolve over time. To address the progressive build-up of errors in this setup, we proposed
CycleTTA, a lightweight yet effective method that adds matrix-wise perturbation noise into
batch-normalization statistics. The proposed method is computationally efficient because of no
need for additional parameters and may have wide application in real-world industry systems
due to its simplicity and ease of use. Our extensive experiments demonstrated the effectiveness
of the proposed method, with significant reductions in the average error rates: 39.8% on
CIFAR10-C using WideResNet-28-10, 38.8% using WideResNet-40-2, 33.8% using PreActResNet-
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18, and 5.3% on CIFAR100-C using WideResNet-40-2. A parameter sensitivity analysis further
demonstrates that the proposed method is robust against parameter perturbation.
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