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Abstract

:

Off-policy is a key setting for reinforcement learning algorithms. In recent years, the stability of off-policy learning for value-based reinforcement learning has been guaranteed even when combined with linear function approximation and bootstrapping. Convergence rate analysis is currently a hot topic. However, the convergence rates of learning algorithms vary, and analyzing the reasons behind this remains an open problem. In this paper, we propose an essentially simplified version of a convergence rate to generate general off-policy temporal difference learning algorithms. We emphasize that the primary determinant influencing convergence rate is the minimum eigenvalue of the key matrix. Furthermore, we conduct a comparative analysis of the influencing factor across various off-policy learning algorithms in diverse numerical scenarios. The experimental findings validate the proposed determinant, which serves as a benchmark for the design of more efficient learning algorithms.
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1. Introduction


Off-policy learning generates experience data by a behavior policy and learns a different target policy. Off-policy TD learning with a linear function approximation may diverge in counterexamples known as “the deadly triad” [1]. The fundamental reason is that the key matrix of off-policy TD is not guaranteed to be positive definite [2]. In the recent 30 years, the main research focused on the convergence guarantee of off-policy algorithms via the construction of positive definite matrices, e.g., Bellman residual (BR) [3], gradient temporal difference (GTD) [4], fast gradient temporal difference (GTD2) and TD with gradient correction (TDC) [5], emphatic TD (ETD) [2], and modified Retrace (MRetrace) [6].



Recently, due to the guarantee of convergence, more research has paid attention to the convergence rate analysis of reinforcement learning algorithms. Dalal et al. [7] proposed convergence rates both in expectation and with a high probability for one-timescale temporal difference learning algorithms. Dalal et al. [8], Gupta et al. [9], Xu et al. [10], and Dalal et al. [11] obtained convergence rates with a high probability for two-timescale temporal difference learning algorithms. Durmus et al. [12] proposed tight high-probability bounds for linear stochastic approximation with a fixed step size. For control settings, Xu and Liang [13] proposed convergence rates for Greedy-GQ. Zhang et al. [14] proposed convergence rates for projected SARSA. Wang et al. [15] proposed convergence rates with a high probability for distributionally robust Q-learning.



However, the above analysis did not answer the following questions: Which of these algorithms is faster? Which one should we choose? The purpose of this paper is to give an intuitive comparison of the convergence rate.



Our contributions: (1) We propose a simplified version of the expected convergence rate theorem. (2) We analyze the core elements of the convergence rates by assuming the same settings for each algorithm, and we find that the main factor affecting convergence rate is the minimum eigenvalue of the key matrix. (3) We calculate core elements of different temporal difference learning algorithms for several environmental examples and validate by experimental studies.




2. Background


This section introduces MDP and reinforcement learning algorithms with their key matrices.



2.1. Markov Decision Process


Consider a discounted Markov decision process   〈 S  ,  A ,  R ,  T ,   γ 〉  , where  S  is a state space,   | S | = n  ,  A  is an action space,   T : S × A × S → [ 0 , 1 ]   is a transition function,   R : S × A × S → R   is a reward function, and   γ ∈ [ 0 , 1 )   is a discount factor. The state value function is


   V π   ( s )  =  E π    ∑  t = 0  ∞   γ t   r t   |   s 0  = s  ,  



(1)




where   r t   is an immediate reward, and  π  is a policy used to select action a in state s with a probability   π ( a | s )  . The value function is approximated with a linear function, as follows:


  V  ( s )  ≈  V θ   ( s )  =  θ ⊤  ϕ  ( s )  =  ∑  i = 1  m   θ i   ϕ i   ( s )  ,  



(2)




where  θ  is the weight vector, and   ϕ ( s )   is the feature vector of state s. This paper is concerned with off-policy learning, where a different behavior policy  μ  generates experiences   〈  s t   ,   a t  ,   r  t + 1   ,   s  t + 1   ,    a  t + 1    〉   .




2.2. Learning Algorithms and Their Key Matrices


Learning algorithms and their key matrices are summarized in Table 1.



2.2.1. Off-Policy TD


The update rule of off-policy TD [2] is as follows:


      θ  t + 1    = ˙       θ t  +  ρ t   α t   (  r  t + 1   + γ  θ t ⊤   ϕ  t + 1   −  θ t ⊤   ϕ t  )   ϕ t       =     θ t  +  α t    ρ t   r  t + 1    ϕ t  −  ρ t   ϕ t    (  ϕ t  − γ  ϕ  t + 1   )  ⊤   θ t        =     θ t  +  α t    b  off , t   −  A  off , t    θ t   ,     



(3)







Its key matrix is


         A off  =  lim  t → ∞   E  [  A  off , t   ]  =  lim  t → ∞    E μ    ρ t   ϕ t    (  ϕ t  − γ  ϕ  t + 1   )  ⊤            =  ∑ s   d μ   ( s )   E μ    ρ t   ϕ t    (  ϕ t  − γ  ϕ  t + 1   )  ⊤   |   S t  = s           =  ∑ s   d μ   ( s )   ∑ a  μ  ( a | s )   ∑  s ′   T  ( s , a ,  s ′  )     π ( a | s )   μ ( a | s )    ϕ  ( s )    ϕ  ( s )  − γ ϕ  (  s ′  )   ⊤           =  ∑ s   d μ   ( s )  ϕ  ( s )    ( ϕ  ( s )  − γ  ∑ a  π  ( a | s )   ∑  s ′   T  ( s , a ,  s ′  )  ϕ  (  s ′  )  )  ⊤           =  ∑ s   d μ   ( s )  ϕ  ( s )    ( ϕ  ( s )  − γ  ∑  s ′     [  P π  ]   s  s ′    ϕ  (  s ′  )  )  ⊤           =  Φ ⊤   D μ   ( I − γ  P π  )  Φ ,     



(4)






     b off     =  lim  t → ∞   E  [  b  off , t   ]  =  lim  t → ∞    E μ    ρ t   r  t + 1    ϕ t            =  ∑ s   d μ   ( s )   E μ    ρ t   r  t + 1    ϕ t   |   S t  = s           =  ∑ s   d μ   ( s )   ∑ a  μ  ( a | s )     π ( a | s )   μ ( a | s )     r  t + 1   ϕ  ( s )           =  ∑ s   d μ   ( s )  ϕ  ( s )   ∑ a  π  ( a | s )   ∑  s ′   T  ( s , a ,  s ′  )  R  ( s , a ,  s ′  )           =  Φ ⊤   D μ   r π  ,     



(5)




where   r π   is an expected reward vector under policy  π  with each component being


   r π   ( s )  =  ∑ a   ∑  s ′   π  ( a | s )  R  ( s , a ,  s ′  )  .  



(6)








2.2.2. Retrace(0)


The update rule of Retrace(0) [16] is as follows:


      θ  t + 1    = ˙       θ t  +  c t   α t    r  t + 1   + γ  θ t ⊤   E π   [  ϕ  t + 1   ]  −  θ t ⊤   ϕ t    ϕ t       =     θ t  +  α t    c t   r  t + 1    ϕ t  −  c t   ϕ t    (  ϕ t  − γ  E π   [  ϕ  t + 1   ]  )  ⊤   θ t        =     θ t  +  α t    b   Retrace ( 0 )  , t   −  A   Retrace ( 0 )  , t    θ t   ,     



(7)




where    c t  = min  ( 1 ,  ρ t  )   ,    E π   [  ϕ  t + 1   ]  =  ∑ a  π  ( a |  s  t + 1   )  ϕ  (  s  t + 1   )   . The key matrix of the expected Retrace’s update (7) is


         A  Retrace ( 0 )   =  lim  t → ∞   E  [  A   Retrace ( 0 )  , t   ]  =  lim  t → ∞    E μ    c t   ϕ t    (  ϕ t  − γ  E π   [  ϕ  t + 1   ]  )  ⊤            =  ∑ s   d μ   ( s )   E μ    c t  ϕ  ( s )    ( ϕ  ( s )  − γ  E π   [ ϕ  (  s ′  )  ]  )  ⊤            =  ∑ s   d μ   ( s )  ϕ  ( s )   ∑ a  μ  ( a | s )  min  1 ,    π ( a | s )   μ ( a | s )       ϕ  ( s )  − γ  E π   [ ϕ  (  s ′  )  ]   ⊤           =  ∑ s   d μ   ( s )  ϕ  ( s )   ∑ a  min ( μ ( a | s ) , π ( a | s ) )    ϕ  ( s )  − γ  ∑  s ′     [  P π  ]   s  s ′    ϕ  (  s ′  )    ⊤           =  Φ ⊤   D μ   D c   ( I − γ  P π  )  Φ ,     



(8)




where   D c   is the   n × n   diagonal matrix with   d c   on its diagonal, and each component of   d c   is


   d c   ( s )  =  ∑ a  min  ( μ  ( a | s )  , π  ( a | s )  )  .  



(9)






     b    Retrace ( 0 )       =  lim  t → ∞   E  [  b   Retrace ( 0 )  , t   ]  =  lim  t → ∞    E μ    c t   r  t + 1    ϕ t            =  ∑ s   d μ   ( s )   E μ    c t   r  t + 1    ϕ t   |   S t  = s           =  ∑ s   d μ   ( s )   ∑ a  μ  ( a | s )  min  1 ,    π ( a | s )   μ ( a | s )      r  t + 1   ϕ  ( s )           =  ∑ s   d μ   ( s )  ϕ  ( s )   ∑ a  min  μ ( a | s ) , π ( a | s )   ∑  s ′   T  ( s , a ,  s ′  )  R  ( s , a ,  s ′  )           =  Φ ⊤   D μ   r c  ,     



(10)




where    r c  =  ∑ a  min  μ ( a | s ) , π ( a | s )   ∑  s ′   T  ( s , a ,  s ′  )  R  ( s , a ,  s ′  )   .




2.2.3. Naive Bellman Residual


The update rule of the naive Bellman residual [3] is as follows:


      θ  t + 1    = ˙       θ t  +  ρ t   α t   (  r  t + 1   + γ  θ t ⊤   ϕ  t + 1   −  θ t ⊤   ϕ t  )   (  ϕ t  − γ  E π   [  ϕ  t + 1   ]  )       =     θ t  +  α t    ρ t   r  t + 1    (  ϕ t  − γ  ϕ  t + 1   )  −  ρ t   (  ϕ t  − γ  ϕ  t + 1   )    (  ϕ t  − γ  E π   [  ϕ  t + 1   ]  )  ⊤   θ t        =     θ t  +  α t    b  BR , t   −  A  BR , t    θ t   ,     



(11)







Its key matrix is


         A BR  =  lim  t → ∞   E  [  A  BR , t   ]  =  lim  t → ∞    E μ    ρ t   (  ϕ t  − γ  E π   [  ϕ  t + 1   ]  )    (  ϕ t  − γ  ϕ  t + 1   )  ⊤            =  ∑ s   d μ   ( s )   E μ    ρ t   (  ϕ t  − γ  E π   [  ϕ  t + 1   ]  )    (  ϕ t  − γ  ϕ  t + 1   )  ⊤   |   S t  = s           =  ∑ s   d μ   ( s )   ∑ a  μ  ( a | s )   ∑  s ′   T  ( s , a ,  s ′  )     π ( a | s )   μ ( a | s )     ( ϕ  ( s )  − γ  E π   [ ϕ  (  s ′  )  ]  )     ϕ  ( s )  − γ ϕ  (  s ′  )    ⊤           =  ∑ s   d μ   ( s )   ∑ a   ∑  s ′   T  ( s , a ,  s ′  )  π  ( a | s )   ( ϕ  ( s )  − γ  E π   [ ϕ  (  s ′  )  ]  )    ( ϕ  ( s )  − γ ϕ  (  s ′  )  )  ⊤           =  ∑ s   d μ   ( s )   ( ϕ  ( s )  − γ  E π   [ ϕ  (  s ′  )  ]  )    ( ϕ  ( s )  − γ  ∑ a  π  ( a | s )   ∑  s ′   T  ( s , a ,  s ′  )  ϕ  (  s ′  )  )  ⊤           =  ∑ s   d μ   ( s )   ( ϕ  ( s )  − γ  E π   [ ϕ  (  s ′  )  ]  )    ( ϕ  ( s )  − γ  ∑  s ′     [  P π  ]   s  s ′    ϕ  (  s ′  )  )  ⊤           =  Φ ⊤    ( I − γ  P π  )  ⊤   D μ   ( I − γ  P π  )  Φ ,     



(12)






     b BR     =  lim  t → ∞   E  [  b  BR , t   ]  =  lim  t → ∞    E μ    ρ t   r  t + 1    (  ϕ t  − γ  E π   [  ϕ  t + 1   ]  )            =  ∑ s   d μ   ( s )   E μ    ρ t   r  t + 1    (  ϕ t  − γ  E π   [  ϕ  t + 1   ]  )   |   S t  = s           =  ∑ s   d μ   ( s )   ∑ a  μ  ( a | s )     π ( a | s )   μ ( a | s )     r  t + 1    ( ϕ  ( s )  − γ  E π   [ ϕ  (  s ′  )  ]  )   )           =  ∑ s   d μ   ( s )   ( ϕ  ( s )  − γ  E π   [ ϕ  (  s ′  )  ]  )   )   ∑ a  π  ( a | s )   ∑  s ′   T  ( s , a ,  s ′  )  R  ( s , a ,  s ′  )           =  Φ ⊤    ( I − γ  P π  )  ⊤   D μ   r π  ,     



(13)








2.2.4. GTD


The update rule of the GTD [4] algorithm is as follows:


     ω  t + 1      =  ω t  +  β t   (  δ t   ϕ t  −  ω t  )  ,       θ  t + 1      =  θ t  +  α t   (  ϕ t  − γ  ϕ t ′  )   ϕ  t  ⊤   ω t  ,     



(14)




where the TD error    δ t  =  r t  +   ( γ  ϕ t ′  −  ϕ t  )  ⊤   θ t   .



Let    g t  =   (  ω t ⊤  /  η  ,  θ t ⊤  )  ⊤   ; thus, we can obtain


   g  t + 1   =  g t  +  α t   η    b  G T D , t + 1   −  A  G T D , t + 1    g t   ,  



(15)




where    b  G T D , t + 1  ⊤  =   r t   ϕ  t  ⊤  ,  0 ⊤     and


   A  G T D , t + 1   =       η  I      ϕ t     ϕ t  − γ  ϕ t ′   ⊤         γ  ϕ t ′  −  ϕ t    ϕ  t  ⊤     0     .  



(16)







Its key matrix is


   A GTD  =  lim  t → ∞   E  [  A  GTD , t   ]  =       η  I     A off       −  A  off  ⊤     0     ,  



(17)






   b GTD  =  lim  t → ∞   E  [  b  GTD , t   ]  =       Φ ⊤   D μ   r π       0     ,  



(18)








2.2.5. GTD2


The update rule of the GTD2 [5] algorithm is as follows:


     ω  t + 1      =  ω t  +  β t   (  δ t  −  ϕ  t  ⊤   ω t  )   ϕ t  ,       θ  t + 1      =  θ t  +  α t   (  ϕ t  − γ  ϕ t ′  )   ϕ  t  ⊤   ω t  ,     



(19)




where the TD error    δ t  =  r t  +   ( γ  ϕ t ′  −  ϕ t  )  ⊤   θ t   .



Let    g t  =   (  ω t ⊤  /  η  ,  θ t ⊤  )  ⊤   ; thus, we can obtain


   g  t + 1   =  g t  +  α t   η    b  G T D 2 , t + 1   −  A  G T D 2 , t + 1    g t   ,  



(20)




where    b  G T D 2 , t + 1  ⊤  =   r t   ϕ  t  ⊤  ,  0 ⊤     and


   A  G T D 2 , t + 1   =       η   ϕ t   ϕ  t  ⊤       ϕ t     ϕ t  − γ  ϕ t ′   ⊤         γ  ϕ t ′  −  ϕ t    ϕ  t  ⊤     0     .  











Its key matrix is


   A  GTD 2   =  lim  t → ∞   E  [  A   GTD 2  , t   ]  =       η  C     A off       −  A  off  ⊤     0     ,  



(21)






   b  GTD 2   =  lim  t → ∞   E  [  b   GTD 2  , t   ]  =       Φ ⊤   D μ   r π       0     ,  



(22)




where   C = E [ ϕ  ϕ ⊤  ]  .




2.2.6. TDC


The update rule of the TDC [5] algorithm is as follows:


     ω  t + 1      =  ω t  +  β t   (  δ t  −  ϕ  t  ⊤   ω t  )   ϕ t  ,       θ  t + 1      =  θ t  +  α t   δ t   ϕ t  −  α t  γ  ϕ t ′   (  ϕ  t  ⊤   ω t  )  ,     



(23)




where the TD error    δ t  =  r t  +   ( γ  ϕ t ′  −  ϕ t  )  ⊤   θ t   .



Its key matrix is


   A TDC  =  A  off  ⊤    C   − 1    A off  ,  



(24)






   b TDC  =  A  off  ⊤    C   − 1    Φ ⊤   D μ   r π  ,  



(25)








2.2.7. ETD


The update rule of the ETD [2] algorithm is as follows:


     θ  t + 1      ≐  θ t  +  α t   F t   ρ t    r  t + 1   + γ  θ  t  ⊤   ϕ  t + 1   −  θ  t  ⊤   ϕ t    ϕ t           =  θ t  +  α t   (  F t   ρ t   r  t + 1    ϕ t  −  F t   ρ t   ϕ t     ϕ t  − γ  ϕ  t + 1    ⊤   θ t  )           =  θ t  +  α t    b  ETD , t   −  A  ETD , t    θ t   ,     



(26)




where    F 0  = 1   and    F t  ≐ γ  ρ  t − 1    F  t − 1   + 1 ,  ∀ t > 0  .



The key matrix of ETD is


         A ETD  =  lim  t → ∞   E   A  ETD , t             =  lim  t → ∞    E μ    F t   ρ t   ϕ t     ϕ t  − γ  ϕ  t + 1    ⊤            =  ∑ s   d μ   ( s )   lim  t → ∞    E μ    F t   ρ t   ϕ t     ϕ t  − γ  ϕ  t + 1    ⊤  ∣  S t  = s           =  ∑ s      d μ   ( s )   lim  t → ∞    E μ    F t  ∣  S t  = s   ︸   f ( s )    E μ    ρ t   ϕ t     ϕ t  − γ  ϕ  t + 1    ⊤  ∣  S t  = s           =  Φ ⊤   D f   ( I − γ  P π  )  Φ ,     



(27)






     b ETD     =  lim  t → ∞   E  [  b  ETD , t   ]  =  lim  t → ∞    E μ    F t   ρ t   r  t + 1    ϕ t            =  Φ ⊤   D f   r π  ,     



(28)




where   D f   is a diagonal matrix with a diagonal element approximated to   f =   ( I − γ  P  π  ⊤  )   − 1    d μ   .




2.2.8. MRetrace


MRetrace [6] is a modified version of Retrace [16] with a convergence guarantee. Its update rule is as follows:


      θ  t + 1    = ˙       θ t  +  α t   ρ t    r  t + 1   +  x t  γ  θ t ⊤   ϕ  t + 1   −  θ t ⊤   ϕ t    ϕ t       =     θ t  +  α t    ρ t   r  t + 1    ϕ t  −  ρ t   ϕ t    (  ϕ t  −  x t  γ  ϕ  t + 1   )  ⊤   θ t        =     θ t  +  α t    b  MR , t   −  A  MR , t    θ t   ,     



(29)




where


   x t   = ˙    1   max a   ρ t     =  min a     1  ρ t     =  min a      μ ( a |  s t  )   π ( a |  s t  )     ,  



(30)




   b  MR , t   =  ρ t   r  t + 1    ϕ t   ,    A  MR , t   =  ρ t   ϕ t     ϕ t  −  x t  γ  ϕ  t + 1    ⊤   .


     b MR     =  lim  t → ∞   E  [  b t  ]  =  lim  t → ∞    E μ    ρ t   r  t + 1    ϕ t            =  ∑ s   d μ   ( s )   E μ    ρ t   r  t + 1    ϕ t   |   S t  = s           =  ∑ s   d μ   ( s )   ∑ a  μ  ( a | s )     π ( a | s )   μ ( a | s )     r  t + 1   ϕ  ( s )           =  ∑ s   d μ   ( s )  ϕ  ( s )   ∑ a  π  ( a | s )   ∑  s ′   T  ( s , a ,  s ′  )  R  ( s , a ,  s ′  )           =  Φ ⊤   D μ   r π  ,     



(31)







The key matrix of MRetrace is


         A MR  =  lim  t → ∞   E   A t   =  lim  t → ∞    E μ    ϕ t    (  ϕ t  −  x t  γ  E π   [  ϕ  t + 1   ]  )  ⊤            =  ∑ s   d μ   ( s )   E μ   ϕ  ( s )    ( ϕ  ( s )  −  x t  γ  E π   [ ϕ  (  s ′  )  ]  )  ⊤            =  ∑ s   d μ   ( s )  ϕ  ( s )    ϕ  ( s )  −  E μ   [  x t  γ  E π   [ ϕ  (  s ′  )  ]  ]   ⊤           =  ∑ s   d μ   ( s )  ϕ  ( s )    ϕ  ( s )  − γ  ∑ a  μ  ( a | s )   min b      μ ( b | s )   π ( b | s )      E π   [ ϕ  (  s ′  )  ]   ⊤           =  ∑ s   d μ   ( s )  ϕ  ( s )    ϕ  ( s )  − γ  min b      μ ( b | s )   π ( b | s )      ∑  s ′     [  P π  ]   s  s ′    ϕ  (  s ′  )   ⊤           =  Φ ⊤   D μ   ( I − γ  D x   P π  )  Φ ,     



(32)




where   D x   is the   n × n   diagonal matrix with   d x   on its diagonal, and each component of   d x   is    d x   ( s )  =  min b      μ ( b | s )   π ( b | s )      .






3. Finite Sample Analysis


The measurement criteria of finite sample analysis and convergence rate analysis are equivalent. They are both concerned with the relationship between errors and the number of iteration rounds.



3.1. Convergence Rate of General Temporal Difference Learning Algorithm


Let us start with a finite sample analysis of a general temporal difference learning algorithm. For the i.i.d. sequence   {  r t   ,   ϕ t  ,    ϕ  t  ′   }   , where   r t   and   ϕ t   are sampled from the Markov process with behavior policy  μ ,   ϕ  t  ′   is sampled from target policy  π . Suppose its update rule of parameter  θ  is defined as follows:


      θ  t + 1   =  θ t  +  α t    b t  −  A t   θ t   =  θ t  +  α t   ( h  (  θ t  )  +  M  t + 1   )  ,     



(33)




where


   M  t + 1   =  ( A −  A t  )   θ t  +  b t  − b ,  



(34)






     h (  θ t  )     = b − A  θ t  = A  θ ∗  − A  θ t  = − A  (  θ t  −  θ ∗  )  ,     



(35)




where   A =  lim  t → ∞   E   A t    ,   b =  lim  t → ∞   E  [  b t  ]   , and the fixed point is    θ ∗  =   A   − 1   b  .  A  and  b  are based on the i.i.d. sequence   {  r t   ,   ϕ t  ,    ϕ  t  ′   }   .



Assumption 1.

The key matrix  A  of the general temporal difference learning algorithm is positive definite.





Assumption 2.

The sequences   {  r t   ,   ϕ t  ,    ϕ  t  ′   }    have uniformly bounded second moments. Let   F t   =   σ (  θ 1  ,  M 1  , … ,  θ  t − 1   ,  M t  )  ; then, fix some constant    C s  > 0  , such that the following holds:


    E [ | |   M  t + 1     | |  2   |   F t   ] ≤   C s   ( 1 + | |   θ t  −  θ ∗    | |  2   ) .    



(36)









This assumption holds for any initial parameter vector   θ 1  .



Assumption 3.

Step-size sequence   α t   satisfies    α t  ∈  ( 0 , 1 )   ,    ∑  t = 0  ∞   α t  = ∞ ,   and    ∑  t = 0  ∞   α t 2  < ∞ .  





Let    λ min   ( X )    and    λ max   ( X )    denote the minimum and maximum eigenvalues of the matrix  X .



Theorem 1.

(Convergence Rate in Expectation for General Temporal Difference Learning Algorithm). Assume that Assumptions 1–3 hold. For   t ≥ 0 ,   we have


       E ∥   θ  t + 1   −  θ ∗    ∥  2  ≤      e  λ  0  t   E   ∥  θ 0  −  θ ∗  ∥  2  +  C s   ∑  i = 0  t    e  λ  i + 1  t     α i 2  ,      



(37)




where


    λ  i  t  =      −  λ min   ( A +   A  ⊤  )   ∑  k = i  t   α k  +  λ max   (   A  ⊤  A +  C s  I )   ∑  k = i  t   α k 2  ,     i ≤ t ,       0 ,     i > t .        



(38)









Proof. 

Note that the proof process is similar to the proof of Theorem 3.1 of [7].



Based on Definitions (33) and (35), we have


      θ  t + 1   −  θ ∗      =  θ t  +  α t   ( h  (  θ t  )  +  M  t + 1   )  −  θ ∗           =  θ t  −  θ ∗  +  α t   ( − A  (  θ t  −  θ ∗  )  +  M  t + 1   )           =  ( I −  α t  A )   (  θ t  −  θ ∗  )  +  α t   M  t + 1   .     



(39)






      ∥   θ t  −  θ ∗    ∥  2  =       (  θ  t + 1   −  θ ∗  )  ⊤   (  θ  t + 1   −  θ ∗  )       =      [  ( I −  α t  A )   (  θ t  −  θ ∗  )  +  α t   M  t + 1   ]  ⊤   [  ( I −  α t  A )   (  θ t  −  θ ∗  )  +  α t   M  t + 1   ]       =      (  θ t  −  θ ∗  )  ⊤    ( I −  α t  A )  ⊤   ( I −  α t  A )   (  θ t  −  θ ∗  )           +  α t    (  θ t  −  θ ∗  )  ⊤    ( I −  α t  A )  ⊤   M  t + 1   +  α t   M  t + 1  ⊤   ( I −  α t  A )   (  θ t  −  θ ∗  )           +  α t 2    ∥  M  t + 1   ∥  2  .     



(40)







Taking conditional expectations on both sides, and using   E [  M  t + 1   |  F t  ] = 0  , we get


     E [    ∥   θ  t + 1   −  θ ∗    ∥  2   |   F t   ] =   α t 2   E [ ∥   M  t + 1     ∥  2   |  F t  ]  +   (  θ t  −  θ ∗  )  ⊤    ( I −  α t  A )  ⊤   ( I −  α t  A )   (  θ t  −  θ ∗  )  .     



(41)







Therefore, using Assumption 2,


   E [ ∥   θ  t + 1   −  θ ∗    ∥  2   |  F t  ]  ≤   (  θ t  −  θ ∗  )  ⊤   Λ t   (  θ t  −  θ ∗  )  +  C s   α t 2  ,  



(42)




where


   Λ t  =   ( I −  α t  A )  ⊤   ( I −  α t  A )  +  C s   α t 2  I .  



(43)







Since   Λ t   is a symmetric matrix and the sum of two positive definite matrices, all its eigenvalues are real and positive. Let    λ t  : =  λ max   (  Λ t  )   ; thus, we have    λ t  > 0   and


   E [ ∥   θ  t + 1   −  θ ∗    ∥  2   |   F t   ] ≤   λ t    ∥  θ t  −  θ ∗  ∥  2  +  C s   α t 2  .  



(44)







Taking the expectations on both sides, we have


   E ∥   θ  t + 1   −  θ ∗    ∥  2  ≤  λ t  E   ∥  θ t  −  θ ∗  ∥  2  +  C s   α t 2  .  



(45)







Sequentially using the above inequality, we have


      E ∥   θ  t + 1   −  θ ∗    ∥  2      ≤   ∏  k = 0  t   λ k   E   ∥  θ 0  −  θ ∗  ∥  2  +  C s   ∑  i = 0  t    ∏  k = i + 1  t   λ k    α t 2  .     



(46)




where we let    ∏  k = t + 1  t   λ k  = 1  .



Based on Assumption 1,  A  is positive definite, and the matrices   ( A +   A  ⊤  )   and   (   A  ⊤  A +  C s  I )   in (38) are positive definite. Thus, their minimum and maximum eigenvalues are strictly positive. Hence, using Weyl’s inequality, we have


     λ t     =  λ max   (   ( I −  α t  A )  ⊤   ( I −  α t  A )  +  C s   α t 2  I )           ≤  λ max   ( I −  α t   ( A +   A  ⊤  )  )  +  α t 2   λ max   (   A  ⊤  A +  C s  I )           ≤ 1 −  α t   λ min   ( A +   A  ⊤  )  +  α t 2   λ max   (   A  ⊤  A +  C s  I )           ≤  e  −  α t   λ min   ( A +   A  ⊤  )  +  α t 2   λ max   (   A  ⊤  A +  C s  I )        



(47)







In the case of    λ t  > 0  ,   ∀ t > 0  , when   0 < i < t  , for the concatenated multiplication of (47) from i to t, we have


      ∏  k = i  t   λ k      ≤  ∏  k = i  t   e  −  α k   λ min   ( A +   A  ⊤  )  +  α k 2   λ max   (   A  ⊤  A +  C s  I )             =  e   ∑  k = i  t   −  α k   λ min   ( A +   A  ⊤  )  +  α k 2   λ max   (   A  ⊤  A +  C s  I )              =  e  λ  i  t       



(48)







The claim now follows. □






3.2. Convergence Rate of the MRetrace Algorithm


Assumption 4.

The Markov Chain (  s t  ) is aperiodic and irreducible; thus,    lim  t → ∞   P  (  s t  =  s ′  |  s 0  = s )  =  d μ   (  s ′  )    exists and is unique.





This assumption implies that the state distribution vector   d μ   of the behavior policy  μ  is the fixed point of


   d μ  =  P  μ  ⊤   d μ  ,  



(49)




where the element of matrix   P μ   is as follows:


    [  P μ  ]   s  s ′    = ∑ μ  ( a | s )  T  ( s , a ,  s ′  )  .  



(50)







Assumption 5.

  {  ϕ t  ,  r t  ,  E π   [  ϕ  t + 1   ]  }   is such that    E μ   [ | |   ϕ t    | |  2   |  s  t 1   ]   ,    E μ   [  r t 2  |  s  t 1   ]   ,    E π   [ | |   ϕ  t + 1     | |  2   |  s  t 1   ]    are uniformly bounded.





Assumption 6.

The feature matrix Φ is column full rank.





Corollary 1.

(Convergence Rate in Expectation for MRetrace algorithm). Assume Assumptions 4–6 hold. Fix some constant    C s  > 0  , for   t ≥ 0 ,   we have


      E ∥   θ  t + 1   −  θ ∗    ∥  2  ≤      e  λ  0  t   E   ∥  θ 0  −  θ ∗  ∥  2  +  C s   ∑  i = 0  t    e  λ  i + 1  t     α i 2  .     



(51)




where


   λ  i  t  =      −  λ min   (  A MR  +  A  MR  ⊤  )   ∑  k = i  t   α k  +  λ max   (  A  MR  ⊤   A MR  +  C s  I )   ∑  k = i  t   α k 2  ,     i ≤ t ,       0 ,     i > t .       



(52)









Proof. 

All we need is to show that the MRetrace algorithm satisfies the assumptions of Theorem 1.



According to the proof of Theorem 1 of [6], given Assumptions 4 and 6, the matrix   A MR   is positive definite. Under Assumption 5, there exists some constant    C s  > 0  ,    E [ | |   M  t + 1     | |  2   |   F t   ] ≤   C s   ( 1 + | |   θ t  −  θ ∗    | |  2   )   . Then, based on Assumption 3, the claim follows by directly applying Theorem 1. □







4. How to Compare?


Theorem 1 and Corollary 1 are essentially simplified versions of Theorem 3.1 of [7], but their advantage lies in facilitating the analysis of the main factor affecting convergence rates.



To ensure a fair comparison among different learning algorithms, we need the same setting for each algorithm.



Assumption 7.

Assume each algorithm shares the same feature matrix, the same behavior policy, the same target policy, the same initial parameters   θ 0  , the same constant   C s  , and the same learning rate sequences   α t  .





Corollary 2.

(The main factor affecting convergence rates). Assume Assumptions 1–3, 6 and 7. From the perspective of the expected convergence rate, the main factor that affects the convergence rate is the minimum eigenvalue     1 2    λ min   ( A +   A  ⊤  )    of the key matrix  A . Furthermore, the larger the minimum eigenvalue of the key matrix, the faster the algorithm has a convergence rate. (This corollary is not actually what we discovered first. An anonymous expert reviewer of UAI2023 pointed out the role of the smallest eigenvalue. However, we did not find any relevant evidence or conclusions in the existing literature, so we formally stated this conclusion here).





Proof. 

Based on Assumptions 1 and 2, we obtain Theorem 1 on the expected convergence rate. Checking the error bound (37) in Theorem 1, removing the identical settings for different algorithms, one can easily find that each term contains only a key term   e  λ i t   , where   i ∈ [ 0 , t ]  . When   i < t  ,


      λ  i  t  = −  λ min   ( A +   A  ⊤  )   ∑  k = i  t   α k  +  λ max   (   A  ⊤  A +  C s  I )   ∑  k = i  t   α k 2  .     



(53)







Based on Assumption 3, we have    ∑  k = i  t   α t  >  ∑  k = i  t   α t 2  .   Furthermore, fix variable i; thus, we have


   lim  t → ∞    ∑  k = i  t   α t  = ∞ ,  



(54)




and


   lim  t → ∞    ∑  k = i  t   α t 2  < ∞ .  



(55)







That is


   lim  t → ∞    ∑  k = i  t   α k  ≫  lim  t → ∞    ∑  k = i  t   α k 2  .  



(56)







Therefore, the main factor in (53) is   −  λ min   ( A +   A  ⊤  )   ∑  k = i  t   α k   . Finally, based on the same learning rate sequence,     1 2    λ min   ( A +   A  ⊤  )    is the main factor that affects the convergence rate.



In (37), for a given t, a smaller bound indicates a faster convergence rate. In (37), all elements including all   e  λ i t   ,    E ∥   θ 0  −  θ ∗    ∥  2   ,   C s  , and all   α i  , are greater than zero, meaning that a smaller   e  λ i t    leads to a faster convergence rate. Therefore, the smaller the value of   λ i t   in (53), the faster the convergence rate. Hence, the larger the value of     1 2    λ min   ( A +   A  ⊤  )   , the faster the convergence rate. □






5. Numerical Analysis


To compare the expected convergence rates of various algorithms, what we are going to do next is to compute and compare the minimum eigenvalues of each algorithm in different environments and different policies based on Corollary 2. The environments include two-state counterexample [2], Baird’s counterexample [3,5], Random Walk with tabular feature [5], Random Walk with inverted feature [5], Random Walk with dependent feature [5], and Boyan Chain [5,17]. Furthermore, in Random Walk, the target policy takes the right action in 60% of the time and the behavior policy selects the right and left action with equal probability [18]. In the Boyan Chain, the target policy and the behavior policy are the same.



5.1. Example Settings


Two-state counterexample: The   θ → 2 θ   problem has only two states. From each state, there are two actions, left and right, which take the agent to the left or right state. All rewards are zeros. The features   Φ =   ( 1 , 2 )  ⊤    are assigned to the left and the right state. The schematic of the environment is shown in Figure 1.



The behavior policy takes the equal probability to left or right in both states, i.e.,    P μ  =      0.5     0.5       0.5     0.5      .  



The target policy only selects action right in both states, i.e.,    P π  =     0   1     0   1     .  



The state distribution    d μ  =   ( 0.5 , 0.5 )  ⊤   ,    d x  =  d c  =   ( 0.5 , 0.5 )  ⊤   ,   C = 2.5  ,   f =   ( 0.5 , 9.5 )  ⊤   ,    r π  = 0  ,    r c  = 0  .



Baird’s counterexample: Baird’s counterexample has seven states, and the schematic of the environment is shown in Figure 2.



The feature matrix is of dimensions   ( 7 × 8 )   where each state is represented by an 8-dimensional feature, i.e.,


  Φ =     2   0   0   0   0   0   0   1     0   2   0   0   0   0   0   1     0   0   2   0   0   0   0   1     0   0   0   2   0   0   0   1     0   0   0   0   2   0   0   1     0   0   0   0   0   2   0   1     0   0   0   0   0   0   1   2     .  











The behavior policy takes equal probabilities to each state, i.e.,


   P μ  =       1 7       1 7       1 7       1 7       1 7       1 7       1 7         1 7       1 7       1 7       1 7       1 7       1 7       1 7         1 7       1 7       1 7       1 7       1 7       1 7       1 7         1 7       1 7       1 7       1 7       1 7       1 7       1 7         1 7       1 7       1 7       1 7       1 7       1 7       1 7         1 7       1 7       1 7       1 7       1 7       1 7       1 7         1 7       1 7       1 7       1 7       1 7       1 7       1 7       .  











The target policy only selects the action to state 7 in both states, i.e.,


   P π  =     0   0   0   0   0   0   1     0   0   0   0   0   0   1     0   0   0   0   0   0   1     0   0   0   0   0   0   1     0   0   0   0   0   0   1     0   0   0   0   0   0   1     0   0   0   0   0   0   1     .  











The state distribution


   d μ  =   (   1 7   ,   1 7   ,   1 7   ,   1 7   ,   1 7   ,   1 7   ,   1 7   )  ⊤  ,  










   d x  =  d c  =   (   1 7   ,   1 7   ,   1 7   ,   1 7   ,   1 7   ,   1 7   ,   1 7   )  ⊤  ,  










  C =      0.571    0   0   0   0   0    0.286      0    0.571    0   0   0   0    0.286      0   0    0.571    0   0   0    0.286      0   0   0    0.571    0   0    0.286      0   0   0   0    0.571    0    0.286      0   0   0   0   0    0.571     0.286       0.286     0.286     0.286     0.286     0.286     0.286     1.429      .  











   f =   (   1 7   ,   1 7   ,   1 7   ,   1 7   ,   1 7   ,   1 7   ,   64 7   )  ⊤  ,       r π  =   ( 0 , 0 , 0 , 0 , 0 , 0 , 0 )  ⊤  ,       r c  =   ( 0 , 0 , 0 , 0 , 0 , 0 , 0 )  ⊤  .   



Random Walk: Random Walk is centered around a typical Markov Chain. This chain comprises five consecutive states, with two terminal states positioned at each extremity serving as absorptive endpoints.



The schematic of the environment is shown in Figure 3.



Specifically, its state–state transfer probability of behavior policy is


   P μ  =     0    0.6     0.4    0   0      0.4    0    0.6    0   0     0    0.4    0    0.6    0     0   0    0.4    0    0.6      0   0    0.6     0.4    0     .  











The state–state transfer probability of the target policy is


   P π  =     0    0.5     0.5    0   0      0.5    0    0.5    0   0     0    0.5    0    0.5    0     0   0    0.5    0    0.5      0   0    0.5     0.5    0     .  











The state distribution    d μ  =   (   1 9   ,   2 9   ,   3 9   ,   2 9   ,   1 9   )  ⊤   ,    d c   = ( 0.9   ,   0.9  ,   0.9  ,   0.9  ,    0.9 )  ⊤  ,    d c   = (    5 6    ,    5 6   ,    5 6   ,    5 6   ,     5 6     )  ⊤   ,   f = ( 0.773  ,   1.84  ,   3.333  ,   2.56  ,    1.493 )  ⊤  ,    r π   = ( − 0.4   , 0, 0, 0,    0.6 )  ⊤  ,    r c   = ( − 0.4   , 0, 0, 0,    0.5 )  ⊤  .



The Random Walk environment has three feature representations, which are called tabular features, inverted features, and dependent features. The feature matrix of Random Walk with tabular features is


  Φ =     1   0   0   0   0     0   1   0   0   0     0   0   1   0   0     0   0   0   1   0     0   0   0   0   1     .  










  C =      0.111    0   0   0   0     0    0.222    0   0   0     0   0    0.333    0   0     0   0   0    0.222    0     0   0   0   0    0.111      .  











The feature matrix of Random Walk with inverted features is


  Φ =     0    0.5     0.5     0.5     0.5       0.5    0    0.5     0.5     0.5       0.5     0.5    0    0.5     0.5       0.5     0.5     0.5    0    0.5       0.5     0.5     0.5     0.5    0     .  










  C =      0.222     0.167     0.139     0.167     0.194       0.167     0.194     0.111     0.139     0.167       0.139     0.111     0.167     0.111     0.139       0.167     0.139     0.111     0.194     0.167       0.194     0.167     0.139     0.167     0.222      .  











The feature matrix of Random Walk with dependent features is


  Φ =     1   0   0       1  2        1  2      0       1  3        1  3        1  3        0     1  2        1  2        0   0   1     .  










  C =      0.333     0.222     0.111       0.222     0.333     0.222       0.111     0.222     0.333      .  











Boyan Chain: The Boyan Chain consists of 13 states, each of which is represented by 4 state features. The feature matrix of the Boyan Chain with dependent features is


  Φ =     1   0   0   0      0.75     0.25    0   0      0.5     0.5    0   0      0.25     0.75    0   0     0   1   0   0     0    0.75     0.25    0     0    0.5     0.5    0     0    0.25     0.75    0     0   0   1   0     0   0    0.75     0.25      0   0    0.5     0.5      0   0    0.25     0.75      0   0   0   1     .  











The state distribution    d μ   = ( 0.108   ,   0.054  ,   0.081  ,   0.068  ,   0.075  ,   0.071  ,   0.073  ,   0.072  ,   0.072  ,   0.072  ,   0.072  ,   0.072  ,     0.108 )  ⊤  ,     d x    =  d c     = ( 1  , 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,     1 )  ⊤  ,  


  C =      0.163     0.043    0   0      0.043     0.199     0.045    0     0    0.045     0.199     0.045      0   0    0.045     0.172      .  











  f =   ( 1.084 , 0.542 , 0.813 , 0.678 , 0.745 , 0.712 , 0.729 , 0.72 , 0.724 , 0.722 , 0.723 , 0.723 , 1.084 )  ⊤   ,    r π  =  r c  =   ( − 3 , − 3 , − 3 , − 3 , − 3 , − 3 , − 3 , − 3 , − 3 , − 3 , − 3 , − 2 , 0 )  ⊤  .  



Then, the state–state transfer probability of behavior policy is the same as the state–state transfer probability of target policy, i.e.,    P μ  =  P π   , where the element of matrix   P μ   is as follows, for   i , j ∈ [ 0 , 12 ]  :


   P μ   [ i , j ]  =      0.5     if  i ≤ 10  and  j = i + 1       0.5     if  i ≤ 10  and  j = i + 2      1    if  i = 11  and  j = 12      1    if  i = 12  and  j = 0      0    otherwise .       











The schematic of the environment is shown in Figure 4.




5.2. Results and Analysis


Based on Table 1, first, we need to set  Φ ,   P μ  ,   P π  ,   D c  ,   r c  ,   r π  , C,   D f  , and   D x   for each setting. Then, based on the property    d μ  =  P  μ  ⊤   d μ   , we compute the eigenvector of the matrix   P  μ  ⊤   with eigenvalue 1.0, and we unitize it to obtain   d μ   and   D μ  . (It is important to note that when there are absorbing states in a Markov Chain, the probability distribution is 1.0 only at the absorbing states and 0 at all other states. Therefore, we adopt a restart approach, jumping directly back to the initial states, thus forming a probability transition matrix   P μ   without absorbing states.) After all, we compute the key matrix for each algorithm and its minimum eigenvalue. Note that the step-size ratio  η  of the auxiliary parameter to the learning parameter is usually set to   η ≥ 1.0  .



The minimum eigenvalues in several examples for each algorithm are summarized in Table 2. We can find the following: (1) In Baird’s counterexample and a two-state counterexample, the minimum eigenvalues of key matrices in off-policy TD and Retrace are both less than 0, indicating that they will diverge in these two counterexamples, which is consistent with the existing research [2]. Additionally, compared with off-policy TD, Retrace does have some mitigation towards divergence but cannot avoid it.



(2) In Baird’s counterexample, the minimum eigenvalues of GTD2, TDC, ETD, and MRetrace are all less than zero, indicating that their key matrices are not positive definite. This seems inconsistent with our understanding. The main reason is that in Baird’s counterexample, the feature matrix is   7 × 8  , and is not column full rank, which is inconsistent with the assumption in their theorems. Note that the absolute value of the minimum eigenvalue is very small.



(3) Except for Baird’s counterexample, the minimum eigenvalues of GTD and GTD2 are all zeros. The reason is that matrices     1 2    λ min   ( A +   A  ⊤  )    of GTD and GTD2 are positive semi-definite. In the context of this paper, we are unable to distinguish which one is faster between GTD and GTD2 in numerical analysis.



(4) The minimum eigenvalue of TDC is higher than GTD and GTD2, which is consistent with the literature.



(5) Except for Baird’s counterexample, the minimum eigenvalue of ETD is the largest.



(6) Except for Baird’s counterexample, MRetrace has the second-largest minimum eigenvalues.



(7) All the minimum eigenvalues of BR are greater than 0, making it the only one to remain positive definite in all examples. However, except for Baird’s counterexample, its minimum eigenvalue is not large.



(8) The Boyan Chain is an on-policy setting; off-policy TD is implemented in on-policy; and off-policy TD, Retrace, and MRetrace have the same minimum eigenvalue of 0.024. BR and TDC have the same minimum eigenvalue of 0.002, indicating that BR and TDC are not suitable for on-policy learning.



(9) It is surprising that in an on-policy setting, the minimum eigenvalue of ETD is larger than that of on-policy TD. This implies that in terms of the expected convergence rate, ETD is the most recommended option for on-policy learning.



To the best of our knowledge, this is the first time that various temporal difference learning algorithms have been compared for their convergence rates in a very intuitive numerical analysis manner.



In summary, in the expected sense, ETD has the fastest convergence rate, followed by MRetrace.





6. Experimental Studies


In Section 3, we proposed Corollary 2, and in Section 4, we compared the sizes of the minimum eigenvalues of different algorithms for various environment settings. This means that we carried out theoretical analysis combined with numerical analysis, but whether the analytical results reflect the actual situation needs to be experimentally verified. Therefore, we adopted the same environment settings as in Section 4.



Each algorithm runs independently 20 times, with 1000 steps per run, and calculates the mean and standard deviation.



To compare convergence rates, we need to observe the trend of    |   θ t  −  θ ∗   |    over time step t. Note that according to Table 1, different algorithms have different optimal solutions    θ ∗  =   A   − 1   b  , so we need to calculate their optimal solutions separately for each algorithm and then measure the errors.



The learning rate is set to satisfy Assumption 3,    α t  =  α 0  ×   1  t + 1     , where   α 0   is an initial learning rate. We set   η = 4   for GTD and GTD2 in all environments. In two-state counterexamples,    α 0  = 0.1  , and   γ = 0.9  . In Baird’s counterexamples,    α 0  = 0.05  , and   γ = 0.99  . In Random Walk,    α 0  = 0.25  , and   γ = 0.9  . In a Boyan Chain,    α 0  = 0.25  , and   γ = 0.9  .



The learning curves of different algorithms in different environments are shown in Figure 5, where each curve displays the mean and standard deviation of the errors. We can find the following: (1) In Random Walk with dependent features, the convergence rate analysis is consistent with the learning curves of each algorithm. They have the same order: ETD > MRetrace > off-policy TD > Retrace > TDC ≥ BR > GTD2 ≥ GTD.



(2) Off-policy TD and Retrace diverge in both counterexamples, but Retrace diverges more slowly compared with off-policy TD. This is consistent with the numerical analysis in Section 4.



(3) In Baird’s counterexample, GTD descends faster than GTD2 and TDC. This may be related to the numerical analysis showing that the minimum eigenvalues of GTD2 and TDC are less than 0. Therefore, this is consistent with the analysis.



(4) In Baird’s counterexample, ETD diverges. On the one hand, this is related to high variances of ETD reported in the literature [6,19]; on the other hand, it is also related to the numerical analysis, showing that the minimum eigenvalue is less than 0.



(5) In a two-state counterexample, compared to BR, ETD, and MRetrace, the algorithms GTD, GTD2, and TDC converge very slowly. Additionally, BR converges slower than MRetrace and ETD. These observations are consistent with our numerical analysis. However, ETD is slower than MRetrace, which is attributed to the high variance of ETD.



(6) In Random Walk and the Boyan Chain, TDC converges much faster than GTD and GTD2, which is consistent with our numerical analysis. This observation also aligns with existing research.



(7) In Random Walk and the Boyan Chain, the convergence rate of ETD is remarkably fast, which aligns with our numerical analysis. ETD is reported to be suitable for off-policy learning, but its exceptional performance in on-policy learning is somewhat incredible.



(8) In the Boyan Chain, off-policy TD is implemented as on-policy TD. The learning curves of TD, Retrace, and MRetrace overlap. This is consistent with our numerical analysis.



In conclusion, the convergence rates of the algorithms in the experiments align with the numerical analysis. Moreover, any inconsistencies have interpretable underlying reasons.




7. Conclusions and Future Work


Based on the proposed convergence rate for constructing general off-policy temporal difference learning algorithms, this paper proved that the primary determinant influencing convergence rate is the minimum eigenvalue of the key matrix. Focusing on this factor will be more conducive to the development of faster converging off-policy learning algorithms.



The limitations of this paper include the following aspects:




	(1)

	
This paper assumes that the learning rates of all algorithms are the same; however, in reality, different algorithms have different ranges of applicable learning rates.




	(2)

	
This paper does not consider the scenario of a fixed learning rate.




	(3)

	
This paper focuses on learning prediction and does not address learning control.









Future works need to address the above limitations and explore how to design faster algorithms based on the conclusions of this paper.



In the end, we discovered a contradiction. Sutton et al. [4] proved that    A GTD  =       η  I     A off       −  A  off  ⊤     0       is positive definite. Note that in the paper,   G =      −  η  I     −  A off        A  off  ⊤    0       is proved to be negative definite [4]. According to Theorem A.3 of [20], the positive definiteness of square matrix  A  is equivalent to the positive definiteness of   ( A +   A  ⊤  )  ; thus,   (  A GTD  +  A  GTD  ⊤  )   is positive definite. However, our calculations in this paper showed that    (  A GTD  +  A  GTD  ⊤  )  =      2  η  I    0     0   0       is positive semi-definite, not positive definite. Therefore, the conclusion that   A GTD   is positive definite is questionable.
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Figure 1. Two-state counterexample, where the blue solid arrows represent the behavior policy  μ , and the red dashed arrows represent the target policy  π . 
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Figure 2. Baird’s counterexample, where the probability of the solid action and the dashed action in behavior policy  μ  and target policy  π  are   μ  ( d a s h e d ∣ · )  =   6 7    ,   μ  ( s o l i d ∣ · )  =   1 7     and   π ( s o l i d ∣ · ) = 1  . 
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Figure 3. Random Walk. All walks begin in state 3. Under the behavior policy, take either a left or right action with a probability of 0.5 in each state. Under the target policy, take either a left or right action with a probability of 0.4 or 0.6 in each state. 
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Figure 4. Boyan Chain. In state 0–10, each solid action is taken with probability 0.5. In states 11 and 12, the probability of a solid action is 1. 
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Figure 5. Comparisons of learning curves in different environments. (a) Two-state counterexamples; (b) Baird’s counterexamples; (c) Random Walk with tabular features; (d) Random Walk with inverted features; (e) Random Walk with dependent features; (f) Boyan Chain. 
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Table 1. The general solution expressions for each algorithm (  θ =   A   − 1   b  ).
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	Algorithm
	Key Matrix A
	Positive Definite
	b





	Off-policy TD
	    A off  =  Φ ⊤   D μ   ( I − γ  P π  )  Φ   
	×
	    b off  =  Φ ⊤   D μ   r π    



	Retrace
	    Φ ⊤   D μ   D c   ( I − γ  P π  )  Φ   
	×
	    Φ ⊤   D μ   r c    



	BR
	    Φ ⊤    ( I − γ  P π  )  ⊤   D μ   ( I − γ  P π  )  Φ   
	✓
	    Φ ⊤    ( I − γ  P π  )  ⊤   D μ   r π    



	GTD
	             η  I     A  off             −  A  off   ⊤     0           
	✓
	         b off       0     



	GTD2
	          η  C     A off           −  A  off  ⊤     0        
	✓
	         b off       0     



	TDC
	    A  off  ⊤    C   − 1    A off    
	✓
	    A  off  ⊤    C   − 1    b off    



	ETD
	    Φ ⊤   D f   ( I − γ  P π  )  Φ   
	✓
	    Φ ⊤   D f   r π    



	MRetrace
	    Φ ⊤   D μ   ( I − γ  D x   P π  )  Φ   
	✓
	   b off   










 





Table 2. Minimum eigenvalues     1 2    λ min   ( A +   A  ⊤  )    of various algorithms on several examples.
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Algorithm

	
Two-State

	
Baird’s

	
Random Walk

	
Boyan Chain




	
Tabular

	
Inverted

	
Dependent






	
Off-policy TD

	
   − 0.2   

	
   − 0.791   

	
   0.018   

	
   0.017   

	
   0.07   

	
   0.024   




	
Retrace

	
   − 0.1   

	
   − 0.113   

	
   0.017   

	
   0.015   

	
   0.063   

	
   0.024   




	
BR

	
   0.34   

	
9.673 × 10−17

	
   0.002   

	
   0.007   

	
   0.033   

	
   0.002   




	
GTD

	
0

	
0

	
0

	
0

	
0

	
0




	
GTD2

	
0

	
−1.077 × 10−17

	
0

	
0

	
0

	
0




	
TDC

	
   0.016   

	
   − 0.002   

	
   0.002   

	
   0.007   

	
   0.011   

	
   0.002   




	
ETD

	
   3 . 4   

	
−2.82 × 10−16

	
   0 . 195   

	
   0 . 165   

	
   0 . 76   

	
   0 . 245   




	
MRetrace

	
   1.15   

	
−2.141 × 10−17

	
   0.046   

	
   0.02   

	
   0.094   

	
   0.024   
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