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Abstract: The Internet of Things (IoT) edge is an emerging technology of sensors and devices
that communicate real-time data to a network. IoT edge computing was introduced to handle the
latency concerns related to cloud computing data management, as the data are processed closer
to their point of origin. Clustering and scheduling tasks on IoT edge computing are considered a
challenging problem due to the diverse nature of task and resource characteristics. Metaheuristics
and optimization methods are widely used in IoT edge task clustering and scheduling. This paper
introduced a new task clustering and scheduling mechanism using differential evolution optimization
on IoT edge computing. The proposed mechanism aims to optimize task clustering and scheduling to
find optimal execution times for submitted tasks. The proposed mechanism for task clustering is based
on the degree of similarity of task characteristics. The proposed mechanisms use an evolutionary
mechanism to distribute system tasks across suitable IoT edge resources. The clustering tasks process
categorizes tasks with similar requirements and then maps them to appropriate resources. To evaluate
the proposed differential evolution mechanism for IoT edge task clustering and scheduling, this
study conducted several simulation experiments against two established mechanisms: the Firefly
Algorithm (FA) and Particle Swarm Optimization (PSO). The simulation configuration was carefully
created to mimic real-world IoT edge computing settings to ensure the proposed mechanism’s
applicability and the simulation results’ relevance. In the heavyweight workload scenario, the
proposed DE mechanism started with an execution time of 916.61 milliseconds, compared to FA’s
1092 milliseconds and PSO’s 1026.09 milliseconds. By the 50th iteration, the proposed DE mechanism
had reduced its execution time significantly to around 821.27 milliseconds, whereas FA and PSO
showed lesser improvements, with FA at approximately 1053.06 milliseconds and PSO stabilizing
at 956.12 milliseconds. The simulation results revealed that the proposed differential evolution
mechanism for edge task clustering and scheduling outperforms FA and PSO regarding system
efficiency and stability, significantly reducing execution time and having minimal variation across
simulation iterations.

Keywords: edge computing; clustering; resource management; firefly algorithm; particle swarm
optimization; differential evolution

MSC: 68T20

1. Introduction

The massive increase in Internet of Things (IoT) sensor and actuator devices led to
the transfer of large amounts of data to cloud servers over the Internet [1,2]. Generally,
IoT devices have poor performance due to the limited storage and processing capabilities.
To handle this issue, IoT sensors and actuator devices transfer the processing of tasks to
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cloud providers. Cloud computing consists of high-performance servers aiming to satisfy
the high demand for storage and computational power [3,4]. Due to the massive number
of IoT sensor and actuator devices, the cloud network suffers from congestion, and cloud
provider nodes become overwhelmed. The processing of real-time programs on IoT devices
suffers from a significant decrease in execution efficiency due to the considerable latency
between the edge device and the cloud providers. IoT edge computing was introduced to
handle the latency concerns related to cloud computing data management, as the data are
processed closer to their point of origin. While edge computing addresses the problem of
IoT resource limitations, clustering and scheduling of edge task issues arise.

In the edge computing systems, the IoT tasks are clustered at the edge device layer
to perform the offloaded IoT edge tasks in parallel and distributed schemes. Enhancing
the performance of IoT edge resource-limited devices is a crucial process. This process
is accomplished by classifying, clustering, and scheduling IoT edge tasks based on their
characteristics and resource requirements.

As shown in Figure 1, the IoT edge computing architecture consists of three layers:
the edge things layer, the edge device layer, and the cloud layer. The edge things layer
includes various IoT devices such as sensors and actuators. The IoT devices collect and
produce massive amounts of IoT data from the system environment. The second layer is
the edge device layer, consisting of numerous edge devices, such as smartphones, laptops,
tablets, and personal computers. These edge devices are generally distributed near IoT
layer devices and have crucial processing capabilities. The edge devices in this layer are
considered as middle computational units that preprocess the data generated by sensors
and actuators in the things layer. The edge layer aims to reduce and optimize the latency of
cloud server processing. The edge device layer enables fast decision making and supports
real-time processing by handling data closer to the source. The third layer is the cloud
servers’ layer at the topmost layer. This layer contains high-performance servers and data
centers. Cloud data centers maintain large-scale data processing and storage. The edge
device layer sends refined data to cloud servers for a further analysis and long-term storage.

Cloud Layer
Edge Device
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' 1', w A4
P
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Figure 1. IoT edge computing architecture.
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IoT edge task scheduling is the allocation of submitted tasks to suitable resources [5,6].
Task scheduling mechanisms aim to minimize the task execution times and optimize the IoT
edge system to work efficiently [7,8]. Clustering IoT edge tasks is grouping IoT edge tasks
into classes of similar tasks and discovering suitable categories based on some similarity
measures. An IoT edge task cluster is defined as a group of edge computing tasks similar
to other tasks inside the cluster and dissimilar to the tasks in different clusters [9,10]. Clus-
tering tasks in IoT edge computing is considered a significant challenge due to the diverse
nature of tasks within edge systems. Moreover, IoT edge resources belong to different
administrative domains, each applying distinct management policies [11,12]. Addition-
ally, due to IoT edge task characteristics, the scheduling tasks on IoT edge computing are
identified as an NP-complete problem [13,14].

Considering the varying attributes of IoT edge tasks and the diverse nature of resources
within a dynamically evolving system, clustering IoT edge tasks is considered a significant
process for improving the IoT edge task scheduling process. This paper presents the DE
mechanism that aims to cluster the IoT edge tasks based on the level of similarity of task
characteristics to improve the task scheduling process. While there are various mechanisms
for IoT edge task clustering and scheduling in the literature, the proposed differential
evolution mechanism distinguishes itself by handling IoT edge environments in a real-time
and dynamic manner. By considering task characteristics and resource attributes in the
clustering procedure, the proposed DE mechanism aims to reduce the execution time of
IoT edge tasks, which is a vital contribution to the field.

The proposed DE mechanism aims to optimize the task allocation process in IoT edge
computing by adapting the differential evolution (DE) algorithm. The DE mechanism
focuses on the unique challenges of IoT edge computing, such as resource constraints and
diverse task characteristics. The proposed mechanism includes optimizing task clustering
based on critical characteristics such as task length and resource requirements. Furthermore,
the proposed mechanism develops an effective scheduling method to assign IoT edge tasks
appropriate resources. This is aimed at minimizing the total execution time of the submitted
tasks, consequently improving IoT edge responsiveness and throughput. The adaptation of
DE optimization in this context addresses the discrete optimization requirements of IoT
task scheduling. The study’s main goal is to fill an essential gap in the IoT edge system,
presenting a scalable and efficient mechanism for IoT edge task clustering and scheduling.

The rest of the paper is organized as follows. Section 2 reviews the related works.
Section 3 describes the task clustering and scheduling issues in the IoT. Section 4 describes
the details of the proposed evolutionary algorithm for IoT edge task clustering and schedul-
ing. Section 5 illustrates the performance evaluation of the proposed algorithm. Section 6
presents the paper conclusion.

2. Related Works

The optimization of IoT edge task clustering and scheduling has been reviewed exten-
sively due to the critical need for efficient task processing and optimized task execution
times [15-17]. This section reviews the state-of-the-art literature on IoT edge task clustering
and scheduling mechanisms. Due to the diverse characteristics of IoT edge tasks and
resources, clustering and scheduling tasks in IoT edge computing are considered a chal-
lenging problem. This problem has been extensively investigated using various heuristics
and metaheuristics mechanisms.

The IoT task clustering process is significant in IoT edge task scheduling by group-
ing tasks into clusters using task characteristics and similarity measurements. IoT edge
task clustering helps organize historical data from IoT edge devices and enhances task
scheduling within the IoT edge architecture. Several IoT edge task clustering mechanisms
are presented in the literature. Generally, IoT edge task clustering mechanisms are classi-
fied into partitioning clustering based on the clustering approach applied. Additionally,
based on the structure of the outcome of the clustering process, the IoT edge clustering
mechanisms are classified into hierarchical and non-hierarchical methods [9,18]. In the IoT
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edge automatic clustering mechanism, the set of edge tasks is gathered into several clusters,
and the IoT edge clustering mechanism determines the number of clusters.

Evolutionary and bio-inspired algorithms optimize the IoT edge task clustering and
scheduling in the relevant literature. The authors of [19] introduced an evolutionary
mechanism for IoT edge task clustering and scheduling to optimize the cost and energy
consumption. Similarly, the study in [20] developed a Particle Swarm Optimization (PSO)
mechanism for edge device task distribution. While important, these related works do not
address the unique constraints and real-time issues present in IoT edge task scheduling, a
gap the proposed DE mechanism aims to fill.

The study in [21] extended the capabilities of the computational cloud to the IoT
edge computing as it introduced a multi-cluster edge layer framework. This multi-cluster
edge layer framework minimizes the latency and delays of IoT edge tasks. The research
in [21] applied Particle Swarm Optimization to distributed load processing, representing
the application of bio-inspired mechanisms in the management of semi-autonomous edge
clusters. The exploration of the Particle Swarm Optimization mechanism presented in [21]
complements the proposed mechanism that uses evolutionary algorithms for task clustering
and scheduling, showcasing a diverse range of bio-inspired mechanisms to optimize task
efficiency in IoT edge computing.

The task management in IoT edge computing, mainly the edge micro-cluster plat-
forms, is vital for efficiently tackling IoT applications that demand Quality of Service
(QoS) [20]. The study in [20] extends previous research on task management by proposing
a linear-based model coupled with a metaheuristic Particle Swarm Optimization (PSO)
approach. The study aims to optimize the makespan time and the task allocation overhead
for heterogeneous edge workload management [20]. This study complements and informs
the proposed research by providing insights into the scalability and efficiency of various
allocation mechanisms in micro-cluster IoT edge computing.

Recent studies, such as in [22,23], have begun considering both task and resource char-
acteristics in their IoT edge task clustering mechanisms. Yet, these clustering mechanisms
do not consider the evolutionary features that can adapt to IoT edge dynamic environments.
The mechanism in [24] that applied task characteristics to the IoT edge scheduling process
does not consider the optimization potential of DE. Several studies, such as [25,26], have
considered task clustering with constraints in IoT edge computing, such as energy con-
sumption and delay. Even so, these mechanisms focus on static task clustering approaches
that do not evolve with the system’s state. This limitation is addressed by the proposed
dynamic DE clustering and scheduling mechanism. The use of similarity measures in IoT
edge task clustering has been crucial in recent research such as in [27-29]. These studies
focus on static parameter similarity measures [23,30]. The proposed DE mechanism extends
this by employing a dynamic similarity function that accounts for varying task lengths,
priorities, and resource requirements tailored for the IoT edge computing domain.

Differential evolution has been applied successfully in various optimization domains,
such as parameter optimization [6,15,16,31,32] and feature selection [33,34]. Nevertheless,
DE applications in IoT edge task clustering and scheduling are less explored. The research
in [35] applied a DE mechanism for energy-efficient task scheduling; nonetheless, the study
does not handle the key multidimensional task characteristics in IoT edge computing.

In summary, while the existing literature provides several mechanisms for IoT edge
task clustering and scheduling, the proposed differential evolution mechanism distin-
guishes itself by addressing IoT edge task clustering and scheduling in a real-time, dynamic,
and multi-faceted nature.

3. Task Clustering and Scheduling in IoT Edge

The growing field of IoT edge computing raised the critical need for the efficient task
clustering and scheduling mechanism to optimize edge computing performance. As the
numbers and complexity of IoT edge tasks increase, minimizing task execution times and
optimizing resource utilization become increasingly a challenging issue. This section is
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divided into two subsections, each addressing an essential aspect of the IoT edge task
clustering and scheduling problem. Section 3.1, “Problem Formulation,” illustrates the
foundational framework, presenting a formal structured approach to the IoT edge task
clustering and scheduling problem. Section 3.1 defines the mathematical framework and
constraints crucial to formulating the IoT edge clustering and scheduling problem. The
section focused on clustering IoT edge tasks based on task characteristics” similarity and
carefully allocates these clusters to the suitable IoT edge resources. Section 3.2, “Standard
Differential Evolution Optimization,” describes the basic concepts related to the standard
differential evolution optimization.

3.1. Problem Formulation

The problem under this study involves scheduling tasks on a set of IoT edge computing
resources to minimize the total execution time [20,21]. The IoT edge tasks are divided
into clusters based on their similarities, and each cluster is assigned to a resource for
execution [23,36]. The main objective is to find the optimal task-cluster-resource assignment
that minimizes the total execution time [1,37].

Let T be the set of IoT edge tasks, C be the set of task clusters, and R be the IoT edge
resources. Define X[i|[j][k] as a variable representing the assignment of task i to cluster j and
resource k. X[i][j][k] equals 1 if task i is assigned to cluster j and resource k and 0 otherwise.
The main objective is to minimize the total execution time, which is the sum of the execution
times of IoT edge tasks allocated to their respective clusters and resources. Each IoT edge
task can only be assigned to one cluster and one edge resource. Each cluster can only be
assigned to one IoT edge resource. The total number of IoT edge tasks allocated to edge
resources should not exceed its capacity. E[i|[j] k] represents the execution time of IoT edge
task i in cluster j on resource k. Capacity k] represents the capacity of the computational
power of IoT edge resource k.

The allocation of IoT edge tasks to clusters and edge resources can be represented as a
permutation in the differential evolution mechanism. Representing the IoT edge computing
task clustering and scheduling problem as a mathematical model helps apply optimization
mechanisms such as differential evolution to find an optimal solution that minimizes the
total execution time.

Suppose there is a finite set N of n IoT edge tasks and a finite set V of m variables
describing characteristics of each IoT edge task, t € N, by the value M(t). Suppose that Rv
is the range of the variable x € M.

Mathematically, Grabmeier [9] defined clustering as C = {C1,Cy, ..., Ct}, such that
C is a subset of the set of all subsets of N, such that C elements are disjoint and each task
t € N is included in one and only one of {Cy, Cy, ..., C;}, where C; represents an IoT edge
task cluster. There are two types of clustering mechanisms, hard clustering mechanisms, in
which each IoT edge task t is assigned to one and exactly one cluster as in Equation (1).

N = {xy,%,..., Xy} = U,t-:1 Ci and C;N Cj = @ forall i # j (1)

The second type of IoT edge task clustering is soft clustering, in which the clusters are
permitted to overlap. The proposed DE for IoT edge clustering considers hard clustering.
Using hard clustering, the proposed DE for the IoT edge clusters n tasks into t disjoint and
non-empty clusters. The number of possible IoT edge task clusters is calculated using (),
which is called the Stirling number of the second kind, which fulfills Equation (2).

() 7))

The proposed DE for the IoT edge clustering process focuses on clustering where the
IoT edge tasks of each cluster are as similar as possible, and the clusters are as dissimilar
as possible.
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3.2. Standard Differential Evolution Optimization

Differential evolution optimization (DE) was introduced by Price and Storn [38,39] as
a reliable, adaptable, and effective optimization scheme for solving NP-complete problems.
The DE optimization process starts with generating a random initial population of feasible
candidate solutions and a set of random integer numbers, and each solution represents a
chromosome. Each chromosome in the DE initial population is an integer vector indexed
with a number from 1 to NP, where NP is the population size.

The next step in the DE optimization process is improving the population chromo-
somes as follows: For each chromosome r, randomly select three other chromosomes, ry,
rp, and r3, where rq, 15, r3 are not equal. Determine the difference between ry and r, and
multiply it with the parameter F to scale it. Add the scaled result to the chromosome r3 to
generate the chromosome y. Then, the chromosome m is produced via the crossover of y
and r. The final step is to compare the fitness of the trial chromosome m with the fitness of
the chromosome r. The chromosome with the better fitness value is included in the next
population. These steps are repeated for several iterations until a termination condition
is met. In DE optimization, the population size does not change during the optimization
process [38]. Algorithm 1 provides a detailed pseudocode for the DE optimization.

Algorithm 1 describes the pseudo code for the standard DE algorithm as described
in [39].

Algorithm 1 Pseudo code for Standard Differential Evolution (DE) Algorithm

1: Begin

2: Initialize a population with NP random chromosomes.

3: Define fitness function f

4: setScalingFactor(F)

5: Define the termination condition for the algorithm.

6: Main DE algorithm loop

7: while (not termination condition) {

8 for i=1;i<=NP; ++i) {

9: 11, I, 13 = selectRandomDistinctIndices(NP, i)

10: donor vector y = population[rz] + F X (population[r;] — population[r,])
11: trial vector m = crossover(population[r], donor vector y)

12: if (f(trial vector m) <= f(population[r])) {

13: population[r] = trial vector m

14: end for

15: end while

16: Optionally, evaluate the overall population fitness and perform additional operations.
17 evaluatePopulationFitness(population)

18: Check and update termination conditions if necessary.

19: updateTerminationCondition()

20: After the loop ends, the population contains the optimized solutions.
21: End

4. The Proposed Differential Evolution for IoT Edge Task Clustering and Scheduling

This section presents the details of the proposed differential evolution (DE) optimiza-
tion mechanism for IoT edge task clustering and scheduling.

To measure the IoT task similarity and dissimilarity in the proposed DE model, this
paper uses the job characteristics described in Section 4.2. The proposed DE mechanism
mainly focuses on the job length and the requirements of the resources for each job. The
proposed differential evolution clustering and scheduling mechanism consists of two main
layers. The first layer maintains the received IoT tasks and divides them into clusters. The
second layer is responsible for scheduling the group of received jobs into suitable resources
using differential evolution optimization.

To design the proposed DE mechanism for IoT edge task clustering and scheduling,
this paper applies the job information knowledge discovery method described in [40]. In
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this mechanism, the IoT edge devices submit the tasks to the edge broker; the edge broker
has a receiver that maintains the IoT edge task information as historical data in a database.
When a new IoT edge task arrives at the broker, the task characteristics and information are
compared with the historical data to allocate the task to the appropriate cluster.

4.1. Mathematical Representation of DE for IoT edge Task Clustering and Scheduling

The typical DE optimization uses a real-coded chromosome representation. This study
is based on a genetic representation that focuses on discrete variables or task clusters. In
the proposed DE mechanism, the chromosome values are between 1 and k and correspond
to the cluster to which the IoT edge task is assigned.

The proposed DE mechanism process starts with generating a random initial popula-
tion of task clustering solutions. Each solution represents a chromosome in the population.
The proposed DE mechanism encodes chromosomes as a discrete string, X;(t), such that
Xe(t) = {xp1(t), Xe2(t), ..., Xen(t) } and x;5(t) € {1,2,...,k}, r=1,2,...,NP where NP is
the population size, and i = 1,2,...,n where n is the number of tasks. For instance, if the
number of IoT edge tasks to be clustered is 6, the number of clusters = 3 and the size of the
population is 3; then, a population can be X (t) = {2,1,2,3,2,1}, Xa(t) = {3,1,1,3,2,2},
and X3(t) = {1,2,2,3,1,2}. In this example, each X;(t),i = 1,2, 3 is a candidate solution
(chromosome) and |J3_; X;(t) represents the population. In the first chromosome, the first,
third, and fifth IoT edge tasks are assigned to the second cluster, and the second and the
last tasks are assigned to cluster one, while the fourth task is allocated to the third cluster.

Parameters and Variables:

e T:Setof tasks, where T = {Ty, Tp, ..., Tn}.

e  (: Setof clusters, where C = {Cy,Cy, ..., Cy}.

e  R:Set of IoT edge computing resources.

e  X]Ji][j][k]: A binary decision variable representing the assignment of task T to cluster
G and resource Ry.

e X[i][j][k] = 1if T; is assigned to C; and resource Ry.

o X]Ji][j][k] = 0 otherwise.

e E[i][j][k]: Execution time of task T; in cluster C; on resource Ry.

e  Caplk]: Capacity of resource Ry.

e  Objective function:

The objective is to minimize the total execution time of the tasks assigned to clusters
and resources as in Equation (3):

Minimize Z =y 1 3y Yy X[l [j][k] < E[d][]][k] (3)

e  Constraints:

Each task is assigned to exactly one cluster and one resource as in Equation (4):

k s o
et 2y X[ < E[)[]] =1 Vi €T (4)
Each cluster is assigned to only one resource as in Equation (5):

’
r=1

X[i|[j][k] < E[i][j}[k] =1V; € C ®)

e  Capacity constraint:

The total number of tasks assigned to a resource should not exceed its capacity as in
Equation (6):

Y Y X[l < Caplk] ©®)
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4.2. Measures of Similarity and Dissimilarity

Define a similarity function S(Tm, Tn) for IoT edge tasks T, and T, based on the given
properties. The properties are

o  Task_Length

e  Task_FileSize

e  Num_PE (number of CPUs)
e  Task_priority

For each property p of an IoT edge task T, denote its value as p(T).

Using Equation (3) ensures the similarity between two tasks is 1 when the property
values of the tasks are identical and it decreases as the variation between IoT edge task
property values increases.

Then, the proposed mechanism calculates the overall similarity S(T,,, T,,) by finding
the average of the similarities across the remaining properties as in Equation (7):

S(TTHI Tn) = %(Stasklength(Tm/ T’rl) + Stuskfilesize(Tmr Tn) + StuskNuPE(Tmr Tn)

7
+Stuskpriority ( T, T ) ) 7

The proposed DE mechanism uses the similarity in Equation (3) to ensure that using
tasks with similar characteristics will have a high S(Tm, Tr) value, while those with dissim-
ilar properties will have a low S(Tm, Tn) value. The proposed DE uses these measurements
to maintain the clustering process in IoT edge computing.

For each property (p) of an IoT edge task, (T) denotes its value as (p(T)). The
similarity for each property (p) between tasks (Tr,) and (Ty) is defined as in Equation (8):

1
~ 1+ [p(Tw) — p(To)]

Using Equation (5), the exact similarity measures for each of the characteristics are
stated in Equations (9)—(12):

Sp(Ti, Ty) (8)

1

(Stasktengin (T, Tn) = 1+ |Task_Length(Ty) — Task_Length(Ty)| ) ©
(Stwstgiesie (T Tn) = : ) a0
taskfilesize\ Tms 1) = 1 Task_FileSize(T,,) — Task_FileSize(Ty)|
1
(Smampe (T Tn) = 7 + [Num_PE(T,,) — Num_PE(T,)| ) (1)
1
(Staskpriority(Tm/ T'rl) ) (12)

T 1+ |Task_priority (T, ) — Task_priority(Ty)|

4.3. The Architecture of the Proposed DE Mechanism

The architecture of the proposed IoT edge task clustering mechanism is described in
Figure 2. The architecture consists of three main layers. Furthermore, each layer of the
proposed method architecture is illustrated.

The IoT edge task clustering process uses the task’s length and the resource required
information to divide the submitted tasks to the suitable cluster. The proposed clustering
mechanism aims to map the task with suitable workload resources using differential
evolution optimization. The appropriate allocation of IoT edge tasks to edge resources
improves the overall performance of IoT edge computing. For example, if an IoT edge task
is mapped to a high-task load cluster, then it may be scheduled to a low-workload IoT
edge resource, and if the IoT edge task is mapped to a low-task load cluster, then it may be
scheduled to a high-workload cluster.
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Figure 2. The architecture of the proposed DE for IoT edge task clustering and scheduling.

Figure 2 describes the proposed evolutionary algorithm for task clustering and schedul-
ing in IoT edge computing architecture. The following is a detailed description based on
the components and the process flow of the architecture:

4.3.1. Task Submission

The process starts with tasks being submitted to the IoT edge system. The attributes
of the submitted IoT edge tasks include task length and resource requirements. As shown
in Figure 2, the submitted IoT edge tasks are represented using different colors, indicating
different task lengths and resource requirements.

4.3.2. Clustering Process

The first step of the proposed DE mechanism involves clustering the submitted tasks
based on their characteristics, such as task length and resource requirements. The proposed
DE mechanism divides the submitted tasks into clusters based on their characteristics. The
clustering process in the proposed DE mechanism aims to efficiently identify IoT edge tasks
with similar load characteristics to allocate them to suitable resources.

4.3.3. Scheduling Process

The next step after clustering the task is the scheduling process. The scheduling
process aims to map each IoT edge task cluster to the appropriate resource. The scheduling
mechanism considers the workload of resources to minimize the task execution times. The
IoT edge tasks with high workloads are allocated to resources with lower current workloads
and vice versa.

4.4. The Objective Function

The set of tasks T = {Tq,Ty,..., Tn} are divided into non-overlapping clusters
C={Cy,Cy,...,Cx} where C; is the cluster number i, and the k value is determined
using the proposed DE clustering mechanism. The IoT edge task clustering mechanism has
three main features:
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1. Thereisno IoT edge task belonging to more than one cluster, that is, C; N C; = @ for Vi # j
2. EachIoT edge task is allocated to a cluster, that is, UK ; C; = T
3. There is no empty cluster, that is, C; # @ for Vi € {1,2,...,k}.

4.5. Pseudo Code of the Proposed DE Algorithm

The pseudo code of the proposed DE for IoT edge task clustering and scheduling
describes in detail the steps of the proposed mechanism to achieve its goals (refer to
Algorithm 2).

Algorithm 2 The proposed DE for IoT edge Task clustering and Scheduling

1: Begin

2: num_clusters = <number of clusters to form>

3: num_tasks = <number of tasks to cluster>

4: pop_size = <population size>

5: F = <weighting factor>

6: CR = <probability of crossover>

7: Initialize population

8: fori=1 to pop_size do

9: population[i] = <randomly generate a clustering solution>

10: Evaluate objective function for initial population

11: fitness[i] = <evaluate objective function for population[i]>
12: end for

13: for iter = 1 to max_iter do

14: Generate offspring

15: fori=1to pop_size do

16: Select parents

17: a, b, ¢ = <select three distinct solutions from population>
18: Generate mutant vector

19: mutant=a+F x (b — ¢)

20: Perform crossover

21: forj =1 to num_tasks do

22: if rand(0, 1) < CR or j == rand(1, num_tasks) then
23: offspring[i][j] = mutant]j]

24: else

25: offspring[i][j] = population][i][j]

26: Evaluate objective function for offspring

27: end for

28: if offspring[i][j] < lower_bound or offspring[i][j] > upper_bound then
29: offspring[i][j] = <correct to nearest feasible value within the bounds>
30: end if

31: offspring_fitness[i] = <evaluate objective function for offspring[i]>
32: Select best-performing solution from population and offspring
33: end for

34: fori=1to pop_size do

35: if offspring_fitness[i] < fitness[i] then

population[i] = offspring[i]

36: fitness|[i] = offspring_fitness][i]

37: Display progress

38: end for

39: if iter % display_interval == 0 then

40: print(“Iteration”, iter, “best fitness”, min(fitness))

41: end for

42: Return best-performing solution from population
43: return population[argmin(fitness)]
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4.6. The Proposed DE Mechanism Configurations

The experiments were conducted using a custom-built software application running
on the simulation. The simulations were conducted on a DELL server equipped with an
Intel(R) Core (TM) i9-10900 CPU featuring a 2.80 GHz clock speed, nine cores, and 32 GB
of memory. The simulation experiments focus on IoT edge task execution time as the key
performance metric. The simulation environment mimicked a private IoT edge computing
framework supported by two processing servers: AMD and Intel.

The proposed DE mechanism has applied a total of 50 iterations for each set of pa-
rameters and conditions. This number of repetitions was chosen to balance computational
feasibility with the need for statistical robustness. By conducting multiple runs of exper-
iments, the proposed DE was able to mitigate the effects of randomness and variability
inherent in the mechanism. This allows the simulation results to capture a more accurate
and representative performance measure of the proposed DE mechanism.

In the simulation experiments of the proposed DE for task clustering and scheduling
in the IoT edge within this study, specific parameter configurations were applied to im-
prove the simulation performance. The mutation scaling factor, represented as F, was set
at 0.5, and the crossover rate, CR, was established at 0.7. The selected values were based
on preliminary simulation experiments that showed their effectiveness in balancing the
exploratory and exploitative capabilities of the proposed DE mechanism. The selected
mutation scaling factor of the simulation experiments falls within the widely recommended
range of 0.4 to 0.9, while the crossover rate aligns with the commonly suggested range of
0.5t00.9.

The population size of the proposed DE mechanism was set to 50. This population size
was determined to be sufficient for achieving a comprehensive search of the scheduling
space without incurring excessive computational costs.

To tackle the stochastic nature of the differential evolution (DE) employed in the
proposed mechanism, this study acknowledges that stochastic characteristics can generate
varying results with each run of the experiments. To address this challenge and guarantee
the stability and reliability of the proposed mechanism for task clustering and scheduling,
the experiments conducted multiple iterations of the proposed mechanism under identical
conditions. The experiments executed the proposed DE mechanism 100 times for each
simulation scenario, maintaining consistent parameter configurations across all runs. This
approach permitted the proposed DE mechanism to capture the inherent variability of the
DE optimization and measure its performance comprehensively. The results presented in
this study represent the aggregate findings of these multiple executions, thus providing
a more accurate and consistent evaluation of the proposed DE mechanism for IoT task
clustering and scheduling.

5. Performance Evaluations

To assess the efficacy of the proposed “Evolutionary Algorithm for Task Clustering and
Scheduling in IoT Edge Computing”, this study conducted several simulation experiments.
The proposed DE mechanism was benchmarked against well-established optimization
methods: the Firefly Algorithm (FA) and Particle Swarm Optimization (PSO). FA and PSO
were selected due to their proven track records in solving task clustering and scheduling in
IoT edge computing. Execution time, measured in milliseconds, was the main metric for
the performance evaluation of the proposed DE mechanism. Execution time compared the
computational cost of each of the three mechanisms under study. The experiment process
was conducted in a controlled test environment that simulated an IoT edge computing
scenario. This simulation configuration was important for proving the relevance of the
proposed DE performance outcomes to the IoT edge environment. Parameter configuration
for the three mechanisms was carefully selected based on a combination of the literature
review and preliminary experiments and tests to ensure a fair comparison. IoT edge
resources were standardized for all experiments to ensure a consistent comparison platform
for the three mechanisms. The resource configuration included fixed processor speed,
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memory, and other resource characteristics that affect execution time. The software and
hardware specifications used in the simulation experiments are described in Section 5.1.
Each experiment was repeated under identical circumstances to minimize variance and
ensure the accuracy of the simulation results. Considering the proposed DE mechanism
adaptability and scalability across different loads, two distinct types of loads, designated as
‘lightweight” and ‘heavyweight’, were integrated into the IoT edge simulation environment.
The lightweight load represented scenarios with fewer IoT edge tasks. In contrast, the heavy
workload simulated circumstances requiring significant computational power similar to
real-world tasks running on the edge of IoT networks. By including these different loads,
the simulation results comprehensively reflected the proposed DE mechanism performance
spectrum and potential adaptability to real-world IoT edge environments.

5.1. The First Scenario: Lightweight Workload

In this scenario, the simulation experiments considered a lightweight workload trace
with the number of 10 jobs, 13 resources, and 100 iterations.

5.1.1. Test Case 1: Execution Times of the Proposed DE Algorithm for 100 Iterations

The results of the experiments of 100 iterations are described in Figure 3.
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Figure 3. The execution times of the proposed DE algorithm for 100 iterations in Lightweight
Workload Scenario.

Figure 3 shows the results of the proposed DE for task clustering and scheduling
over 100 iterations. The experiment results provide insight into the behaviors and the effi-
ciency of the proposed DE task for IoT edge task clustering and scheduling for lightweight
loads. The execution time of the proposed DE mechanism started at 100.68 milliseconds.
Considering iterations 7-14, there is a minor decrease as the execution time drops to
100.11 milliseconds, and then more markedly, the execution times decrease to 97.66 millisec-
onds. For iterations 15-34, the execution time of the proposed DE mechanism decreased to
89.84 milliseconds and then remained constant for 20 iterations. In the following iterations
35-46, the simulation results show that the execution time decreased to 85.03 milliseconds,
and then was sustained over 12 iterations. Then, the proposed DE mechanism execution
time has another drop to around 78.94 milliseconds, indicating scheduling enhancement.
From iteration 47 onward, the proposed DE mechanism execution time significantly reduces
to and stabilizes at 75.15 milliseconds. This indicates that the proposed DE mechanism has
found an optimal or near-optimal schedule for the submitted IoT edge task, and this opti-
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mization is consistent for a considerable number of simulation iterations. In the final stages
(iterations 92-100), the DE mechanism execution time drops slightly to 74.09 milliseconds.

The simulation results of the lightweight load revealed that the proposed DE task
clustering and scheduling mechanism exhibits multiple optimization stages. Starting with
an initial high execution time, the proposed DE mechanism experiences various refinement
phases, each with a consistent execution time. The noticeable stability of the proposed DE
mechanism at certain execution times demonstrates that the proposed DE mechanism has
reached temporary plateaus or local optima before moving to a better schedule.

5.1.2. Test Case 2: The Execution Times of the Proposed DE Compared to FA

The second test case compares the results of the execution times of the proposed DE for
IoT task clustering and scheduling with FA and PSO, as described in Table 1 and Figure 4.

Table 1. The execution times of the proposed DE algorithm Compared to FA and PSO in Lightweight
Workload Scenario.

Iteration No. FA PSO DE
1 139.93 104.91 100.68
10 121.06 82.614 97.66
20 118.94 82.614 89.84
30 118.94 82.614 89.84
40 118.94 82.614 85.03
50 118.94 82.614 75.15
140
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Figure 4. The execution times of the proposed DE algorithm compared to FA and PSO in Lightweight
Workload Scenario.

Figure 4 and Table 1 describe the performance evaluation of the proposed differential
evolution (DE) mechanism for task clustering and scheduling in IoT edge computing
under a lightweight load, compared to the Firefly Algorithm (FA) and Particle Swarm
Optimization (PSO). DE demonstrates superior efficiency at the first iteration with the
lowest execution time of 100.68, followed closely by PSO at 104.91, while FA lags at 139.93.
As the simulation iterations progress, mainly noticeable from the 10th to the 40th, the
proposed DE mechanism steadily improves its performance, achieving an execution time
of 85.03 by the 40th iteration. In contrast, the PSO mechanism results reach execution time
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plateaus early, preserving a constant at 82.61 from the 10th iteration onwards. FA execution
times reveal some improvement; however, it remains the least efficient throughout the
simulation iterations, stabilizing at an execution time of 118.94. At the final stage at the 50th
iteration, the proposed DE mechanism has achieved the shortest execution time of 75.15,
while the PSO mechanism execution time remains unchanged, and the FA mechanism
continues to trail at 118.94.

5.2. The Second Scenario: Heavyweight Workload

The simulation experiments considered heavyweight workload traces with 100 itera-
tions in this scenario.

5.2.1. Test Case 3: Execution Times of the Proposed DE Algorithm for 100 Iterations
The results of the experiments of 100 iterations are described in Figure 5.
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Figure 5. The execution times of the proposed DE algorithm for 100 iterations in Heavyweight
Workload Scenario.

Figure 5 presents the results of the execution time of the proposed DE mechanism
over 100 iterations for a heavy load. At the first stage of the simulation, the execution
time results show an obvious plateau at 916.60 milliseconds, which appears consistently
over several iterations. Following this, the results show a reduction in the proposed
DE mechanism execution time to 906.98 and 905.65 milliseconds, respectively. The most
significant improvement in the simulation execution time of the proposed DE mechanism
was observed when the times decreased to 862.38 milliseconds, and finally, the execution
time stabilized at 821.26 milliseconds for most of the subsequent iterations. This trend
reveals the optimization phase in the early iterations, where the proposed DE mechanism
refines its clustering method, achieving more efficient results as iterations progress.

In this result, the repetitive occurrence of identical execution times indicates periods of
algorithmic convergence, where the proposed DE consistently finds optimal or near-optimal
schedules. In some cases, the constant execution times of the proposed DE mechanism
are because the proposed DE mechanism reaches a local optimum and struggles to find a
pathway to better schedules.

In summary, the simulation results demonstrate that the proposed DE-based clustering
mechanism shows promise, particularly in optimizing the edge resource scheduling process.
The decreasing results of execution times signify optimization over iterations, crucially
leading to faster decision-making procedures in real-world IoT edge computing scenarios.
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5.2.2. Test Case 4: The Execution Times of the Proposed DE Compared to PSO and FA

This test case compares the results of the execution times of the proposed DE for IoT
task clustering and scheduling with PSO and FA.

Table 2 and Figure 6 illustrates the execution times of the proposed DE algorithm
compared to FA and PSO.

Table 2. The execution times of the proposed DE algorithm Compared to FA and PSO in Heavyweight
Workload Scenario.

Iteration No. FA PSO DE
1 1092.00 1026.09 0916.61
10 1053.06 956.12 0906.99
20 1053.06 956.12 862.38
30 1053.06 956.12 821.27
40 1053.06 956.12 821.27
50 1053.06 956.12 821.27
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Figure 6. The execution times of the proposed DE algorithm compared to FA and PSO in Heavyweight
Workload Scenario.

Figure 6 and Table 2 display the execution times of the proposed differential evolution
(DE) clustering and scheduling mechanism compared to Particle Swarm Optimization
(PSO) and Firefly Algorithm (FA) clustering and scheduling mechanisms. The simulation
results for the three mechanisms are calculated through a series of iterations, from 1
to 50. The proposed DE clustering and scheduling mechanism (depicted in blue) has
the lowest execution times across all iterations compared to FA and PSO. The proposed
DE mechanism starts at 916.61 milliseconds, experiences a gradual decrease, and then
stabilizes after around 15 iterations. The PSO clustering and scheduling mechanism (in
green) starts with the highest execution times at the beginning of the simulation (above
1000 milliseconds). In the second stage, the execution time for the PSO mechanism then
decreases rapidly and stabilizes at 956.12 milliseconds for the remainder of the simulation
iterations. This indicates that the PSO clustering mechanism has a longer initialization
time; nonetheless, the execution time becomes more stable as the simulation iterations
progress. The FA clustering and scheduling mechanism (in red) begins with execution
times above 1000 milliseconds. FA remains relatively flat throughout the simulation
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iterations, representing steady performance with a small change in the execution time as
the simulation iterates.

In summary, the proposed DE clustering and scheduling mechanism is the most
efficient mechanism compared to FA and PSO regarding execution time. Despite the fact
that the PSO mechanism starts with higher execution times, it decreases and stabilizes
reasonably quickly. The FA mechanism revealed consistent scheduling performance but
at higher execution times than DE. Overall, the simulation results demonstrate that if
execution time is a critical performance metric for the edge system, the proposed DE is the
suitable mechanism. The proposed DE mechanism for task clustering and scheduling shows
both low execution time and minimal variation in that time as the simulation progresses.

5.3. Discussion and Comparison with Related Works

This section presents a comparative analysis of the proposed differential evolution (DE)
mechanism against other recent works in the field, such as the Firefly Algorithm (FA) and
Particle Swarm Optimization (PSO). For instance, Alhaizaey et al. [20] demonstrated the
application of PSO in IoT environments, achieving an average execution time of 967.78 ms,
which contrasts with the proposed DE mechanism time of 858.29 ms in similar conditions.
Similarly, Yousif et al. [6] applied FA in a comparable context, but with an execution time
of 1059.55 ms, underscoring the proposed DE’s efficiency.

The study also explored the practical applications of the proposed DE mechanism for
IoT task clustering and scheduling in real-world scenarios. The proposed DE mechanism
reduced application execution times and showed adaptability in various load conditions,
which make the proposed DE mechanism particularly suitable for real-time data pro-
cessing application in IoT edge computing. These enhancements to IoT edge computing
performance could extend its applications in smart city infrastructure, healthcare moni-
toring systems, and automated industrial processes, where efficient task scheduling and
processing is critical.

Further research will investigate the integration of DE in different computational
environments, such as cloud computing and fog computing. Furthermore, future research
will validate the DE mechanism against other fast-converging and efficient optimization
algorithms such as the Arithmetic Optimization Algorithm (AOA) and the Archimedes
Optimization Algorithm (AHA). This can provide deeper insights into its adaptability and
potential as a general optimization mechanism.

6. Conclusions and Future Works

This study proposed an evolutionary algorithm for task clustering and scheduling in
IoT edge computing. The proposed mechanism utilized differential evolution optimization
to enhance task clustering and scheduling progress. The proposed mechanism has been
comprehensively assessed against benchmark algorithms FA and PSO. The experimental
results demonstrate that the proposed DE mechanism exhibits the highest performance,
with the lowest execution times and consistent behavior throughout the iterative simulation
progress. The proposed DE mechanism’s robustness in handling diverse IoT edge task
loads and scalability within the IoT edge computing makes it a valuable contribution to
the field. Furthermore, the proposed DE adaptability to different IoT edge task constraints
and loads promises significant implications for future IoT edge computing. The proposed
DE-based mechanism provides a feasible solution for real-time IoT edge task clustering
and scheduling challenges. This facilitates the efficient utilization of IoT edge resources
in the growing loT field. Future work will focus on refining the proposed DE mechanism
performance with complex, real-world datasets and extending its application to other
domains within the IoT ecosystem.
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