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Abstract: To further enhance the security of image encryption, a new chaos-based image encryption
algorithm (IEA) based on discrete Fourier transform and Joseph traversal is proposed to encrypt the
plain image in both the frequency domain and space domain simultaneously. In the proposed IEA, the
logistic map is used to generate the appropriate chaotic sequence, and the improved Joseph traversal is
used to scramble the image in different starting positions and variable step sizes. Then, block diffusion is
performed at the end. The main finding concerning the proposed IEA is that the combination of discrete
Fourier transform and Joseph traversal can enhance the security of the image information, which has
been validated by measuring the performance in resisting the common types of attacks.
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1. Introduction

With the fast development of computer information technology, the digital image as a
kind of important data carrier is widely used and data security is receiving more attention,
so the significance of data security research has become great. Image encryption technology
has become an important part of information security, and it is used in many fields, such as
engineering, industry and medical treatment. Therefore, to ensure the reliability and security
of image data transmission and storage, the image encryption algorithm (IEA) has become
a research hotspot [1–4]. The traditional IEAs, such as the data encryption standard [5]
and RSA [6], have many defects when facing images with large data capacity and high
redundancy, such as the relatively simple key, small key space and small parameters to
determine the sequence, and low security performance of the IEAs. Therefore, there will
be great disadvantages when it is applied to IEAs. Hence, several IEAs are proposed using
different theories and technologies, such as deep learning [7], S-box [8], elliptic curve [9],
Josephus traversal [10], DNA operation [11], compression sensing [12], quantum cellular
Automata [13], fractional Fourier transform (FRFT) [14], and chaos theory [15–24].

Recently, some chaos-based IEAs have been proposed [25–35] due to the cryptographic
properties of chaos theory, such as the initial conditions’ sensitivity and unpredictability.
Zhu et al. [25] constructed a new one-dimensional fractional chaotic map and applied it
in an IEA using parallel DNA coding. The new chaotic map has a larger range of chaotic
parameters and better chaotic characteristics, whereas the parallel DNA coding overcomes
the shortcoming of common DNA coding-based IEAs. To enlarge the small parameter
range and key space of the existing hyperchaotic maps, Zhong et al. [26] proposed a novel
wide-range discrete hyperchaotic map (3D-SCC) based on the mathematical model of
the Sine map, and they further designed a 3D-SCC-based IEA. Among them, the IEAs
in the transform domain usually have better anti-interference performance and higher
security [27–35]. Shao et al. [27] introduced a trinion discrete cosine transform that can pro-
cess color images holistically, which can be computed by a combination of single-channel
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discrete cosine transform and then developing a robust color IEA jointing with a quantum
logistic map and Josephus traversing. To strike a good balance between the security and
efficiency of the IEA, Feng et al. [28] introduced an IEA based on plane-level image filtering
and discrete logarithmic transformation. With the increase in the image transmission
data, single IEAs are of low efficiency to meet the real-life applications. Hence, double-
image and multi-image IEAs have designed [29–35]. Kaur et al. [29] applied a fractional
Fourier transform for double image encryption and proposed a reality-preserving scheme
to overcome the complex outcome of the transform, which becomes a limitation due to
the requirement of double memory for storage and transmission besides computational
complexity. By combining FRFT with discrete fractional angular transform, a double-image
IEA was designed by Qiu et al. [30]. Shao et al. [31] introduced a double IEA mainly
based on the symmetry of two-dimensional discrete Fourier transform and equal modulus
decomposition. Tong et al. [32] designed a nonlinear multi-image IEA by combining the
reality-preserving discrete fractional angular transform with the deoxyribonucleic acid se-
quence operations. Based on discrete Fourier transforms (DFTs) and logistic-exponent-sine
map, Tang et al. [33] investigated an IEA for multiple color images. When encrypting mul-
tiple images, compression is a commonly used method to reduce the transmission burden,
which may result in a loss of partial image data and reduce the quality of the decryption
image. To address this issue, Wang et al. [34] proposed a double-image compression and
encryption scheme based on a chaotic map and reality-preserving multi-order discrete
fractional Fourier transform. A secure double-color IEA with a nonlinear operation and
a plaintext-related joint permutation–diffusion mechanism was designed Xiao et al. [35]
based on the quaternion multiple parameter discrete fractional angular transform.

Motivated by the above discussions, an IEA based on DFT and improved Joseph
traversal (IEA-DIJT) is designed in this paper. IEA-DIJT can encrypt the plain image
from the frequency domain and spatial domain with a high efficiency and low complexity.
Through different analyses and experimental comparison, the proposed IEA-DIJT in this
work has been validated to have good security and effectiveness.

The structure of this paper is organized as follows. Section 2 introduces some pre-
liminary works. Section 3 provides the detailed IEA-DIJT. In Section 4, the simulation
experiments and security analyses are performed. Finally, Section 5 summarizes this paper
and discusses the future work.

2. Preliminary Works
2.1. Logistic Map

The chaotic map is sensitive to the initial value [10], which means that even if there
is a tiny modification in the input parameters, the results obtained will vary greatly. This
feature is very suitable for an IEA. The chaotic map used in the IEA-DIJT is the classical
logistic map and its formula is:

xn+1 = µxn(1 − xn) (1)

where xn+1 ∈ (0, 1). µ is the control parameter. Figure 1 respectively depicts the bifur-
cation diagram and the Lyapunov exponent of Equation (1). As can be seen in Figure 1,
Equation (1) performs chaotic behaviors and not periodic when µ ∈ (3.5699456, 4].
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2.2. Fourier Transform

Fourier transform, as a classical signal-processing method, has excellent applicability
in the field of IEAs. Encrypting images in the transform domain can ensure that the
corresponding image information can still be decoded even if some information is lost.
Moreover, IEAs based on Fourier transform have the characteristics of high efficiency and
high security. Hence, this paper designs an IEA based on Fourier transform. This section
details the DFT. For the finite length series f (x), the one-dimensional DFT is:

F(u) = DFT[ f (x)] =
N−1

∑
x=0

f (x)Wux, u = 0, 1, · · · , N − 1 (2)

and the corresponding inverse transformation is:

f (x) = IDFT[F(u)] =
1
N
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∑
x=0

F(u)W−ux, x = 0, 1, · · · , N − 1 (3)

where W = e−j 2π
N is the transformation kernel.
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2.3. Improved Joseph Traversal

This section describes the specific progress of the improved Joseph traversal. First,
the Joseph traversal is a mathematical problem: encircling n number in a ring, looping
through them in order, and deleting the k − 1th number, and iterating this process from
the kth number until the last number is selected. The function of this process is f (n, k).
Assuming it starts from 0, it is obvious that the traditional Joseph traversal has a basic
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value, which is f (1, k) = 0. The first chosen number is (k − 1)%n, so the remaining array
is 0, 1, 2, 3, . . . , k − 3, k − 2, k, k + 1. In other words, it needs to start counting from the
k again, but the array changes from 0, 1, 2, . . . , n − 1 to a new array k, k + 1, k + 2, . . . ,
n − 1, 0, 1, 2, . . . , k − 2, which is different from the original starting position, and f (n, k)
is no longer applicable to the new array. Hence, a new function g(n − 1, k) is established
to represent the solution of the Joseph traversal for n − 1 numbers starting from k. Since
the new array is actually a subproblem, the solution of g(n − 1, k) and the solution of
f (n, k) have the same array number, g(n − 1, k) = f (n, k). However, the two functions
are different and cannot be recursively expressed, so it needs to establish a mapping that
converts g(n − 1, k) into the type of f (n − 1, k) by converting it between two arrays: k → 0 ;
k + 1 → 1 ; · · · ; n − 1 → n − k − 1 ; 0 → n − k ; 1 → n − k + 1 ; · · · ; k − 2 → n − 2 . It can
be observed that it can use a function p(x) = (x + n − k)%n to represent the mapping from
left to right. Conversely, if a mapping from right to left is required, q(x) = (x + k)%n can
be used. So, the Joseph traversal that operates after mapping is:

f (n − 1, k) = p(g(n − 1, k)) (6)

g(n − 1, k) = p−1( f (n − 1, k)) = q( f (n − 1), k) = [ f (n − 1, k) + k]%n (7)

Hence, the recursive formula of the Joseph traversal has obtained:

f (n, k) =

{
0 n = 1
[ f (n − 1, k) + k]%n n > 1

(8)

Taking the traversal order of 8 numbers as an example, the traditional Joseph traversal
is depicted in Figure 2.
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For a good IEA, its encryption process should be flexible and sensitive. For the
traditional Joseph mentioned above, it starts from a fixed starting point, traverses with
a fixed step size, and finally, obtains a traversal sequence, which is the same for each
encryption process. The chosen-plaintext and chosen-ciphertext attacks can easily crack
this process, posing a threat to the IEA’s security. Therefore, to obtain different and sensitive
traversal sequences during each encryption process, it is totally important to improve the
fixed starting point and step size of the traditional methods. Hence, this section proposes
an improved Joseph traversal. The core idea of this method is that the initialization process
of its starting position and traversal step size is highly adaptively associated with the plain
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image and key set. Assuming the length of the sequence S to be traversed is M × N, the
specific traversal steps are as follows:

Step 1: Iterate a pseudo-random sequence of length 2 × M × N using Equation (1),
and then standardize it via Equation (9):

Z(i) = f loor[(z(i)× 10n)mod256] (9)

Step 2: Divide Z into two sub-sequences of length M × N, named Z1 and Z2, respec-
tively, and perform operations on the first element of Z1 and Z2 via:{

H1 = (Z1(1) + HS1)modM
H2 = (Z2(1) + HS2)modN

(10)

where H1 and H2 are the calculated starting position. HS1 and HS2 represent the hash
values based on the plain image.

Step 3: Divide sequence S into two sub-sequences based on the hash value HS3,
named S1 and S2, respectively. Perform the improved Joseph traversal on S1 and S2 based
on the starting position H1 and H2. The variable step size and direction of traversal are
determined based on the values and their parity. For sequence S1, it is a traversal process
with a variable step size determined by Z1 and the parity determined by sequence Z2.
Conversely, S2 is a traversal process with a variable step size determined by Z2 and the
parity determined by Z1. The meaning of parity here is to traverse counterclockwise if the
value is odd, and clockwise if not.

Step 4: Combine the two traversal subsequences into the final sequence.
The traversal results of the Joseph traversal are further expanded as a result of the

above improvements. The original Joseph traversal is improved to a Joseph traversal model
with the variable step sizes, directions, and starting positions.

2.4. Hash Function

By using hash functions, hash values with specific length and irreversibility can be
obtained, which are highly in line with the requirements of image encryption algorithms
and are often used to resist common attacks. However, in recent years, some IEAs using
SHA-1 have shown weak security. By comparison, SHA-2-based IEAs still exhibit better
security. As a hash function in SHA-2, SHA-512 performs tremendous collision resistance,
making it difficult to observe two different input messages that produce the same hash
value. Even if a slightly change to the input message occurs, the generated hash array
is totally different. Moreover, due to the robust avalanche effect of SHA-512, it is widely
utilized in the field of IEAs. Therefore, this paper uses the SHA-512 in the IEA-DIJT. It can
produce a hexadecimal number with a length of 128, which is used as the main part of the
key set for the IEA-DIJT.

3. The Specific Operations of the IEA-DIJT

This section details the whole operations of the IEA-DIJT in this work, which includes
two main phases: key generation and encryption progress.

3.1. Key Generation

The key set of the IEA-DIJT is mainly the hash value keys, named HV, which is
generated based on the plain image. Then, initialize the parameters of the IEA-DIJT using
the obtained HV. The following content provides the specific initialization process:

Step 1: Generate the hash array HV using the SHA-512 function. Read the plain image
P into the function to generate a hexadecimal number HS with a length of 128, then divide
HS into 6 parts and convert into a decimal as follows:

HS = hash(PI, ’SHA − 512’) (11)
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HV = hex2dec(HS(i : i + 21)), i = 1, 22, · · · , 106 (12)

Among Equations (11) and (12), the function hash(PI, ’SHA− 512’) is used to calculate
the SHA-512 hash value of the plain image P, whereas the function hex2dec(·) converts a
hexadecimal string into the decimal format. HS(i : i + 21) are the values of HS from the
i-th to the i + 21-th element.

Step 2: Select 6 hash values from HV as the initial states xi(0)(i = 1, 2, 3) and control
parameters µi(i = 1, 2, 3) of Equation (1) (please see Equation (13)), which are the secret
keys. For µi(i = 1, 2, 3), this work limits its value to within [3.59, 4] to ensure that the
obtained sequence values have a good chaotic state.

x1(0) = Key1
x2(0) = Key2
x3(0) = Key3
µ1 = 3.59 + 0.11Key4
µ2 = 3.69 + 0.11Key5
µ3 = 3.79 + 0.11Key6

. (13)

Step 3: Iterate Equation (1) and transform the generated random sequence Ai into a
chaotic matrix of the same size as the plaintext matrix. Then, standardize the matrix Ai via:

Ki = mod( f loor(Ai × 1013), 255) (14)

where Ki is further reshaped into the key matrix K via:

K = reshape(Ki, M, N) (15)

where M and N are the height and width of the image matrix.

3.2. Description of the IEA-DIJT

Step 1. For the cipher-image hash operation, the SHA-512 function is used to calculate
the standard hash sequence and select the corresponding hash values in the hash sequence
to calculate the initial value and control parameters of Equation (1):

x = H(i). (16)

µ(i) = 3.89 + 0.11 × H(i). (17)

Step 2. Read the initial state and control parameter into Equation (1) to generate the
chaotic sequence:

A(i) = µ(i)× x(i)× (1 − x(i)). (18)

Step 3. The discrete forward Fourier transform of the cipher image. By the Fourier
transform, the gray distribution function f (x, y) of the image is transformed into the
frequency distribution function F(u, v) of the image and obtains the size of the image
frequency domain spectrum (u, v)∥F and phase spectrum Φ(u, v).

Step 4. According to the random sequence of Equation (1), the starting point and
step size are calculated, and the amplitude diagram and phase diagram after the Fourier
transform are respectively carried out for the forward and backward Joseph traversal.

Step 5. The inverse Fourier transform of the scrambled amplitude graph and phase
graph is used to obtain a round scrambled result.

Step 6. The scrambled image P is partitioned, and the image matrix is divided into
matrix blocks of the same size, denoted as F(I), where I is the number of blocks.

Step 7. The chaotic sequence A1 is used to sort and scramble the matrix, and the
sequence A2 is sorted to obtain the index sequence C1. The matrix F is transformed into a
row of matrix P1. The matrix F is sorted and scrambled by the index, and the scrambling
result P2 is obtained, and P2 is restored to the same size as the original matrix.
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
C1 = sort(A1(i))
P1 = reshape(F, 1, i)
P2 = P1(C1(i))

. (19)

Step 8. For the scrambled image, block diffusion is carried out. Firstly, the first block is
diffused, and the diffusion key matrix is selected and generated from the chaotic sequence A3.

Step 9. The first diffusion matrix is used as the key matrix and the rest of the parts
are circularized. 

R(i) = P3(i)⊕ T(i)
R(i + 1) = R(i)⊕ P3(i + 1)
R(i − 1) = R(i)⊕ P3(i − 1)

. (20)

This is the end of the proposed scheme. Figure 3 depicts the above-mentioned operations.
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is diffused, and the diffusion key matrix is selected and generated from the chaotic se-
quence 3A . 

Step 9. The first diffusion matrix is used as the key matrix and the rest of the parts 
are circularized. 

3

3

3

( ) ( ) ( )
( 1) ( ) ( 1)
( 1) ( ) ( 1)

R i P i T i
R i R i P i
R i R i P i

= ⊕
 + = ⊕ +
 − = ⊕ −

. (20)

This is the end of the proposed scheme. Figure 3 depicts the above-mentioned oper-
ations. 
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4. Experimental Results and Security Analyses

To verify the effectiveness of the IEA-DIJT, this section performs an evaluation of the
IEA-DIJT using the digital plain-images. The IEA-DIJT is implemented in the MATLAB
R2023b and Windows 10 operating system. Different plain images generate different hash
values HV. According to https://ccia.ugr.es/cvg/index2.php and https://sipi.usc.edu/
database/database.php (accessed on 3 January 2024), the grayscale plain images were used
for the simulation experiments and security analyses.

4.1. Simulation Results

First, Figure 4 plots the cipher images and decoded images of the plain images “Lena”
(256 × 256), “Cameraman” (256 × 256), “Elaine” (512 × 512), and “Airport” (1024 × 1024).

https://ccia.ugr.es/cvg/index2.php
https://sipi.usc.edu/database/database.php
https://sipi.usc.edu/database/database.php
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“Airport”, (b,e,h,k) are the corresponding cipher images of (a,d,g,j), and (c,f,i,l) are the corresponding
decrypted images of (b,e,h,k).

4.2. Key Sensitivity

If an IEA is highly sensitive to the key stream, it is a good IEA. On the one hand, due
to the fact that hash functions are extremely sensitive to the input plain-image message,
even a small change can result in a completely different hash value HS. This feature can
effectively enhance the key security of the IEA-DIJT. On the other hand, this section further
takes the key Key1 as an example to test the key sensitivity of the IEA-DIJT using the
plain image “Lena”. The experimental results are shown in Figure 5. When the other keys
remain unchanged, Figure 5a is the cipher image generated according to key x1(0). If the
key x1(0) is changed from 0.8761 to 0.87610000000001, then the obtained cipher image is
Figure 5b. Figure 5c is the difference between Figure 5a,b. Figure 5d is the decrypted image
generated by decoding Figure 5b. With a minor modification of the secret key, the cipher
image generated by the IEA-DIJT is extremely different from the cipher image using the
original keys. Moreover, if a tiny change to a pixel is made, the cipher image is as shown in
Figure 5e. Figure 5f is the difference between Figure 5a,e. It indicates that the IEA-DIJT is
extremely sensitive to the key set.
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4.3. Histogram

Digital images are composed of pixels, and generally speaking, unsatisfied images have
very clear fluctuant properties in the pixel distribution. The pixel values of the cipher image
must be roughly distributed to withstand statistical attacks. The histogram of an image
provides an accurate and first-hand view of the pixel value spread, and it is often used to find
out whether the cipher images obtained by one IEA are robust against statistical attacks. If the
histogram of an image looks smooth, the pixel spread is evenly distributed and it is not easy
to observe helpful message from the statistical analysis attacks. That is to say, the better the
performance of an IEA, the smoother the histogram of the cipher image it obtains.

Figure 6 illustrates the histograms of the plain images “Lena”, “Peppers”, and “Cam-
eraman” and their corresponding cipher images, respectively. Figure 6a,c,e depict the pixel
distribution of the plaint images. For example, there are pixels with a huge number of
elements in the image, while some pixels do not even show in the image. In contrast, the
pixel distribution in the histogram of the cipher image shown in Figure 6b,d,f is presumably
uniform and does not have any distribution features. Therefore, the attackers are unable to
exploit statistical attacks to disrupt the IEA-DIJT.
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4.4. Chi-Square Test

To quantitatively measure the distribution situation of the histogram, this section further
uses the chi-square (χ2) test as a metric. The description of the chi-square [36] is as follows:

χ2 =
255

∑
i=0

(qi − q)2

q
, (21)

where qi means the number of pixels with a value of i present in the image, and q is
calculated via Equation (22):

q =
M × N

256
. (22)
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Table 1 tabulates the χ2 results of the cipher images, which demonstrate that the
obtained χ2 result was below 293.2483 at a significance level of 5%. Therefore, the IEA-DIJT
represents a superior behavior to resist statistical analysis attacks.

Table 1. The obtained χ2 results.

Size Image χ2 Value H (0 or 1) Decision

256

Cameraman 250.6172 0 Accept
Clock 261.7734 0 Accept
House 258.7813 0 Accept
Lena 291.2969 0 Accept

Moonface 287.2578 0 Accept
Peppers 233.2734 0 Accept

512

Baboon 283.5293 0 Accept
Boat 246.8066 0 Accept

Couple 247.3340 0 Accept
Elaine 263.0449 0 Accept
Lena 262.1440 0 Accept

Peppers 243.7363 0 Accept

4.5. Correlation

The correlation coefficient between two neighboring pixels is used to measure the
differences between the plain images and the cipher images. In many plain images, the
correlation results between the pixels approach 1. An efficacious IEA should be proposed to
break the correlation of the images. This section stochastically picks 10,000 pixels from the
plain image “Lena” and the corresponding cipher image, and it estimates the correlations
among the pixels in the horizontal (H), vertical (V), and diagonal (D) directions via [37]:

rxy =
cov(x, y)√
D(x)

√
D(y)

(23)

where

cov(x, y) =
1
N

N

∑
i=1

(xi − E(x))(yi − E(y)), D(x) =
1
N

N

∑
i=1

(xi − E(x))2, E(x) =
1
N

N

∑
i=1

xi. (24)

Figure 7 respectively plots the correlations of the plain images and the cipher images.
Moreover, Tables 2 and 3 further tabulate the comparison results obtained by different IEAs.
The correlation between two neighboring pixels of the plain mages is powerful. In contrast, it
is quite weak in its ciphertext. It can be seen from the comparison results that the correlation
results of the IEA-DIJT are generally lower compared with the existing IEAs [38–42]. Hence,
the IEA-DIJT is effective enough to withstand statistical analysis attacks.
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Table 2. Correlation of neighboring pixels of the IEA-DIJT.

Size Image Direction
IEA-DIJT

Size Image Direction
IEA-DIJT

P C P C

256

Cameraman
H 0.8950 −0.0017

512

Baboon
H 0.7267 0.0010

V 0.8987 0.0022 V 0.7328 −0.0019
D 0.9311 0.0011 D 0.6838 0.0011

Clock
H 0.9340 0.000

Lena
H 0.9719 −0.0004

V 0.9431 −0.0013 V 0.9850 −0.0004
D 0.9469 0.0007 D 0.9593 0.0002

Lena
H 0.9143 0.0013

Peppers
H 0.9573 0.0008

V 0.9039 0.0009 V 0.9667 0.0018
D 0.9098 0.0007 D 0.9684 0.0007

Peppers
H 0.9337 −0.0031
V 0.9464 −0.0017
D 0.9329 −0.0028

Table 3. Comparison results with other IEAs for the cipher image “Lena”.

Schemes
Directions

H V D

IEA-DIJT 0.0009 0.0007 −0.0031
Ref. [38] −0.015595 0.028436 −0.007102
Ref. [39] 0.016720 0.006996 0.011698
Ref. [40] −0.040583 −0.027371 −0.014449
Ref. [41] 0.004555 −0.015623 −0.005112
Ref. [42] 0.009998 0.001372 −0.006567
Ref. [43] −0.001885 −0.012793 0.007396

4.6. Information Entropy
4.6.1. Global Information Entropy

Information entropy is considered a measure of the degree of order in the motion state
of an object. The higher the entropy, the higher the degree of disorder. Its calculation is
Equation (25) [37]. Theoretically, the possibility of information leakage decreases gradually
as the information entropy approaches 8.

H =
2n−1

∑
i=0

p(mi) log2
1

p(mi)
(25)

where p(mi) means the probability of mi happening. For image processing, entropy presents
the amount of information contained in an image. When an image embodies N grayscale
values, if the grayscale values of each pixel are different, the entropy value is the maximum,
H = log2 N, and the image has the biggest amount of message. It can be considered
that each pixel is an independent object target with a maximum information content of
N. Hence, the bigger the entropy H of the image, the richer the grayscale of the pixels
contained in the image, the more uniform the grayscale distribution, the more ground
objects in the image, and the greater the message content of the image.

For a good IEA, the information entropies of the cipher images should be close to 8.
Tables 4 and 5 list the computed results of the images and comparison results. As can
be observed, all the entropy results [38–43] are close to 8. Moreover, the cipher images
obtained by the IEA-DIJT are less likely to leak information and have better ability to resist
statistical analysis attacks than other IEAs.
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Table 4. Information entropy values of the IEA-DIJT.

Size Image
IEA-DIJT

Size Image
IEA-DIJT

P C P C

256

Cameraman 6.9719 7.9973

512

Baboon 7.3585 7.9992
Clock 6.7057 7.9972 Boat 7.1914 7.9993
House 6.4971 7.9971 Couple 7.2010 7.9994
Lena 7.5534 7.9968 Elaine 7.5060 7.9993

Moonface 6.7093 7.9968 Lena 7.4474 7.9995
Peppers 7.5819 7.9974 Peppers 7.5925 7.9993

Table 5. Comparison results of the information entropy.

Size Image
IEA-DIJT

Ref. [38] Ref. [39] Ref. [40] Ref. [41] Ref. [42] Ref. [43]
P C

256
Baboon 7.5534 7.9973 7.9302 7.9973 7.9970 7.9973 7.9787 7.9967

Lena 7.5819 7.9974 7.9144 7.9970 7.9969 7.9973 7.9950 7.9971

512
Baboon 7.3585 7.9992 7.9866 7.9985 7.9992 7.9993 7.9791 7.9993

Lena 7.4474 7.9995 7.9729 7.9986 7.9992 7.9992 7.9788 7.9993

4.6.2. Local Shannon Entropy

For better analysis, this section further conducts experimental comparisons of the local
information entropy (LSE) via Equation (26):

Hk,TB(S, L) =
k

∑
i=1

H(STB , L)
k

, (26)

where H(STB , L) denotes the Shannon entropy of non-overlapping image blocks STB . It
means that each of the k = 30 blocks contain TB = 1936 pixels. The image passes the test if
the LSE value is located in [7.901515698, 7.903422936].

The IEA-DIJT was evaluated on the plain images. The results, tabulated in Table 6
(Bold values indicate passing the test), demonstrated that the cipher images passed the
LSE test with a passing rate of over 90%. This indicates that the IEA-DIJT provides a high
degree of randomness and an even distribution of the cipher images.

Table 6. LSE values for different cipher images.

Size Image LSE Size Image LSE

256

Cameraman 7.902814

512

Baboon 7.9032934
Clock 7.9018914 Boat 7.9020965
House 7.9036226 Couple 7.9013717
Lena 7.9033111 Elaine 7.9025729

Moonface 7.9025067 Lena 7.902469
Peppers 7.9026073 Peppers 7.9019517

PASS/ALL 11/12

4.7. Differential Attack

A differential attack can be used to find the vulnerabilities of an IEA. It can help the
attackers to break an IEA by recovering the key set or plaintext message from the cipher
image. Therefore, a strong IEA must be greatly sensitive to minor changes in the plaintext,
which must spread throughout the entire encrypted image. The number of the pixel change
rate (NPCR) and the unified average change intensity (UACI) are common metrics used to
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measure the ability of IEAs against those attacks. In this section, they are calculated via
Equations (27)–(29) [44]:

NPCR =
1

W × H

W

∑
i=1

H

∑
j=1

D(i, j)× 100%, (27)

UACI =
1

W × H

(
W

∑
i=1

H

∑
j=1

|c1(i, j)− c2(i, j)|
255

)
× 100%, (28)

D(i, j) =
{

0, c1(i, j) = c2(i, j)
1, c1(i, j) ̸= c2(i, j)

, (29)

where W × H is the total number of pixels in an image. c1 and c2 are two encrypted images
with a one-bit difference of their original image. The ideal NPCR and UACI scores are
near 99.6093% and 33.4635%, respectively.

Moreover, the important values for determining whether the obtained NPCR and
UACI have passed the test are in the light of their critical values. For NPCR, the critical
value N∗

α for different image sizes is calculated via:

N∗
α =

L − Φ−1(α)
√

L/MN
L + 1

, (30)

where α represents the significance level, and Φ−1(α) denotes the inverse cumulative
density function of normal distribution N(0, 1). If the obtained is NPCR larger than N∗

α , it
is considered that the IEA has passed the test. For UACI, there are two strict critical values
U∗−

α and U∗+
α for different image sizes. They are calculated via:{

U∗−
α = µu − Φ−1(α/2)× σu,

U∗+
α = µu + Φ−1(α/2)× σu,

(31)

where
µu =

L + 2
3L + 3

, (32)

σ2
u =

(L + 2)(L2 + 2L + 3)

18MNL(L + 1)2 , (33)

where L denotes the gray level. MN is the total number of pixels in an image.
Keeping the key set unchanged, this section calculates the NPCR and UACI of two

encrypted images c1 and c2 (please see Table 7) and compares the obtained values with the
existing IEAs [38–43] (please see Tables 8 and 9). As we can observe, most of the NPCR and
UACI scores have passed the test, proving that the IEA-DIJT has a strong ability against
the differential attacks.

Table 7. NPCR and UACI (%) scores of the IEA-DIJT.

Size Image
NPCR UACI

Size Image
NPCR UACI

N*
0.05≥99.5693

U*−
0.05=33.2824

U*+
0.05=33.6447

N*
0.05≥99.5893

U*−
0.05=33.3730

U*+
0.05=33.5541

256

Cameraman 99.6096 33.5167

512

Baboon 99.6131 33.5181
Clock 99.6118 33.4908 Boat 99.6265 33.5226
House 99.6107 33.5008 Couple 99.6128 33.5269
Lena 99.6098 33.4754 Elaine 99.6208 33.5054

Moonface 99.6126 33.4708 Lena 99.6085 33.5172
Peppers 99.6170 33.5672 Peppers 99.6143 33.5188
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Table 8. Comparison results of the NPCR (%).

Size Image IEA-DIJT Ref. [38] Ref. [39] Ref. [40] Ref. [41] Ref. [42] Ref. [43]

256
Baboon 99.6096 99.1073 99.6216 99.5911 99.6231 99.5941 99.6307

Lena 99.6098 98.9807 99.6346 99.6323 99.6154 99.6307 99.6506

512
Baboon 99.6131 99.4785 99.6268 99.6627 99.6299 99.5979 99.6147

Lena 99.6085 99.5033 99.6436 99.6093 99.5845 99.6082 99.6059

Table 9. Comparison results of the UACI (%).

Size Image IEA-DIJT Ref. [38] Ref. [39] Ref. [40] Ref. [41] Ref. [42] Ref. [43]

256
Baboon 33.4804 33.7694 33.2025 33.5648 33.4941 33.1112 33.1598

Lena 33.5172 33.0815 33.1984 33.2378 33.3377 33.0881 33.4858

512
Baboon 33.5181 33.7609 33.1173 33.4588 33.4316 33.0019 33.4921

Lena 33.5172 33.2334 33.6028 33.4873 33.5262 33.0228 33.4209

4.8. Known-Plaintext and Chosen-Plaintext Attacks

The known-plaintext and chosen-plaintext attacks are commonly used security attacks
to measure the performance of an IEA. A weak IEA will offer a chance to disclose the
relation between the plaintexts and ciphertexts and even deduce the secret keys by choosing
arbitrary plaintexts. To avoid this issue, part of key set of the IEA-DIJT is the hash values. It
can generate a totally different cipher image when the IEA-DIJT is applied to the same plain
image. As shown in Figure 8, the plain image “Lena” is encrypted twice with two different
selected hash values and keeps the other keys unchanged. Figure 8a,b are the obtained
cipher images, respectively. Figure 8c depicts the difference in each pixel between the two
cipher images in Figure 8a,b. Figure 8d,e are the corresponding histograms. Obviously,
Figure 8d,e are different. This means that the IEA-DIJT is able to resist the chosen plaintext
attacks. Moreover, this section also tests special plain images, such as pure black or white
images, with the size 256 × 256. Figure 9 depicts the obtained cipher images and their
corresponding histograms. As can be observed, the IEA-DIJT can withstand the known-
plaintext and chosen-plaintext attacks.
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histograms of (a–c), respectively.
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4.9. Robustness to Noise and Data Loss Attacks 
Robustness is a significant metric to evaluate the ability of anti-jamming for an IEA. 

This section tests it via noise and data loss attacks. 

Figure 9. Experimental results of the pure white and black: (a) the pure white image, (b) the cipher image
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4.9. Robustness to Noise and Data Loss Attacks

Robustness is a significant metric to evaluate the ability of anti-jamming for an IEA.
This section tests it via noise and data loss attacks.

4.9.1. Noise Attack

Noise is unavoidably added to the encrypted message in practical communication,
which contains Gaussian noise and pepper and salt noise. An efficacious IEA must have
the ability to resist these attacks. The salt–pepper noises of different intensities are added
to the encrypted image. Figure 10 plots the test results. Figure 10a–c plot the cipher images
with the intensity values of 0.01, 0.05, and 0.1, and the corresponding decoded images are
depicted in Figure 10d–f. As we can observe, even if the noise intensity is 0.1, the original
image can still be recognized. Hence, the IEA-DIJT has a good ability to resist noise attack.
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4.9.2. Data Loss Attack

As data can be lost during transmission, a data loss attack is necessary to assess how
effectiveness the IEA in this paper is. The cipher images are cut off from a certain proportion
of data to evaluate the robustness of the IEA, and the reconstruction is then carried out.
Clearly, with the increasing proportion of messages, the quality of the decoded images
decreases. Figure 11 plots the test results with the data loss proportions 6.08%, 25.32%,
40.20%, and 82.45%. As we can observe, the main information of the original image can
be still recognized in the decoded images. Hence, the IEA-DIJT has a good ability to resist
data loss attacks. Therefore, the IEA-DIJT is robust.
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4.10. Complexity and Time

This section evaluates the time and complexity of the IEA-DIJT. Initially, the chaotic
sequences are generated by iterating the logistic map. The time taken for this operation is
O(M × N). In the confusion phase, it needs order O

(
1
4 × M × N

)
times. In the diffusion

stage, the time complexity is O
( 3

4 × M × N
)
, so the overall time complexity required to

perform the IEA-DIJT is O(M × N). Moreover, Table 10 tabulates the encryption time of
the IEA-DIJT, proving the acceptable speed of the IEA-DIJT.

Table 10. Encryption time (s) results.

Size Image Time Size Image Time

256

Cameraman 1.005048

512

Baboon 5.208273
Clock 0.974152 Boat 5.439504
House 0.98626 Couple 5.362937
Lena 1.006378 Elaine 5.394718

Moonface 0.976231 Lena 5.522115
Peppers 0.987105 Peppers 5.487128

5. Conclusions

This work proposed a chaos-based IEA called the IEA-DIJT. Initially, the logistic map is
used to generate chaotic sequences. Then, the plain image is decomposed into a phase map
and an amplitude map using DFT, and different Joseph traversal operations are performed for
scrambling. Moreover, the chaos-based diffusion is used to modify the pixel value to make
the encryption effect deeper. Finally, an encrypted image is obtained. Through the simulation
experiments and theoretical analyses, the security of the IEA-DIJT in resisting the common
types of the attacks is verified. Under the premise of ensuring the security of the IEA, the
efficiency of the IEA-DIJT is acceptable, which means there is room for improvement in the
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efficiency and security. For example, for the chaotic sequence, the IEA-DIJT uses the commonly
used logistic map, which can further expand its chaotic region and obtain sequences with
better chaotic characteristics. For the DFT-based confusion process, improving it to enhance the
efficiency is another worthwhile research direction. Obviously, the improved Joseph traversal
and its combination with DFT effectively enhances the security of the IEA-DIJT, increasing the
application direction of the classic mathematical Joseph problem and expanding the research
tools for IEAs, providing a direction for future research work.
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