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Abstract: This paper presents a study of fork–join systems. The fork–join system breaks down each
customer into numerous tasks and processes them on separate servers. Once all tasks are finished,
the customer is considered completed. This design enables the efficient handling of customers.
The customers enter the system in a MAP flow. This helps create a more realistic and flexible
representation of how customers arrive. It is important for modeling various real-life scenarios.
Customers are divided into K ≥ 2 tasks and assigned to different subsystems. The number of tasks
matches the number of subsystems. Each subsystem has a server that processes tasks, and a buffer
that temporarily stores tasks waiting to be processed. The service time of a task by the k-th server
follows a PH (phase-type) distribution with an irreducible representation (βk, Sk), 1 ≤ k ≤ K. An
analytical solution was derived for the case of K = 2 when the input MAP flow and service time
follow a PH distribution. We have efficient algorithms to calculate the stationary distribution and
performance characteristics of the fork–join system for this case. In general cases, this paper suggests
using a combination of Monte Carlo and machine learning methods to study the performance of
fork–join systems. In this paper, we present the results of our numerical experiments.

Keywords: fork–join system; Markovian arrival process; phase-type distribution; stationary
performance characteristics; machine learning

MSC: 60K25

1. Introduction

Queueing systems with data partitioning and resynchronization (generally accepted
as fork–join systems) are natural models of various computer and communication sys-
tems, particularly systems that perform parallel computing, customer processing in dis-
tributed databases, and parallel disk access [1–4]. The key feature of these systems is that
after a customer enters the system, it is divided into a particular set of K tasks that are
serviced by K parallel servers. A customer leaves the system when all subsystems complete
all customer tasks. Thus, tasks corresponding to the same customer are joined before
departing the system, and, accordingly, the service time of a customer corresponds to the
maximum time spent in the system by one of the tasks.

In the case of infinite buffer, difficulties arise in calculating the joint stationary dis-
tribution of queue lengths, even under the most straightforward assumptions about the
nature of the input flow and service times. Finding such a distribution is the subject of [5],
where the case K = 2, infinite buffer to servers, stationary Poisson flow, and exponential
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distributions of service times are considered. For such a system, a functional equation for
the generating function of the joint distribution of queue lengths is obtained, and questions
of the asymptotic behavior of joint probabilities are investigated. The results of [5] are used
in [6], where a formula is derived for the mean sojourn time in the mentioned system under
the simplifying assumption that the service rates on both servers are equal. In [7], the au-
thors consider a fork–join system with two subsystems and more general time distributions
between hyperexponential arrivals and the Erlang distribution of service times.

Due to the complexity of the problem of finding the sojourn time distribution in fork–
join systems, in most works, the authors limit themselves to analyzing only mean sojourn
time [5–8], in particular, finding upper or lower bounds for this time [9–11]. The overview
of research in this area until 2014 can be found in [12].

Extensive applications of fork–join systems not only in computing systems and net-
works with parallel services but also in other industries, including the banking sector,
medicine [13,14], and some others [15–18], stimulated further research in this area. The
authors in [19] considered a method for calculating the stationary distribution of a fork–join
system with a Markovian arrival, K ≥ 2 homogeneous servers characterized by an expo-
nential service time distribution, and infinite buffer, which involves solving a nonlinear
matrix integral equation and the truncation of the state space of the process describing
the operation of the system. The main results are obtained for the case K = 2. In [20], a
fork–join system with parallel servicing of customers (K = 2), Poisson input flow, and PH-
distribution of service time is considered. The conditions for a stationary mode, the main
characteristics of system performance, and analytical expressions for the lower and upper
bounds of the mean sojourn time in the system are found. An analysis of more general
cases of studying fork–join systems, particularly with an arbitrary distribution of service
time, was carried out in the literature only using approximate methods [21–24]. In the
articles [25,26], systems with multiple resources are explored. A distinctive feature of such
systems is that tasks from the customer simultaneously occupy a random number of servers.
It depends on the number of tasks in the customer. In the article [27], you can familiarize
yourself with the use of neural networks for the analysis of fork–join systems and other
complex problems of queuing theory (for example, [28,29]).

The previous review showed that, despite using K = 2 and making basic assumptions
about the input flow and service time, a detailed analytical solution for determining the
stationary characteristics of a fork–join system was not found. This article is important
because it analyzes a fork–join system, considering the different assumptions about input
flows and service time distribution. This research holds significant practical and theoretical
value, making it truly novel and original. This work holds both practical and theoretical
significance, marking a crucial advancement in the field. For the case where K = 2, we
obtained analytical expressions for the probability of losses, average queue length, and the
distribution function of the response time for the first time. If K ≥ 2, a new method is
created and used. This method combines machine learning and the Monte Carlo methods.
It efficiently calculates the characteristics of a complex fork–join system on a large scale. It is
particularly useful for building real systems that require effective parallel task management.

This paper considers the various architectures of fork–join systems in more general
assumptions about input flow and the distribution of service times. Customers enter the
system according to the Markovian arrival process (MAP). Service times have a phase
distribution (PH distribution). We organized the article as follows. Section 2 presents
the problem statement. Section 3 is devoted to implementing a mathematical algorithm
for calculating the stationary distribution and characteristics for the particular case of a
fork–join system with K = 2 with an input MAP flow and PH—service time distribution.
Section 4 describes a method for solving the general problem of studying a fork–join system
using simulation and machine learning methods. Section 5 presents the numerical results
of the study.
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2. Problem Statement

We consider a fork–join queueing system with K ≥ 2 servers in parallel (see Figure 1).
Customers enter the system in a Markovian arrival process (MAP), which is specified by
the underlying process νt, t ≥ 0, which is a Markov chain with the state space {0, 1, . . . , W},
and the matrices D0 and D1. The non-diagonal entries of the matrix D0 are the rates
of transitions of the chain νt, t ≥ 0, which are not accompanied by the generation of a
customer, while the entries of the matrix D1 are the rates of transitions of the chain which
are accompanied by the generation of a customer. The matrix D(1) = D0 + D1 represents
an infinitesimal generator of the chain νt, t ≥ 0. The arrival rate λ is defined as λ = θD1e,
where θ is a vector of the stationary distribution of the process νt, which is defined as the
unique solution of the system of linear algebraic equations θD(1) = 0, θe = 1. Here and
further, e is a column vector consisting of ones, and 0 is a row vector consisting of zeros.
A more detailed description of the MAP can be found, for example, in [30,31].

An arriving customer entering the system forks into K tasks to be served in K inde-
pendent subsystems G1, G2, . . . , Gk. The service time of a task by the k-th server has a PH
(phase-type) distribution with an irreducible representation (βk, Sk). This means that the

service process on the k-th server is managed by the Markov chain m(k)
t , t ≥ 0, with the

state space {1, . . . , M(k), M(k) + 1}, where the state M(k) + 1 is an absorbing one. The rates
of transitions in the set of unessential states are given by the matrices Sk and the transition
rates to absorbing states are given by the vectors S(k)

0 = −Ske. More details about the PH
can be found, for example, in [31,32]. A customer that arrives when the buffer of one of
the systems Gi, i = 1, 2, . . . , K is full leaves the system without a service (it is considered
to be lost). A customer accepted into the system leaves the system as soon as all servers
complete their task services. Thus, tasks corresponding to the same customer are joined
before departing the system.

The main stationary characteristics of the performance of the described fork–join
system are found, including the sojourn time in the system, average queue lengths, and the
loss probability of customers.

Figure 1. A fork–join system when a customer consists of K > 2 tasks.

3. Study of the Characteristics of a Fork–Join System with Parallel Servicing of Tasks
(K = 2)

The analysis of this particular case is of theoretical interest, because the study of such
a system under the assumption of an incoming MAP flow and a PH distribution of service
time has not been previously considered in the literature. In addition, the numerical results
of this section will be used to validate a simulation model that describes the functioning of
the general fork–join system (K ≥ 2) considered in this article.
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3.1. Markov Chain Describing the Process of System Functioning

Assume that the first service device (k = 1) has infinite buffer, and the capacity of the
second (k = 2) is limited.

At time t, let the following:

• it denotes the number of tasks in the subsystem G1, i ≥ 0;
• jt denotes the number of tasks in the subsystem G2, j = 0, J;
• νt denotes the states of the underlying process of the MAP, νt = 0, W;

• m(k)
t denotes the states of underlying process of the PH service process on the kth

server, m(k)
t = 1, M(k), k = 1, 2.

The operation of the system is described by a regular irreducible Markov chain ξt, t ≥ 0,
with the state space

Ω = {(0, 0, ν), ν = 0, W}
⋃
{(i, 0, ν, m(1)), i > 0, ν = 0, W, m(1) = 1, M(1)}

⋃
{(0, j, ν, m(2)), j = 0, J, ν = 0, W, m(2) = 1, M(2)}

⋃
{(i, j, ν, m(1), m(2)), i > 0, j = 1, J, ν = 0, W, m(1) = 1, M(1), m(2) = 1, M(2)}.

Let us arrange the states of the chain ξt in the lexicographic order and denote by
Qi,i′ the matrix of transition rates of the chain from the states with the value i of the first
component to the states with the value i′ of this component. We also denote by Qr the
matrix that is defined as Qr = Qi,i+r−1, i ≥ 1, r ≥ 0.

To proceed to writing the infinitesimal generator Q of the Markov chain ξt, t ≥ 0, we
introduce the following notations:

• I (O) is an identity (zero) matrix;
• W̄ = W + 1;
• ⊗(⊕) is a symbol of the Kronecker product (sum) of matrices;
• diag {Zl , l = 1, L } is a diagonal matrix with diagonal blocks Zl ;
• diag−{Zl , l = 0, L} is a sub-diagonal matrix with sub-diagonal blocks Zl ;
• diag+{Zl , l = 0, L} is an over-diagonal matrix with over-diagonal blocks Zl ;

Lemma 1. The infinitesimal generator Q of the Markov chain ξt, t ≥ 0, has a block tridiago-
nal structure

Q =


Q0,0 Q0,1 O O O . . .
Q1,0 Q1 Q2 O O . . .
O Q0 Q1 Q2 O . . .
O O Q0 Q1 Q2 . . .
...

...
...

...
...

. . .

;

where non-zero blocks Qi,i′ have the following form:

• Q0,0 is a square matrix of size W̄(1 + JM2),

Q0,0 = diag{D0, D0 ⊕ S2, D0 ⊕ S2, . . . , D0 ⊕ S2, D(1)⊕ S2}+

diag−{IW̄ ⊗ S(2)
0 , IW̄ ⊗ S(2)

0 β2, IW̄ ⊗ S(2)
0 β2, . . . , IW̄ ⊗ S(2)

0 β2};

• Q0,1 is a matrix of size W̄(1 + JM2)× W̄M1(1 + JM2),

Q0,1 = diag+{D1 ⊗ β1 ⊗ β2 D1 ⊗ β1 ⊗ IM2 , D1 ⊗ β1 ⊗ IM2 , . . . , D1 ⊗ β1 ⊗ IM2};

• Q1,0 is a matrix of size W̄M1(1 + JM2)× W̄(1 + JM2),

Q1,0 = diag{IW̄ ⊗ S(1)
0 , IW̄ ⊗ S(1)

0 ⊗ IM2 , IW̄ ⊗ S(1)
0 ⊗ IM2 , . . . , IW̄ ⊗ S(1)

0 ⊗ IM2};
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• Q0 is a square matrix of size W̄M1(1 + JM2),

Q0 = diag{IW̄ ⊗ S(1)
0 , IW̄ ⊗ S(1)

0 β1 ⊗ IM2 , IW̄ ⊗ S(1)
0 β1 ⊗ IM2 , . . . , IW̄ ⊗ S(1)

0 β1 ⊗ IM2};

• Q1 is a square matrix of size W̄M1(1 + JM2),

Q1 = diag{D0 ⊕S(1), D0 ⊕S1 ⊕S2, D0 ⊕S1 ⊕S2, . . . , D0 ⊕S1 ⊕S2, D(1)⊕S1 ⊕S2}+

diag−{IW̄M1
⊗ S(2)

0 , IW̄M1
⊗ S(2)

0 β2, IW̄M1
⊗ S(2)

0 β2, . . . , IW̄M1
⊗ S(2)

0 β2};

• Q2 is a square matrix of size W̄M1(1 + JM2),

Q2 = diag+{D1 ⊗ IM1 ⊗ β2, D1 ⊗ IM1 M2 , D1 ⊗ IM1 M2 , . . . , D1 ⊗ IM1 M2}.

Proof. We represent each of the matrices Qi,i′ in the block form Qi,i′ = (Qi,i′)j,j′=0,J and
explain the probabilistic meaning of their blocks.

The matrix Q0,0 describes the rates of transitions of the Markov chain ξt, t ≥ 0, that do
not lead to an increase in the number of tasks in the subsystems G1 and G2. In this matrix
(Q0,0)j,j′ = O, j′ > j, j′ < j − 1, and the others blocks are described as follows:

(Q0,0)0,0 contains the rates of transitions of the chain ξt caused by the idle transitions
of the MAP (the rates are described by the matrix D0);

(Q0,0)j,j−1, j = 1, J, contains the rates of transitions of the chain ξt accompanied by the

end of servicing on server 2 (the rates describe the matrix IW̄ ⊗ S(2)
0 , if j = 1, and the matrix

IW̄ ⊗ S(2)
0 β2, if j > 1);

(Q0,0)j,j, j = 1, J − 1, contains the rates of transitions of the chain ξt, that do not lead
to the arrival of a customer in the MAP or the completion of the service on server 2.
Such transitions are made during idle transitions of the underlying process MAP or the
underlying process of the service on server 2 (the rates are described by the matrix D0 ⊕ S2);

(Q0,0)J,J contains the rates of transitions of the chain ξt that are caused by a change
in the state of the underlying process of the MAP (accompanied or not accompanied by
the arrival of a customer) or idle transitions of the underlying process of the PH service on
server 2 (the rates are described by the matrix D(1)⊕ S2 );

The matrix Q0,1 = (Q0,1)j,j′=0,J describes the rates of transitions of the Markov chain
ξt which entail the arrival of a customer in the MAP. It has a block over-diagonal structure,
where, for j = 0, the over-diagonal blocks describe the transitions of the underlying process
of the MAP accompanied by the establishment of the initial phase of the service processes
on the first and on the second servers (the matrix D1 ⊗ β1 ⊗ β2)) or, for 0 < j < J, transitions
of the underlying process of the MAP accompanied by the establishment of the initial
phase of the service process on the first server and an increase in the queue in the system
G2 by one (the matrix D1 ⊗ β1 ⊗ IM2 ).

The matrix Q1,0 describes the rates of transitions of the Markov chain ξt that lead to
the completion of the service on the second server ((the rates are described by the matrix
IW̄ ⊗ S(1)

0 , if j = 1, and by the matrix IW̄ ⊗ S(1)
0 β1 ⊗ IM2 , if j > 1);

The blocks Q0, Q1, Q2 of the generator are described similarly to the blocks
Q1,0, Q0,0, Q0,1 but taking into account the fact that, at the time of the chain transition,
the system G1 is not empty.

Corollary 1. The process ξt, t ≥ 0, belongs to the class of quasi- birth-and-death (QBD) processes.
Proof of the corollary follows from the structure of the infinitesimal generator and the definition of a
quasi- birth-and-death process given in [32].
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3.2. Ergodicity Condition

The criterion for the existence of a stationary regime in the system under consideration
coincides with the necessary and sufficient condition for the ergodicity of the Markov chain
ξt, t ≥ 0. This condition is defined in the following theorem.

Theorem 1. The necessary and sufficient condition for the ergodicity of the Markov chain ξt, t ≥ 0,
is the fulfillment of the inequality

λ(1 − yJe) < µ1, (1)

where

yJ =
( λ

µ2
)J/J!

J
∑

j=0
( λ

µ2
)j/j!

. (2)

Proof. According to [33], a necessary and sufficient condition for ergodicity is the fulfill-
ment of the inequality

xQ2e < xQ0e, (3)

where the stochastic vector x is a solution to a system of linear algebraic equations

x(Q0 + Q1 + Q2) = 0, (4)

xe = 1.

Let us represent the vector x in the form x = (x0, x1, . . . , xJ), where the vector x0 has
order an of W̄M1 and vectors xj, j = 1, J have orders W̄M1M2. Then, taking into account
the expressions for the blocks Q0, Q1, Q2, specified in Lemma 1, the system (4) will be
written as

x0 A0 + x1(IW̄M1
⊗ S(2)

0 ) = 0

xj−1(D1 ⊗ IM1 ⊗ β2) + xj A + xj+1(IW̄M1
⊗ S(2)

0 β2) = 0, j = 1, J − 1, (5)

xJ−1(D1 ⊗ IM1 ⊗ β2) + xJ(A + D1 ⊗ IM1 M2) = 0,

where
A0 = IW̄ ⊗ (S1 + S(1)

0 β1) + D0 ⊗ IM1 ,

A = IW̄ ⊗ (S1 + S(1)
0 β1)⊗ IM2 + D0 ⊗ IM1 M2 + IW̄M1

⊗ S2.

Let us now represent the vectors xj in the form x0 = θ⊗ y0, xj = θ⊗ yj ⊗ δ2, j = 1, J,
where θ is the stationary vector of MAP, δ2 is a stationary vector PH2, i.e., is the only
solution to the system δ2(S2 + S(2)

0 β2) = 0, δ2e = 1, and vectors yj of order M1 satisfy the

normalization equation
J

∑
j=0

yje = 1. We use these expressions in the equations of system (5),

having previously multiplied the first equation by eW̄ ⊗ IM1 , and each of the subsequent
equations on eW̄ ⊗ IM1 ⊗ eM2 .

Taking into account the relations θe = 1, −θD0e = θD1e = λ, µ2 = δ2S(2)
0 , we reduce

system (5) to the following system for vectors yj:

y0[−λIM1 + S1 + S(1)
0 β1] + y1µ2 = 0

yj−1λIM1 + yj[(S1 + S(1)
0 β1)− λIM1 − µ2 IM1 ] + yj+1µ2 = 0, j = 1, J − 1, (6)

yJ−1λ + yJ [(S1 + S(1)
0 β1)− µ2 IM1 ] = 0.
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Next, we multiply the equations of system (6) on the right by eM1 . As a result, we are
convinced that the probabilities yje, j = 0, J, satisfy the system of equilibrium equations
for the process of death and reproduction with death rates µ2 and reproduction rates λ.
Having added the normalization equation, we come to the conclusion that the probability
yJe present on the left side of (8) has the form (2).

Now, consider inequality (3), which specifies the ergodicity condition. Our goal in
this inequality is to move from vectors xj to vectors yj, whose order is W̄M2 times smaller,
and to simplify this inequality as much as possible.

We use the representation xj = θ⊗ yj ⊗ δ2 and substitute the vectors xj, in this form,
into the inequality (3). Then, taking into account the form of the blocks Q0, Q2 of the
generator specified in Lemma 1, we reduce inequality (3) to the form

J−1

∑
j=0

θD1eyje <
J

∑
j=0

yjS
(1)
0 . (7)

Taking into account the relations θD1e = λ,
J−1
∑

j=0
yje = 1− yJe,

J
∑

j=0
yj = δ1, µ1 = δ1S(1)

0 ,

let us transform inequality (7) into the form

λ(1 − yJe) < µ1. (8)

Then, taking into account the notation yJ = yJe, inequality (8) is reduced to form (1).

Remark 1. The left-hand side of inequality (1) is a rate of the flow of customers accepted into the
system, and the right-hand side is a rate of the output flow from the first server (serving an infinite
buffer) under overload conditions. It is clear that, for the existence of a stationary regime in the
system, it is necessary and sufficient that the first of the mentioned rates is less than the second one.
Inequality (1) can be rewritten in terms of the system load factor, ρ,

ρ =
λ(1 − yJ)

µ1
< 1. (9)

3.3. Stationary Distribution and Performance Measures

Denote by pi, i ≥ 0 the vectors of the stationary probabilities of the Markov chain
ξt, t ≥ 0, corresponding to the state i of the first component. To find these vectors, we use
a special algorithm for calculating the stationary distribution of a quasi-birth-and-death
process [32,33].

Formulas for calculating stationary probability vectors are as follows (Algortihm 1):

Algorithm 1 Formulas for calculating stationary probability vectors.

pi = p1Ri−1, i ≥ 1,

where the matrix R is the minimal non-negative solution of the matrix equation

R2Q0 +RQ1 + Q2 = O,

and vectors p0 and p1 are the only solutions to the following system of linear algebraic
equations

p0Q0,0 + p1Q1,0 = 0,

p0Q0,1 + p1(Q1 +RQ0) = 0,

p0e + p1(I −R)−1e = 1.
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Having calculated the stationary distribution pi, i ≥ 0, we can calculate a number of
performance measures of the system under consideration.

• Joint distribution of the number of tasks in the subsystems G1 and G2

p0,0 = p0

(
eW̄

0T
JW̄M2

)
. p0,j = p0

 0T
W̄[1+(j−1)M2]

eW̄M2
0T

W̄(J−j)M2

, i = 0, j = 1, J.

pi,0 = pi

(
eW̄M1

0T
JW̄M1 M2

)
, i > 0. pi,j = pi

 0T
W̄M1[1+(j−1)M2]

eW̄M1 M2
0T

W̄(J−j)M1 M2

, i > 0, j = 1, J.

• Stationary distribution of the number of tasks in the subsystem G1

pi = pie, i ≥ 0.

• Average number of tasks in the subsystem G1

L1 =
∞

∑
i=1

ipi.

• Variance of the number of tasks in the subsystem G1

D1 =
∞

∑
i=1

i2 pi − L2.

• Stationary distribution of the number of tasks in the subsystem G2

qj =
∞

∑
i=0

pi,j.

• Average number of customers in the subsystem G2.

L2 =
J

∑
j=1

jqj.

• Row vector of joint probabilities that the subsystem G1 is empty and the MAP is in
the state ν, ν = 0, W,

κ0 = p0

(
IW̄

IW̄ ⊗ eJM2

)
.

• Row vector of joint probabilities that there are j > 0 tasks in the subsystem G1,
the MAP is in the state ν, and the service process on server 1 is in the state m1,
ν = 0, W, m1 = 1, M1,

κi = pi

(
IW̄M1

IW̄M1
⊗ eJM2

)
, i > 0.

• Row vector of joint probabilities that the usbsystem G2 is empty and the MAP is in
the state ν, ν = 0, W

γ0 = p0

(
IW̄

OW̄ JM2×W̄

)
+

∞

∑
i=1

pi

(
IW̄ ⊗ eM1

OW̄ JM1 M2×W̄

)
.
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• Row vector of joint probabilities that there are j > 0 tasks in the subsystem G2,
the MAP is in the state ν, and the service process on server 2 is in the state m2,
ν = 0, W, m2 = 1, M2,

γj = p0


OW̄×W̄M2

OW̄(j−1)M2×W̄M2

IW̄M2
OW̄(J−j)M2×W̄M2

+
∞

∑
i=1

pi


OW̄M1×W̄M2

OW̄(j−1)M1 M2×W̄M2

IW̄ ⊗ eM1 ⊗ IM2

OW̄(J−j)M1 M2×W̄M2

, j = 1, J.

• Loss probability

Ploss =
1
λ

γJ(D1 ⊗ IM2)e.

3.4. Sojourn Time of Tasks in the Subsystems G1 and G2

Denote by Vk(t) the stationary distribution function of the sojourn time of a task ac-

cepted into the usbsystem Gk and by vk(u) =
∞∫

t=0
e−utdVk(t), Re u ≥ 0, the Laplace–Stieltjes

transform of this distribution function, k = 1, 2. Using the probabilistic interpretation of the
Laplace–Stieltjes transform and the total probability formula, we can write the following
expressions for the functions v1(u) and v2(u).

v1(u) =
1
λ

[
κ0D1eχ1(u) +

∞

∑
i=1

κi(D1e ⊗ IM1)(uI − S1)
−1S(1)

0 [χ1(u)]i
]

, Re u ≥ 0.

v2(u) =
1
λ

[
γ0D1eχ2(u) +

J−1

∑
j=1

γj(D1e ⊗ IM2)(uI − S2)
−1S(2)

0 [χ2(u)]j
]

, Re u ≥ 0.

The average value v̄k of the sojourn time of a customer accepted into the subsystem Gk

is calculated by the well-known formula v̄k = − v1(u)
du |u=0. After differentiation, we obtain

the following expressions for v̄k, k = 1, 2 :

v̄1 =
1
λ

{
[κ0 +

∞

∑
i=1

iκi(IW̄ ⊗ eM1)]D1eb1 −
∞

∑
i=1

κi(D1 ⊗ S−1
1 )e

}
,

v̄2 =
1
λ

{
[γ0 +

J−1

∑
j=1

jγj(IW̄ ⊗ eM2)]D1eb2 −
J−1

∑
j=1

γj(D1 ⊗ S−1
2 )e

}
.

Also note that any initial moment of the sojourn time of order l > 0 for the subsystem Gk
can be calculated by the formula

v̄(l)k = (−1)l dvl
k(u)

dul |u=0, k = 1, 2, l > 0.

3.5. Sojourn Time of a Customer in the System

In this section, we consider the average sojourn time of a customer in the system from
the moment it arrives to the moment when tasks corresponding to the same customer are
joined before departing the system. Denote this average as V̄. Below, we derive the lower
and upper bounds for V̄. In doing so, we take into account the following considerations.

(1). The average V̄ is not less than the average value of the maximum service times,
V̄max,service(G1, G2), of tasks belonging to the same customer.

(2). The average V̄ is not greater than the average value of the maximum sojourn
times of tasks belonging to the same customer, V̄max,sojourn(G1, G2), if we assume that the
subsystems G1 and G2 are independent.

(3). The average sojourn time in the subsystem G2, V̄(G2), is not greater than the
average sojourn time in the similar subsystem Ĝ2 having an infinite buffer, V̄(Ĝ2).
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(4). The average sojourn time in the subsystem G1 where the original MAP is thinned
out due to the finite buffer in the subsystem G2, V̄(G1) is no more than the average sojourn
time in the similar subsystem Ĝ1 with an infinite buffer and the original MAP.

From point 1, it follows that

V̄ ≥ V̄max,service(G1, G2). (10)

Let us calculate the right-hand side of inequality (10).
Let ζk be a random variable equal to the service time on the first server, k = 1, 2.

Then, the average V̄max,service(G1, G2) is equal to the average value of the random variable
ζ = max{ζ1, ζ2}. Taking into account that the service times on the servers of subsystems
G1 and G2 are independent random variables, it is easy to see that the distribution function
Φ(t) of the random variable ζ is found as Φ(t) = Pr(ζ < t) = Pr(ζ1 < t, ζ2 < t) =
(1 − β1eS1te)(1 − β2eS2te). Let us now calculate the mean value of the random variable ζ.

V̄max,service(G1, G2) =

∞∫
0

tdΦ(t) =

∞∫
0

td[(1 − β1eS1te)(1 − β2eS2te)] =

= −
∞∫

t

t[β1S1eS1te(1 − β2eS2te) + (1 − β1eS1te)β2S2eS2te] =

= −
∞∫

0

tβ1S1eS1te +

∞∫
0

tβ1S1eS1teβ2eS2te)−
∞∫

0

tβ2S2eS2te +

∞∫
0

tβ1eS1teβ2S2eS2te =

= −
∞∫

0

tβ1S1eS1te +

∞∫
0

tβ1S1eS1teβ2eS2te)−
∞∫

0

tβ2S2eS2te +

∞∫
0

tβ1eS1teβ2S2eS2te) =

{ ∞∫
0

tβ1S1eS1teβ2eS2te) =
∞∫

0

tβ1S1eS1te ⊗ β2eS2te) = (β1 ⊗ β2)(S1 ⊗ IM2)

∞∫
0

te(S1⊕S2)tdte =

= (β1 ⊗ β1)(S1 ⊗ IM2)(S1 ⊕ S2)
−2e = (β1S1 ⊗ β2)(S1 ⊕ S2)

−2e
}

=

= [β1(−S1)
−1 + β2(−S2)

−1 + (β1S1 ⊗ β2)(S1 ⊕ S2)
−2 + (β1 ⊗ β2S2)(S1 ⊕ S2)

−2]e. (11)

Furthermore, from points 2–4, the following inequalities follow

V̄ ≤ V̄max,sojourn(G1, G2) ≤ V̄max,sojourn(Ĝ1, Ĝ2). (12)

The systems Ĝ1, Ĝ2 introduced above are MAP/PH/1 systems that differ only in the
parameters of the service time distribution. The distribution of the service time in the
system Ĝk is described by an irreducible representation (βk, Sk), k = 1, 2. Let us find an
upper bound, V̄max,sojourn(Ĝ1, Ĝ2), of the desired average, V̄, as the average of the maximum
of sojourn times in the systems Ĝ1 and Ĝ2. It is known, as can be seen in [33], that the
sojourn time in the system MAP/PH/1 has a PH distribution. Denote the irreducible
representation of this distribution for the system Ĝk as (τk, Tk), k = 1, 2. To calculate the
upper bound V̄max,sojourn(Ĝ1, Ĝ2), we will use the proof similar to that for formula (12).
As a result, we obtain the following relations:

V̄max,sojourn(Ĝ1, Ĝ2) =

∞∫
0

td(1 − τ1eT1te)(1 − τ2eT2te) =
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= [τ1(−T1)
−1 + τ2(−T2)

−1 + (τ1T1 ⊗ τ2)(T1 ⊕ T2)
−2 + (τ1 ⊗ τ2T2)(T1 ⊕ T2)

−2]e. (13)

Next, it is necessary to obtain expressions for the parameters τk, Tk, k = 1, 2, of the
sojourn time distributions in the systems Ĝ1 and Ĝ2. These expressions were obtained
in [33] and will be given below for the convenience of the reader. Since all further results
on finding the sojourn time are valid for any system MAP/PH/1, including the systems
Ĝ1 and Ĝ2, in order to avoid cumbersome expressions, we will omit the index k in the
notation βk, Sk, τk, Tk. That is, we will consider the distribution of the sojourn time in the
MAP/PH/1 system with MAP given by the matrices D0, D1 and PH, and the service time
distribution given by the Mth-order representation (β, S).

According to [33], when deriving expressions for the parameters τ, T, the blocks of
the Markov chain generator describing the operation of the system MAP/PH/1 are used.
This generator looks like

A =


A0,0 A2 O O . . .
A0 A1 A2 O . . .
O A0 A1 A2 . . .
...

...
...

...
. . .

,

where
A0,0 = D0 ⊗ IM, A0 = D1 ⊗ IM, A1 = D0 ⊕ S, A2 = IW̄ ⊗ (S0β).

Denote by πi, i ≥ 0, the vectors of the stationary distribution of the system states
at an arbitrary time. The vectors πi, i ≥ 0, are calculated using an algorithm similar to
Algorithm 1 with minimal changes. For the convenience of the reader, we present this
algorithm below (Algorithm 2).

Algorithm 2 The vectors of the stationary state probabilities of the MAP/PH/1 system.

πi = π0Ri, i ≥ 0,

where the matrix R is the minimal non-negative solution of the matrix equation

R2 A0 + RA1 + A2 = O,

and the vector π0 is the unique solution of the following system of linear algebraic
equations

π0(A0,0 + RA0) = 0, π0(I − R)−1e = 1.

Next, we use the results of [33] for the sojourn time in the queueing system, the op-
eration of which is described by the general QBD process. According to these results,
the indicated sojourn time has a PH distribution, the parameters of which are defined
in [33]. In our case, we modify these results to the case of the MAP/PH/1 system, which
is a special case of the system considered in [33]. Taking into account this difference, we
derive the following statement.

Statement 1. The sojourn time in the system MAP/PH/1 under consideration has a PH distri-
bution with an irreducible representation (τ, T), where the row vector τ and the square matrix T
have orders (W̄M)2 and are calculated by the following formulas:

τ = ζT(IW̄M ⊗ ∆̂), T = (A1 + A2)⊗ IW̄M + A0 ⊗ ∆̂−1R̂T∆̂, (14)
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where

ζ =


ζ1
ζ2
ζ3
...

ζW̄M

, (15)

ζl is a column vector of order W̄M whose lth entry is equal to one and the remaining entries are
equal to zero, ∆̂ -diagonal matrix of order W̄M, whose diagonal entries are equal to the corresponding
entries of the vector

η̂ = {π0 A2[I + (A1 + RA0)
−1 A2]

−1e}−1π0 A2(I − R̂)−1, (16)

where the matrix R̂ is calculated as

R̂ = −(A1 + RA0)
−1 A2. (17)

Corollary 2. The upper bound V̄max,sojourn(Ĝ1, Ĝ2) is calculated by formula (13), where the vectors
τk and the matrices Tk, k = 1, 2, are defined by formulas (14)–(17) in which all occurring notations
(except W̄) are provided with the index k.

Thus, it follows from formulas (10)–(13) that the lower and upper bounds for mean sojourn
time, V̄, in the fork–join queue under consideration are defined from the following inequalities:

[β1(−S1)
−1 + β2(−S2)

−1 + (β1S1 ⊗ β2)(S1 ⊕ S2)
−2 + (β1 ⊗ β2S2)(S1 ⊕ S2)

−2]e ≤

V̄ ≤

[τ1(−T1)
−1 + τ2(−T2)

−1 + (τ1T1 ⊗ τ2)(T1 ⊕ T2)
−2 + (τ1 ⊗ τ2T2)(T1 ⊕ T2)

−2]e, (18)

where the vectors τk and the matrices Tk, k = 1, 2, are defined by Statement 1 and Corollary 2.

4. Study of General Fork–Join Systems

In the previous section, we obtained the analytical solution only when the customer
consisted of two tasks. It is a complex problem to obtain a similar solution for the general
case K > 2 even with the most straightforward assumptions about the incoming flow of
customers and the distribution of the task’s service time (the Poisson incoming flow and
exponential service time). Such a solution and the corresponding algorithms and programs
for finding numerical results are necessary for using the fork–join model of systems for
practical applications.

The Monte Carlo method takes several seconds to several minutes to calculate the
performance characteristics of the fork–join system depending on the input parameters
and the required accuracy. This method has proven itself well when solving a direct
problem, i.e., when all the system’s characteristics are known, and it is necessary to find
the performance characteristics of the system. In system design problems in which the
inverse problem is solved, to select a system based on initial performance characteristics
and find optimal characteristics for it, it is necessary to go through many different options,
using, for example, the branch and bound method. Using the Monte Carlo method in
this case can take significant time and computational resources. In order to accelerate the
production of results and find quick performance estimates, in this article, we suggest a
combined approach based on the Monte Carlo method and machine learning (ML) to find
the performance characteristics of a general fork–join system.

Figure 2 shows a diagram using the combined method. Within the framework of
this scheme, at the first stage, an algorithm and software package is implemented in
Python to obtain numerical results for assessing the performance characteristics of the
fork–join system (K = 2), the description of which is given in Section 3. We used these
numerical results to validate the simulation model for a fork–join system of general form
(K ≥ 2) developed at the second stage. We used the open source library Pyqumo when
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we developed the simulation model (Monte Carlo method). The library is available at the
link https://github.com/ipu69/pyqumo (accessed on 8 November 2023). After that, we
generated synthetic data for training ML algorithms.

Figure 2. Scheme of a combined method for calculating the performance characteristics of a fork–join
system using Monte Carlo and ML methods.

The following section will provide a detailed description of the implementation of the
Monte Carlo method and the use of ML algorithms to predict the performance of a general
fork–join system.

4.1. Description of Simulation Model of a General Type Fork–Join System

The discrete-event model allows us to obtain accurate results by modeling many
events. There are events such as the generation of new customer, the processing of task,
and the servicing and joining of tasks. All events are in a priority queue and sorted by the
event’s time. Thus, time in the model changes in jumps. After the occurrence of an event,
the time inside the model will change to the time of the next event.

The selection of the next event and the generation of the subsequent one is carried out
until the required accuracy is achieved or the required number of customers is generated.
Sometimes, a time limit is set for executing the simulation model. The algorithm for
executing the simulation model (the Monte Carlo method) is shown in Figure 3.

Figure 3. Operation scheme of the simulation model (Monte Carlo method).

The input parameters for the simulation model are as follows:

• MAP, which is specified by the matrices D0 and D1;
• An array of PHk distributions, each of which consists of both the Sk and βk matrices,

the size of array equals to subsystems number;
• An array of buffer sizes Rk for each server, the size of array equals to subsystems number.

To validate the simulation model, we used the implementation of the analytical model
of Section 3 and compared the results of their execution.

https://github.com/ipu69/pyqumo
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4.2. Description of the Machine Learning Model

In this section, we describe machine learning methods to predict various characteristics
of a fork–join system. We built models to estimate the system response time and the
probability of losing a customer.

The main problem when using ML models to predict the performance of a fork–join
system is the parameterization of the distributions. As noted in the article, MAP and PH
distributions have a matrix representation. In addition, to specify systems, it is necessary to
specify the PH distribution for each service. To parameterize MAP, we used the following
parameters: intensity (λa), coefficient of distribution asymmetry (γa), coefficient of variation
(cva), and distribution lag (l). Next, we used the MAP recovery algorithm described in [34].
A similar algorithm was used to restore PH on each server. To restore the PH distributions,
It is necessary to know the following parameters: intensity (λs), coefficient of variation
(cvs), and asymmetry coefficient (γs). A similar method is used for recovery [34,35]. When
parameterizing the K distributions in the model, we added several restrictions:

• All PH distributions have the same cvs and γs;
• The buffer capacity of all subsystems is the same;
• To set the intensity of distributions, two schemes are used: in the first, λsmax and λsmin

are specified, and the dependence λ(i) is restored using 2 points, where i is the index
of server, λ(1) = λsmin, and λ(K) = λsmax, the remaining values i = 2, . . . , K − 1 are
calculated from the resulting equation. In the second case, λsmax and λsmin are also
generated. The share of slow servers is also generated, whose intensity is equal to
λsmin, and the remaining servers have an intensity of λsmax, respectively.

Thus, the features when training ML algorithms were as follows:

• λa—intensity of the MAP;
• cva—coefficient of variation of MAP;
• γa—coefficient of asymmetry of MAP;
• la—MAP distributions lag ;
• cvs—coefficient of variation of PH distribution;
• γs—coefficient of asymmetry of PH distribution;
• λsmin—minimum intensity of PH distribution;
• λsmax—maximum intensity of PH distribution;
• K—the number of tasks that the customer contains, and the number of subsystems;
• R—buffer capacity for servers;
• N—number of slow servers (0 ≤ N ≤ K).

Figure 4 shows the complete data preparation cycle for training ML models. In the
first stage, a dataset is generated; the intervals for each characteristic are given in Table 1.
To transfer the parameters to the simulation model, MAP and PH distributions are re-
stored. After restoring the distributions, we calculated characteristics using the Monte
Carlo method.

Figure 4. Scheme for generating a dataset for training ML models.
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Table 1. Table of limits within which the value of each model parameter was generated.

Parameter Minimum Value Maximum Value

λa 0.1 50
cva 0.1 5
γa 0 100
la 0.5 1

cvs 0.1 5
γs 1 100

λsmin 0.1 50
λsmax λsmin 50

K 1 32
R 0 20
N 0 K

5. Results of Numerical Research

This section presents numerical results obtained during the study of fork–join systems.
At the beginning, we present the results of the validation of the simulation model using an
analytical solution for K = 2. We also present the time it takes to find stationary character-
istics of the system depending on the parameters: buffer size, order of the input MAP flow,
orders of distributions PH1, and PH2. The remainder describes the results obtained using
the combined method to predict the probability of loss and system sojourn time.

The analytical model was implemented in Python language using the Numpy library.
The ML algorithms were trained in Jupyter-Lab. We used scikit-learn and PyTorch li-
braries. The research results are available at https://github.com/ipu69/queues-fork-join
(accessed on 8 November 2023).

5.1. Validation of Monte Carlo Method Implementation

As noted in the previous section, the implementation of the analytical calculation of a
particular case of the fork–join system for K = 2 was used to validate the implementation of
the Monte Carlo method for calculating the characteristics of an arbitrary system. A feature
of the calculation of the analytical model is the significant time required to calculate
the characteristics.

Figure 5 shows the dependence of the time of calculating characteristics analytically
depending on various system parameters: MAP size, PH size, and buffer size. The depen-
dence on the size of MAP and PH is power-law, and on the buffer size, it is linear. This is
due to the dependence of the block sizes Qi,j on the matrices D0,1, S1,2 and the dependence
of the number of blocks on the parameter J in the analytical model.

Figure 5. Dependence of the time for calculating the characteristics of a fork–join system in an
analytical way depending on various system parameters: MAP size, PH size, and buffer size.

Figure 6 shows the results of comparing the calculations of the characteristics of the
fork–join system for the case K = 2 using the analytical method and the Monte Carlo
method. According to the validation results, the error in calculating characteristics using
the Monte Carlo method was about 1%. One of the advantages of calculating characteristics
using the Monte Carlo method is that the time for calculation almost does not depend

https://github.com/ipu69/queues-fork-join
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on input parameters. The calculation time does not depend on the size of MAP and
PH, but depends only on the number of simulated customers and the accuracy of the
calculation. Figure 7 shows the dependence of the execution time of the simulation model
on the number of generated customers.

Figure 6. Validation of Monte Carlo calculations using the implementation of analytical calculations
in Python.

Figure 7. Dependence of the time for calculating the characteristics of the fork–join system on the
number of generated customers.

5.2. Predicting Customer Sojourn Time Using ML Algorithms

In this problem, using the fork–join system parameters, we trained classical ML [36,37]
algorithms and a neural network to predict the sojourn time of the fork–join system for
the case when a linear function approximates the tasks PH intensities at the servers. We
generated a synthetic dataset consisting of approximately 150 thousand records. In the
experiment, we used classical algorithms on trees—decision trees [36] and gradient boost-
ing [37]—as well as a neural network. During training, the dataset was divided into 80%
for training, 15% for testing, and 5% for validation.

Figure 8 shows scatterplots for various methods. The best result in terms of metrics
was shown by gradient boosting. The maximum subtree depth in the gradient boosting
algorithm was equal to 10, and the number of trees was equal to 1200.
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Figure 8. Scatterplots of the system sojourn time prediction for regression algorithms.

The neural network for the regression problem contained one input layer and one
hidden layer. The hidden layer consisted of 128 neurons. The input layer used LeakyReLu
as the activation function, and the hidden layer used ReLu. We used mse as the loss
function and Adam’s algorithm [38] as the optimization algorithm. Absolute errors for ML
algorithms are shown in Figure 9.

Figure 9. Error chart of ML algorithms when predicting system sojourn time.

The validation used a dataset in which all parameters were fixed and others varied.
The values by which the dependence of the system sojourn time was plotted with other
fixed parameters: the intensity of the MAP flow, the buffer size, as well as the number
of serving devices or the number of requests in the application. The following fixed
system parameters were used during validation: λa = 5 λsmin = 20, λsmax = 20, K = 4,
R = 14, cva = 4, cvs = 0.9, γa = 20, la = 0.5, γa = 60. When validating the intensity
MAP, parameter λa varied from 5 to 50. When constructing the sojourn time dependence,
the buffer size varied from 2 to 18 with a step of 2. Accordingly, when constructing the
dependence on the number of servers, which is the same as the number of requests in the
customer, parameter N varied from 4 to 14.

Figure 10 shows the results of a comparison of the sojourn time calculations using
ML algorithms and using the Monte Carlo method. It is worth noting that the trained
algorithms demonstrated relatively high accuracy rates. Table 2 shows a comparison of
metrics for algorithms. Gradient boosting and neural network show approximately the
same results.

Table 2. Metric values for regression models predicting system sojourn times.

Algorithm Correlation R2 Mean Square Error

Decision tree 0.97 0.95 0.27
Gradient boosting 0.99 0.99 0.029
Neural network 0.99 0.99 0.037



Mathematics 2024, 12, 659 18 of 22

Figure 10. Comparison of prediction results of ML algorithms with results obtained using Monte
Carlo method.

Table 3 shows the sojourn time calculation times using the Monte Carlo method
and using various ML algorithms. ML algorithms provide a speed of calculation time of
approximately 104 times, which gives a significant gain when designing natural technical
systems. For example, to design a fork–join system, it is necessary to solve the problem
using the branch-and-bound method to find optimal parameters. When using the Monte
Carlo method to solve problems of this kind, finding the optimal solution can take much
time. The use of ML algorithms reduces the time required to find a solution.

Table 3. Comparison of the system sojourn time calculations using different algorithms.

Algorithm Time, s

Monte Carlo method 10
Decision tree 0.0003

Gradient boost 0.0012
Neural network 0.0017

5.3. Predicting the Loss Probability of a Customer Using ML Methods

During this experiment, the accuracy of predicting the loss probability in a fork–join
system was studied in function of the speed of service, and servers were divided into slow
and fast. For training, we used a synthetic dataset generated using the Monte Carlo method,
consisting of approximately 100 thousand rows. This experiment also used classical tree
algorithms and a neural network. As noted in the previous section, one of the features was
the number of slow servers.

The scatterplot is shown in Figure 11. As well as for predicting the system sojourn
time, the gradient boosting algorithm showed the best results. The optimal hyperparam-
eters for classical algorithms were found using the sklearn library. Thus, for a decision
tree, the optimal maximum depth is 12; and the mse function is selected as a criterion.
For gradient boosting, the optimal depth equals 8, the number of weak classifiers is 1000,
and we used mse as the error function. Metric values for regression models are shown in
Table 4.
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Figure 11. Scatterplots of prediction of customer loss probability for regression algorithms.

Table 4. Metric values for regression models predicting customer loss probability.

Algorithm Correlation R2 Mean Square Error

Decision tree 0.96 0.92 0.007
Gradient boost 0.99 0.99 0.0007
Neural network 0.99 0.99 0.0009

Several charts are presented comparing the calculation of characteristics using the
Monte Carlo method and the results of predicting the values of ML algorithms. Figure 12
shows the dependence of loss probability on the intensity of the input customers flow,
the number of slow servers in the system, and the intensity of slow server servicing.
The rest remained constant when examining the dependence of the probability of loss on a
specific metric. Absolute errors for ML algorithms are shown in Figure 13.

Thus, when studying the dependence of the loss probability on the MAP intensity,
the remaining parameters were equal to the following values: λsmin = 10, λsmax = 100,
K = 10, N = 5, R = 10, cva = 4, cvs = 0.9, γa = 20, la = 0.4, γa = 60. Using similar
parameters, we calculated the dependence of the customer loss probability on the number
of servers with a low intensity of servicing tasks. When constructing the dependence,
the intensity of the MAP was fixed and was equal to λa = 50, and the number of slow
servers varied from 0 to 10. In the third experiment, when constructing the dependence of
the customer loss probability on the intensity of slow server servicing, the intensity of MAP
flow was also fixed at the level of λa = 50, and the number of slow servers also remained
constant throughout the experiment and amounted to N = 5, that is, half of all servers
K = 10. The service intensity on the slow server varied from 10 to 100 (the service intensity
of a conventional server). As shown in Figure 12, they adequately describe the dependence
of the customer loss probability on the parameters. In this experiment, the neural network
showed the best accuracy; tree algorithms the demonstrated lower prediction accuracy.

Table 5 compares the time for calculating the loss probability for different methods.
Just as when calculating the sojourn time of a system, ML algorithms allow us to obtain
results much faster than the Monte Carlo method.
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Figure 12. Comparison of prediction results of ML algorithms with results obtained using the Monte
Carlo method.

Figure 13. Comparison of the results of predicting the customer loss probability using ML algorithms
with the results obtained using the Monte Carlo method.

Table 5. Comparison of the time for calculating the customer loss probability in the system using
various algorithms.

Algorithm Time, s

Monte Carlo method 10
Decision tree 0.00027

Gradient boost 0.0011
Neural network 0.0017

6. Conclusions

In this paper, we investigated a fork–join queuing system with an input MAP flow of
customers consisting of an arbitrary number of tasks K into which the customer forks when
it enters the system, as well as an arbitrary size of the buffer of the subsystem processing a
specific task. Such systems have not been studied in the literature. An analytical solution is
presented for the fork–join system when a customer forks into two tasks for processing.
We obtained a stationary distribution for this case, formulas for calculating the system’s
main characteristics, including the average size of the queue, the customer loss probability,
and the sojourn customer time in the system.

We suggested a new methodology for quickly estimating the system performance
using a combination of Monte Carlo simulation and machine learning to study the general
K ≥ 2 case. Numerical experiments using the suggested method confirmed the high
accuracy of estimating the characteristics of a fork–join system (96–98%). Additionally,
estimation with a trained machine learning model requires orders of magnitude less time
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than the Monte Carlo method. Gradient boosting showed the best results among ML
algorithms used in this paper. This methodology makes it possible to use the fork–join
model in complex optimization problems that arise in the design and implementation of
modern systems. Moreover, using this methodology, it is possible to solve the inverse
problem. For example, using a known sojourn time, select the optimal number of servers or
server performance. This method can be used to solve optimization problems and enhance
the performance of the fork–join system.
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