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Abstract

:

In this article, we study a Patlak–Keller–Siegel (PKS) model of a community of two species placed in the inhomogeneous environment. We employ PKS law for modeling tactic movement due to interspecific taxis and in response to the environmental fluctuations. These fluctuations can arise for natural reasons, e.g., the terrain relief, the sea currents and the food resource distribution, and there are artificial ones. The main result in the article elucidates the effect of the small-scale environmental fluctuations on the large-scale pattern formation in PKS systems. This issue remains uncharted, although numerous studies have addressed the pattern formation while assuming an homogeneous environment. Meanwhile, exploring the role of the fluctuating environment is substantial in many respects, for instance, for predicting the side effects of human activity or for designing the control of biological systems. As well, it is necessary for understanding the roles played in the dynamics of trophic communities by the natural environmental inhomogeneities—those mentioned above, for example. We examined the small-scale environmental inhomogeneities in the spirit of Kapitza’s theory of the upside-down pendulum, but we used the homogenization instead of classical averaging. This approach is novel for the dynamics of PKS systems (though used commonly for other areas). Employing it has unveiled a novel mechanism of exerting the effect from the fluctuating environment on the pattern formation by the drift of species arising upon the homogenization of the fluctuations.
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1. Introduction


Mathematical modeling of the pattern formation by the active media widely has employed the Patlak–Keller–Segel (PKS) systems for several decades. The reviews [1,2,3,4] give insights into the progress made by the theory and applications of such systems during the last half-century. The formulations of PKS system typically possess the translation invariance, and the translation-invariant equilibrium, therefore. This state is homogeneous in the sense that the density of every species is constant. Bringing the system out of such an equilibrium is necessary for the non-trivial spatiotemporal patterns. An evident reason for getting out the equilibrium is the instability of it to small perturbations. The local bifurcations accompanying the occurrence of such instabilities can give rise to the non-trivial patterns. For instance, Berezovskaya and Karev [5,6] reported this way for the traveling waves in PKS systems to occur. At the same time, it is still unclear whether there are any links from the local bifurcations to the semi-soliton waves reported in articles [7,8,9] or the waves with iterated-exponential convergence to the limit values at the infinity [10]. Nevertheless, from the observations reported in articles [11,12,13,14,15], it follows that the instabilities of equilibria accompanied by the local bifurcations often are the first links in the chains of dynamical transitions leading to rather complex spatiotemporal patterns.



It is natural to see the translational invariance of a PKS system as a formalization of either assuming the homogeneity of the environment or neglecting the response of the species to the existing inhomogeneity. However, in the biological literature, there are many pieces of evidence of how substantial such responses can be. For instance, Southall et al. [16] reported the disorienting effect of anthropogenic acoustic noises on marine mammals. As well, several articles report the effects of thermal fronts and mesoscale oceanic eddies on the distributions of fish populations [17,18,19]. One more effect is due to switching omnivores to an alternative feeding resource [20]. It is natural to suppose inhomogeneity regarding a mathematical model aimed at studying such kinds of effects. Additionally, considering the inhomogeneity can be crucial for addressing the issues of the control design for the biological systems or predicting the side effects of various human activities.



For an inhomogeneous PKS system, it is natural to raise a question concerned with the pattern formation in a way similar to that we have been mentioning for the case of homogeneity. Here we mean the transitions caused by instabilities of some counterparts of the homogeneous equilibrium. Given this analogy, it is also natural to ask to what extent the inhomogeneities influence these instabilities compared to the case of homogeneity. These questions become quite tractable provided that the scale of the environmental fluctuations is relatively small as we can address them by borrowing the ideas of Kapitza’s theory of the upside-down pendulum [21] and combining them with the homogenization [22,23]. Nevertheless, this area is almost unexplored. In general, the inhomogeneous PKS models get much less attention than the homogeneous ones, and besides, those few articles which treat the case of inhomogeneity consider the global boundedness, the extinction or coexistence, e.g., [24,25], but not the issues we have been raising above. The only exception we are aware of is the article [26] that employs the homogenization for studying the effect of the terrain relief on the excitation of waves in a spatially distributed living community. However, it does not account for the tactic transport.



In the present article, we explore a community of two species placed in the inhomogeneous environment. We assume that one of these species responds by tactic movements to the inhomogeneity of distribution of the other species and an external signal that mimics the environmental fluctuations. At that, both kinds of response obey the PKS law. For the short-wavelength external signal, we study the effect of it on the large-scale patterns following the plan outlined above. It turns out that the only conductor of this effect is a drift of species. When the external signal takes the form of a traveling wave, there exist the quasi-equilibria, which are “equilibria on average”, roughly speaking. Examining the stability of the quasi-equilibria shows that, compared to the case of the homogeneous environment, increasing the magnitude of the fluctuations can destabilize the quasi-equilibria and stabilize them. Which of these effects occurs depends only on the speed at which the signal-making wave propagates, but they both are exponential in the amplitude of the wave.



The article consists of six sections supplemented with three appendices. In Section 2, we formulate the governing equations. In Section 3, we address the short-wavelength external signals and describe the homogenized system. In Section 4, we introduce the equilibria and quasi-equilibria and explore the stability and instability of them. In Section 5, we discuss stabilizing and destabilizing the quasi-equilibria due to the external signal. Section 6 contains several final remarks. Appendix A, Appendix B and Appendix C contain the details of proofs of the assertions formulated in the article body.




2. The Governing Equations


We will be considering a model of the indirect taxis that reads as


   ϕ t  = q +  κ  − 1   f − ν ϕ +  δ 1   ϕ  x x   ;  



(1)






   p t  =   (  δ 2   p x  − κ p  ϕ x  )  x  ;  



(2)






   q t  = q  ( 1 − q − p )  + δ  q  x x   .  



(3)







Here,   x , t   stand for the coordinates in space and time, correspondingly, or while being used as subscripts, the partial differentiation in the corresponding coordinate.    δ 1  ,  δ 2  , δ  ,  κ  and  ν  stand for the positive parameters.



Equations (2) and (3) describe the balances of densities of two interacting species. At that, the former involves the PKS cross-diffusion while the latter does not. In what follows, the species possessing (not possessing) taxis stands as the predator (prey). We denote the densities of the former and the latter as p and q, correspondingly. The conservatism in the predators’ balance relies on assuming the negligibly slow reproduction and mortality of them compared to the other processes considered. The kinetics of prey follow the logistic and Lotka–Volterra laws.



Note that the stimulus driving the tactic movements of the predators is not the prey density itself but another signal, the intensity of which we have been denoting as  ϕ . The notation  κ  stands for the coefficient that measures the tactic efficiency. In this sense, the prey-taxis is indirect. Equation (1) governs the production of the signal, which gets an external contribution described by the given function,   f = f ( x , t )  .



Tello and Wrozhek and also Li and Tao, have addressed the indirect taxis in their recent articles [27,28]. They were focusing upon the existence of the non-trivial steady states and the global boundedness of solutions. Tyutyunov et al. [29], also recently, have noticed the equivalence between the system (1)–(3) and that proposed earlier by Govorukhin et al. and by Arditi et al. in the articles [11,12] for taking into account the inertia of the tactic motions. The latter reads as


   u t  =   ( κ q + f )  x  − ν u +  δ 1   u  x x   ;  



(4)






   p t  =   (  δ 2   p x  − p u )  x  ;  



(5)






   q t  = q  ( 1 − q − p )  + δ  q  x x   .  



(6)







Bringing system (1)–(3) at the inertial form (4)–(6) employs a simple ansatz   u = κ  ϕ x   . It introduces new dependent variable denoted as u, which is nothing other than the velocity of the predator’s advection. Equation (4) governs this velocity in response to the prey density and the external signal. Additionally, it takes into account the velocity diffusion and the resistance to the predator’s motion due to the environment, and the coefficients   δ 1   and  ν  measure the intensities of the former and latter correspondingly. In some respects, the inertial system (4)–(6) is similar to the Cattaneo model of chemosensitive motions and the hyperbolic limits for the kinetic equations discussed in the articles [30,31].



We pay attention to the formulated equivalence, since in the above-cited articles, Govorukhin et al. and Arditi et al. reported the transitions to the complex wave motions due to the destabilization of the homogeneous equilibria of the homogeneous version of the inertial system (4)–(6) (in which   f = 0  ). We will be considering only the inertial system (4)–(6) henceforth.




3. Homogenization and Drift


In what follows, let us consider fast variables   ( ξ , τ )   as the angular coordinates on 2-torus   T 2  . Define


   〈 g 〉   ( x , t )  =  1  4 π    ∫  0   2 π    ∫  0   2 π   g  ( x , t , ξ , τ )  d ξ d τ .  



(7)







Theorem 1.

Let the external signal in Equation (4) take a short-wavelength form, i.e.,


   f = f ( x , t , ξ , τ ) , ξ = ω x , τ = ω t ,   ω → ∞ ,   



(8)




and let the diffusion rates in Equations (4) and (5) be of the same order as the wave length, namely:


    δ 1  =  ν 1   ω  − 1   ,  δ 2  =  ν 2   ω  − 1   ,  ν 1  = const > 0 ,  ν 2  = const > 0 .   



(9)







We state that under assumptions (8) and (9) the shortwave asymptote of system (4)–(6) takes the following form


   q  ( x , t )  =  q ¯   ( x , t )  + O  (   ω   − 1   )  , ω → + ∞ ;   



(10)






   u  ( x , t )  =  u ¯   ( x , t )  +  u ˜   ( x , t , τ , ξ )  + O  (   ω   − 1   )  , ω → + ∞ ;   



(11)






   p  ( x , t )  =  p ¯   ( x , t )  P  ( x , t , τ , ξ )  + O  (   ω   − 1   )  , ω → + ∞ ;   



(12)






     u ˜  τ  =   ( f +  ν 1    u ˜  ξ  )  ξ  ,  〈  u ˜  〉  = 0 ;   



(13)






    P τ  =   (  ν 2   P ξ  − P  (  u ¯  +  u ˜  )  )  ξ  ,  〈 P 〉  = 1 ;   



(14)






     u ¯  t  =   ( κ  q ¯  +  f ¯  )  x  − ν  u ¯  ,  f ¯  =  〈 f 〉  ;   



(15)






     p ¯  t  +   (  p ¯   (  u ¯  +  〈  u ˜  P 〉  )  )  x  = 0 ;   



(16)






     q ¯  t  =  q ¯   ( 1 −  p ¯  −  q ¯  )  + δ   q ¯   x x   ,   



(17)




where the problems (13) and (14) have to be solved on   T 2  .





We place the proof into Appendix A.



In what follows, we will be calling the system of Equations (15)–(17) homogenized. The homogenized system is closed relative to unknowns    p ¯  ,  q ¯    and   u ¯   for every specific external signal. Indeed, once we have specified the external signal, f, Equation (13) determines the shortwave velocity denoted as   u ˜  , which in turn enters Equation (14) as the coefficient. Then by resolving the problem (14) and calculating the value of   〈  u ˜  P 〉  , we determine a mapping    u ¯  ↦  〈  u ˜  P 〉    that acts between the functions in the slow variables,   x , t  . Hence, Equation (16) links the unknowns   u ¯   and   p ¯   in a non-local manner.



From Equation (16), it follows that the averaged velocity,   u ¯  , is not the actual velocity of predators’ advection—that is, there is some drift, the velocity of which is equal to   〈  u ˜  P 〉  . This drift collects all the remembrances about the external signal and conducts them to the homogenized system.



We will be using the following notation and auxiliary notions. Let f be given; we call the mapping   V  ( f )  :  u ¯  ↦  〈  u ˜  P 〉    the drift operator. Let   G : f ↦  u ˜    be the transformation resulting from resolving problem (13). Further, let   σ = const ∈ R   and smooth function    u ˜  =  u ˜   ( x , t , ξ , τ )    be given, and moreover, let   〈  u ˜  〉 = 0  . We define the mapping


  P  (  u ˜  )  : σ ↦  〈  u ˜  P 〉  ,  



(18)




where   P = P ( x , t , ξ , τ )   is the solution to problem


   P τ  =   (  ν 2   ∂ ξ  P − P  ( σ +  u ˜  )  )  ξ  ,   〈 P 〉  = 1 .  



(19)







Problem (19) has a unique solution for every   σ ,  u ˜    (by a lemma proved in Appendix A). Once the function   u ˜   is prescribed, the mapping (18) parameterizes a path in a suitable space of functions in variables   ( x , t )  . Finally, we arrive at the identity


   V  ( f )   u ¯    ( x , t )  = P  ( G f )   u ¯   ( x , t )   



(20)







For every signal f there exists a decomposition   f =  f ¯  +  f ˜   , where    f ¯  =  〈 f 〉   . From the setting of the problem (13), it follows that   V  ( f )  = V  (  f ˜  )   . Hereafter we will be using the notation   V (  f ˜  )   for the drift operator.



Example 1.

Let us consider an external signal that has the form of the short traveling wave—that is, let us put


   f = f  ( x , t , ξ , τ )  =  f ¯   ( x , t )  + A g  ( x , t , η )  ,  η = ξ − c τ .   



(21)




where   A = const ≥ 0  ,   c = const ≥ 0   and the signal profile,   g ( x , t , · )  , is a smooth   2 π  -periodic function that is equal to zero on average for every   ( x , t )   (while considering the short-wavelength limit for these waves, we require   2 π / c  -periodicity in τ instead of   2 π  -periodicity; in accordance with this, we re-define the averaging,   〈 · 〉  ). Hence, we have    f ˜  = A g  . Let the notation of   ∂ η  − 1    stand for the right inverse to the differentiation   ∂ η  —that is,


    ∂ η   ∂ η  − 1   w = w ,   ∫ 0  2 π    ∂ η  − 1   w  d η = 0  ∀  w :  w  ( · , η , · )  = w  ( · , η + 2 π , · )  ,   ∫ 0  2 π   w  d η = 0 .   



(22)







Let   q * h   denote the common convolution of functions q and h on the real axis. Define


    exp ±   ( σ )  =       e σ  ,  ± σ > 0 ,       0 ,  ∓ σ < 0 ,        



(23)






   s  ( x , t , · )  = −   ∂  η  − 1    exp  +   −  c  ν 1     * g  ( x , t , · )  ;   



(24)




where the superscript indicates raising to a power, and the convolution acts in variable η. Then


    u ˜  = A G g =  ν 1  − 1   A  ∂ η  s   



(25)







Further, we put


   E  ( x , t , · )  =  e  a s   ,  a =   (  ν 1   ν 2  )   − 1   A ,   



(26)






   R  ( x , t , σ )  =    E ( x , t , · )   E ( x , t , · − σ )    ,   



(27)






   z =   c −  u ¯   ( x , t )    ν 2   .   



(28)







Let   z ≠ 0  . The periodic solution to Equation (29) has the form


   P  ( x , t , z , · )  =  Γ ±  − 1    ( x , t , z )   E  ( x , t , · )    exp ±  − z   *  E  − 1    ( x , t , · )    ,  ± z > 0 ;   



(29)






    Γ ±   ( x , t , z )  =  ∫ R   exp ±  − z    ( σ )  R  ( x , t , σ )  d σ ,  ± z > 0 .   



(30)







Using the Fourier series matches two expressions shown in (29) one to another one. Indeed, let     E ^  k   ( x , t )    and     E ˇ  k   ( x , t )    be the Fourier coefficients of functions   E ( x , t , · )   and    E  − 1    ( x , t , · )    correspondingly. Then


   P  ( x , t , z , η )  =  Γ  − 1    ( x , t , z )   E  ( x , t , η )     E ˇ  0   ( x , t )  + z  ∑  k ∈ Z \ { 0 }       E ˇ  k   ( x , t )   e  i k η     z + i k     ,   



(31)






   Γ  ( x , t , z )  =   (   E ˇ  0    E ^  0  )   ( x , t )  + z  ∑  k ∈ Z \ { 0 }      (   E ^  k *    E ˇ  k  )   ( x , t )    z + i k    .   



(32)







From the expressions (24), (25) and (31), it follows that


   V  (  f ˜  )   u ¯  =  〈  u ˜  P 〉  = −  ν 2  z  Γ  − 1    ( x , t , z )    ∑  k ∈ Z \ { 0 }     i k (   E ^  k *    E ˇ  k  )   z + i k    =  ν 2  z  ( 1 −  Γ  − 1    ( x , t , z )  )  .   



(33)







For deriving the second equality in this chain, we transform the central expression of it with the use of the equalities   i k   ( z + i k )   − 1   = 1 − z   ( z + i k )   − 1    ,


     E ˇ  0    E ^  0  +  ∑  k ≠ 0     E ^  k *    E ˇ  k  =  〈 E  E  − 1   〉  = 1   








and the Formula (32). Further, the total velocity of predators’ transport that enters Equation (16) reads as


   v  =  d e f    u ¯  + V  (  f ˜  )   u ¯  =  u ¯  +  〈  u ˜  P 〉  .   



(34)







By Equality (33),


   v = v  ( x , t , z )  = c −   z  ν 2    Γ  x , t , z    .   



(35)







Since


   Γ  ( x , t , z )  = ± z  Γ ±   ( x , t , z )  ,  ± z > 0 ,   








we get additional representations for the total transport velocity, namely


   v  ( x , t , z )  = c ∓   ν 2    Γ ±   x , t , z    ,  ± z > 0 .   



(36)







Expressions (32) and (35) give the analytic continuation to the advective velocity to some strip parallel to the real axis in the complex plane of variable z. This feature is a particular manifestation of the analyticity of the drift operator. We shall put it more accurately in Appendix B while proving Lemma 1.





Remark 1.

Formula (36) (where one has to put   z = c /  ν 2  > 0  ) shows that zeroing the averaged predator’ velocity,   u ¯  , does not entail zeroing the total transport velocity, v. Indeed,


   v  ( x , t , c /  ν 2  )  = V  (  f ˜  )  0 = c −   ν 2    Γ +   ( x , t , c /  ν 2  )     =  d e f    v e   ( x , t )  ,  c > 0 .   



(37)







Thus, the advection of the predators generically goes on even if the averaged velocity,   u ¯  , vanishes, at least provided that the external signal belongs to the class of the traveling waves introduced by the Formula (21). There exists residual drifting; the velocity of that takes the form determined by the Equality (37). The only exception is the case of   c = 0  . Inspecting it with the use of Formulae (33) and (35) shows that   v = V (  f ˜  ) 0 = 0  . Hence, a stationary signal produces no residual drift.






4. Stability Analysis


At this point, several terminological remarks and comments seem to be useful. Basically, our understanding of the notion of stability comes from Liapunov’s theory. In particular, the linear stability analysis for an equilibrium of real-valued system    y ˙  = F  ( y )    means studying the behavior of the small perturbations having the form   exp ( λ t ) y  , or, for more generality, the semi-group   exp ( t A )   generated by the differential A of the mapping F evaluated at this equilibrium. In particular, the solutions of the spectral problem   A y = λ y   are in one-to-one correspondence to the eigenmodes of the small perturbations having the above form. We call such a spectral problem the spectral stability problem. We say that an eigenmode is stable (unstable, neutral) if the real part of the corresponding eigenvalue,  λ , is negative (positive, equal to zero).



Let some system, together with the equilibrium of it, smoothly depend on several parameters. The space of the parameters naturally separates itself into the areas of instability or stability. When a point of parameters’ space belongs to the former (latter) area, there exist (no) unstable eigenmodes. Every smooth path embedded in the space of the parameters parameterizes the family of equilibria, which in turn generates the family of the stability problems. We call a submanifold in the space of the parameters neutral if the transversal intersection of it by a smooth path generically entails the transversal intersection of the imaginary axis by the branch of the eigenvalues of the corresponding stability problems. In general, the neutral submanifold of a specific equilibrium is multi-foliated or stratified. Disappearing or arising unstable eigenmodes, doing so upon crossing the neutral submanifold, are what we call occurrences of instability. We say that the instability is oscillatory (monotonic) if the corresponding branch of the eigenvalues is not real (is real). We call critical the subset of neutral submanifold that separates the areas of stability and instability one from another one.



It is well-known that an occurrence of instability in the family of equilibria of a smooth family of vector fields indicates the local bifurcations. If there are no additional degenerations then branching the equilibria family accompanies the monotone instability, and branching the limit cycle off the family accompanies the oscillatory instability. The latter is the so-called Poincare–Andronov–Hopf bifurcation. More complex bifurcations happen in the case of additional degeneracy, e.g., when the neutral spectrum is multiple. The monographs [32,33,34] provides a great piece of information on this subject.



4.1. Equilibria and Quasi-Equilibria


By equilibrium, we mean the solution to the exact system (4)–(6) that reads as


  p ≡  p e  ,  q ≡  q e  ,  u = 0 ,   p e  = const > 0 ,   q e  = const > 0 ,   p e  +  q e  = 1 .  



(38)







When the exact system possesses translational invariance, it can stay in every equilibrium of family (38). If the homogenized system (15)–(17) has a solution of the family (38), we call this solution quasi-equilibrium. For a quasi-equilibrium (if any), Formulae (10)–(14) determine the leading approximation to a short-wavelength pattern that represents an equilibrium “on average”. In the considerations below, the quasi-equilibria and the related short-wavelength patterns are not distinguishable. Therefore we will be using the same name for both.



The following examples deliver the classes of signals which lead to the homogenized systems allowing quasi-equilibria.



Example 2.

Let   f =  f ¯  + A g  ( x , t , ξ )    where   A = const ≥ 0  , so that    f ˜  = A g  . Such a signal is a limit case of those defined by Formula (21) for   c = 0   and it is stationary in the fast variables. The corresponding short-wave pattern reads as


    u ˜  =   u ˜  e  = − A   (  ν 1   ∂ ξ  )   − 1   g ,  P =  P e  =   〈  e  a s   〉   − 1    e  a s   ,  a =   (  ν 1   ν 2  )   − 1   A ,  s = −  ∂ ξ  − 2   g .   











These expressions follow from Formulae (24), (25), (31) and (32) upon tending c to zero, or directly from solving the problems (13) and (14). As we have been saying in Remark 1, a stationary signal does not produce the residual drift entails    v e  = V  (  f ˜  )  0 = 0  . Hence, there exist the quasi-equilbria (38).





Example 3.

Let   f =  f ˜   ( t , ξ , τ )    where   〈  f ˜   ( t , · )  〉 = 0   for every t. Then it is easy to see that the velocity of the residual drift,   v e  , is invariant with respect to translations not in time but in space only. Nevertheless, it suffices for existing the quasi-equilibria (38). In particular, a signal having the form    f ˜  = A g  ( t , η )   , where   η = ξ − c τ  ,   A = const ≥ 0  ,   c = const ≥ 0  , belongs to the class of signals that has appeared as the Example 1. Then the Formulae (24), (25), (29) and (37) upon making   z = c / ν   give us the explicit expressions for the quasi-equilibrium pattern and for the residual drift velocity. The corresponding quasi-equilibrium pattern is the short traveling wave that propagates at the same speed as the signal-making wave.





Consider an inhomogeneous system (4)–(6) where the external signal reads as


  f =  f ˜  = A g ,  g = g  ( η )  ,  η = ξ − c τ ,  A = const ≥ 0 ,  c = const ≥ 0 .  



(39)







The signals determined by Formula (39) belong to the intersection of the classes which we have been examining as Examples 1 and 3. As we have been noticing, there exists the family of homogeneous quasi-equilibria (38) for every such a signal. Let the signal profile, g, be a smooth periodic function vanishing on average. If the signal profile remains invariable then there are only two parameters which control the effect of the signal. These are the wave speed, c, and the effective amplitude of it, a. We have defined the latter in the line (26). When the signal is off – that is, for   a = 0  , the homogenized system becomes homogeneous with    δ 1  =  δ 2  = 0  . Correspondingly, the quasi-equilibria turn into the equilibria. We target studying the effect from gradual amplifying the signal on the stability and instability of quasi-equilibria compared to the equilibria. For this purpose, we will be watching the deformations of the neutral submanifold in the parametric space depending on the values of a and c.



We start with revisiting the onset of instability of the homogeneous equilibria, which is known mainly due to the works by Govorukhin et al. [11] and by Arditi et al. [12].




4.2. Stability of Equilibria


Let us choose out of family (38) an equilibrium with some specific densities    p e  > 0   and    q e  = 1 −  p e  > 0  . The system governing the evolution of a small perturbation of such an equilibrium reads as


   u t  + ν u − κ  q x  =  δ 1   u  x x   ,  



(40)






   p t  +  p e   u x  =  δ 2   p  x x   ;  



(41)






      q t  +  q e   ( p + q )  = δ  q  x x   ;        p e  +  q e  = 1 .     



(42)







Since the homogeneous system possesses the translational invariance, we will be considering only the so-called normal modes of small perturbations, which have following form.


   (  u ^  ,  p ^  ,  q ^  )  exp  ( i α x + λ t )  ,  λ = λ  ( α )  ∈ C ,  α ∈ R ,  



(43)




where  λ  is the eigenvalue of the corresponding spectral stability problem.



It is convenient to introduce the following notation


  β =  α 2  ,   δ ¯  =  ( ν , δ ,  δ 1  ,  δ 2  )  .  











Note that each equilibrium (38) has a neutral homogeneous mode (that corresponds to   λ = α = 0  ), but this does not lead to any long-wave instabilities. To get rid of this and other unwanted degenerations, we assume the following


  β > 0 ,  0 <  p e  < 1 ,  ν  (  δ 1  +  δ 2  + δ )  > 0 .  



(44)







Let  Π  be a domain cut out by inequalities (44) in the space of parameters    p e  , β ,  δ ¯   . Let us consider an equilibrium with a specific density   p e   and adjoin to it the eigenmodes (43). Then the following assertions are true.




	(i)

	
The neutral submanifold in the space of parameters represents the graph of function


   κ c  =    (  D 1  +  D 2  )   (  D 1  +  D 3  )   (  D 2  +  D 3  )    β  p e   q e     w h e r e   D 1  = ν + β  δ 1  ,   D 2  = β  δ 2  ,   D 3  =  q e  + β δ .  



(45)




Every eigenmode having the wavenumbers   α = ±  β    is stable provided that   κ <  κ c   (  p e  , β ,  δ ¯  )   , and there is an unstable mode with the same wavenumbers provided that   κ >  κ c   (  p e  , β ,  δ ¯  )   .




	(ii)

	
The following inequality holds:


   min  0 <  p e  < 1 , β > 0    κ c   (  p e  , β ,  δ ¯  )  =  κ *   (  δ ¯  )  > 0  



(46)




where the strict positiveness takes place for every   δ ¯   obeying the restrictions (44). If   κ <  κ *   (  δ ¯  )    then the collective stability takes place in the sense that every eigenmode linked to every equilibria is stable; i.e., the eigenmodes are stable for every admissible values of   p e   and  α .









The first subsection of Appendix C contains the details of the stability analysis. Checking the positiveness of the quantity    κ *   (  δ ¯  )    is just direct inspecting of the explicit expression (45) including the case of    δ 1  =  δ 2  = 0   closely relevant to the quasi-equilibria. We put


   κ c  ( 0 )    (  p e  , β , ν , δ )  =    κ c   (  p e  , β ,  δ ¯  )     δ 1  =  δ 2  = 0   =   ν  ( ν +  q e  + β δ )   (  q e  + β δ )    β  p e   q e    ,  



(47)






   κ *  ( 0 )    ( ν , δ )  =  min  0 <  p e  < 1 , β > 0    κ c  ( 0 )   =    κ *   (  δ ¯  )     δ 1  =  δ 2  = 0   > 0 .  



(48)







For instance,    κ *  ( 0 )    ( 1 , 1 )  = 27 / 2 .   At that, the coordinates of minimizer are    p e  = β = 2 / 3  .



In Figure 1, the box (a) depicts the areas of stability and instability in the space of parameters    p e  , β , κ   for    δ ¯  =  ( 1 , 1 , 0 , 0 )    by visualizing the neutral surface that separates them. This is the graph of the quantity    κ c  ( 0 )     |   ν = δ = 1     vs.    p e  , β  . An individual eigenmode linked to a specific equilibrium gets unstable (stable) when the corresponding triple    p e  , β , κ   gets above (beneath) this graph. Below the lowest point of it there is a layer, the whole of which is inside the stability area. This inclusion matches clause (ii) above that asserts the collective stability. This time the collective stability takes place provided that   κ <  κ *   ( 1 , 1 , 0 , 0 )  =  κ *  ( 0 )    ( 1 , 1 )  = 27 / 2  . For every   κ >  κ *   , every level set   κ =  κ c    determines a closed neutral curve inside the semi-strip   { 0 <  p e  < 1 , β > 0 }  . Thus increasing the value of   p e   inevitably destabilizes the eigenmodes in some range of wavenumbers provided that   κ >  κ *   . When   κ → + ∞  , the corresponding neutral curve widens itself and tends to the boundary of the semi-strip. The shape of the pictured neutral surface is typical for the non-zero   δ 1   and   δ 2   as well.



The neutral spectrum arising on the neutral submanifold is multiple. Namely, the oscillatory eigenmode is double due to the mirror symmetry. Additionally, there is a simple null eigenvalue that exists for every admissible set of the problem parameters as well. This degeneration arises from the conservation law for predators’ density, because of which the homogeneous equilibria are not isolated but form the continuous 1-parametric family.



In the mentioned articles, Govorukhin et al. and Arditi et al. studied the occurrence of instability for the homogeneous system in a confined environment with Neumann’s boundary conditions (also known as the no-flux boundary conditions). Imposing these boundary conditions removes the mirror symmetry and the multiplicity of the oscillatory modes, but the conservation law, the equilibria family and the null eigenvalue persist. This residual degeneration does not cause serious difficulty. One can get rid of it by restricting the system on the level sets of the conserved quantity. As a result, the common theory of the Poincare–Andronov–Hopf bifurcation becomes applicable to this restriction. Alternatively, one can apply the general results on the bifurcation accompanying the oscillatory instability in the family of vector fields, which possess the so-called cosymmetry [35]. (Given the cosymmetry, the branching of limit cycle generically sharply differs from the Poincare–Andronov–Hopf scenario except for the case of so-called integrable cosymmetry that is equivalent to a conservation law. In case of such an exception, the cycle branches off, roughly speaking, “as usual” provided that there is no additional degeneration.) Furthermore, the direct numerical simulations performed by the same authors demonstrate exciting the waves due to the above instabilities and bifurcations. At that, predators’ density,   p e  , plays the part of the control parameter. These waves are time-periodical for the weakly supercritical values of   p e   and tend to move chaotically upon increasing the value of   p e  . Additionally, it turns out that the wavy motions allow the predators to consume more while keeping the stock of prey greater. In this sense, the waves are always more advantageous than equilibria. At this point, we arrive at seeing the collective stability as a failure of the adaptation to lacking the resource due to insufficient tactic intensity.



The instability of equilibria of system (4)–(6) arises from only the indirectness (or inertia) of taxis. It is never monotonous. In contrast, direct taxis rather leads to monotone instability. For example, the instability is necessarily monotonous for the homogeneous equilibria of so-called classical PKS systems listed down by Hillen and Painter [3]. This kind of instability is also able to launch transiting to the complex patterns [13,36]. Generally, of course, a competition between both type of instabilities takes place. In particular, the articles [5,6,37] reported several scenarios of the traveling waves in the auto-tactic systems due to both types of instabilities. At that, the oscillatory instability turned out to require more complex kinetics and tactic interactions than the monotone one. Several authors [14,15] have explored the instabilities and pattern formation in more general PKS models which involve sophisticated kinetic and tactic interplays of more than two species in the homogeneous environment confined within the no-flux boundaries.




4.3. Stability of the Quasi-Equilibria


Lemma 1.

Let a smooth external signal produce a quasi-equilibrium with densities    p e  > 0   and    q e  = 1 −  p e  > 0  . The linear problem governing the small perturbations of this quasi-equilibrium reads as


     u ¯  t  + ν  u ¯  − κ   q ¯  x  = 0 ;   



(49)






     p ¯  t  +   (  v e   p ¯  +  p e   ( 1 +  V ′   (  f ˜  )  )   u ¯  )  x  = 0 ;   



(50)






     q ¯  t  +  q e   (  p ¯  +  q ¯  )  − δ   q ¯   x x   = 0 ,   



(51)




where the residual drift velocity,    v e  = V  (  f ˜  )  0  , generally is a real valued function in variables   ( x , t )  . The notation of    V ′   (  f ˜  )    stands for the differential of the drift operator evaluated at    u ¯  = 0  . This differential acts by multiplying by a real-valued function in variables   ( x , t )  . Namely,


    v e  = V  (  f ˜  )  0 =  〈  u ˜   P e  〉  ,   V ′   (  f ˜  )  : g ↦  〈  u ˜   P 1  〉  g ,  w h e r e   



(52)






    P  1 τ   =   (  ν 2   P  1 ξ   −  P e  −  u ˜   P 1  )  ξ  ,   〈  P 1  〉  = 0 ,   P  e τ   =   (  ν 2   P  e ξ   −  u ˜   P e  )  ξ  ,   〈  P e  〉  = 1   



(53)




where   u ˜   arises from solving the problem (13).





Proof. 

Deriving the expressions claimed by the lemma is straightforward except for the differentiability of the drift operator in the origin. In fact, it is analytic there, and this is what allows us to get Formulae (52) and (53) by the common perturbation technique. We postpone proving the analyticity up to Appendix B. □





Lemma 2.

Let the external signal, f, take the form determined by expression (39). Then there exists the quasi-equilibria family (38). At that,    v e   ( x , t )  = const  . The operator    V ′   (  f ˜  )    acts as multiplying by a constant that is equal to   〈  u ˜   P 1  〉  , and the function   P 1   arises from solving the problems (53). The system (49)–(51) gets the invariance with respect to the translations in the space and time. The spectral stability problem for the eigenmodes (43) depends on two functionals, the values of which it enters as parameters. These are the velocity of residual drift,    v e  =  v e   (  f ˜  )   , and one more functional that we define as follows.


   μ :  f ˜  ↦ 1 +  〈  u ˜   P 1  〉  .   



(54)







For these functionals, there are the explicit expressions specified by Formulae (37) (where    Γ +  =  Γ +   ( z )   ) and (A20). At that,   μ ( 0 ) = 1  ,   μ  (  f ˜  )  > 0   ∀ f =  f ˜  +  f ¯   , and    v e   ( 0 )  = 0  . All other parameters of the stability problem are independent of the external signal. Furthermore, let a be the effective amplitude that we have been defining in the line (26). Then   μ → + 0   and    v e  − c → 0   when   a → ∞  , and the convergence to the limit values is exponential provided that the function (24) has no degenerate critical points on the η—axis.





Proof. 

The lemma follows from Lemma 1 and from the explicit expressions listed in Example 1 except for the assertion on the limit equalities. They arise from Laplace’s asymptotics of the mentioned explicit expressions for   a → ∞  . We will be discussing it in Appendix B. □





Remark 2.

The exponential convergence stated by Lemma 2 relies on a non-degeneracy condition imposed on the signal profile—that is, on the function denoted as g that determines the shape of the signal-making wave following the definition (39). This condition holds for a generic profile, e.g.,   g = s i n η  .





Remark 3.

Under hypothesis of Lemma 2, the analyticity of the drift operator follows from the explicit expressions for the drift velocity that we have been deriving while considering Example 1.





Let the signal obey the assumption of the Lemma 2. For a specific homogeneous quasi-equilibrium with densities   p e   and    q e  = 1 −  p e    consider the spectral stability problem for the eigenmodes (43). This problem depends on the values of    v e  =  v e   (  f ˜  )    and   μ = μ (  f ˜  )   and also on   α , ν , δ ,  p e   , which are independent of f. Define   β =  α 2   ,


   c *   (  p e  , β , ν , δ )  =    ν (  q e  + δ β )    β   − 1     ,  q e  = 1 −  p e  .  



(55)







Theorem 2.

Under the assumption of the Lemma 2, consider a spectral stability problem for the eigenmodes (43) linked to a specific quasi-equilibrium with predators’ density   p e  . Then the following assertions hold.




	(i)

	
The corresponding neutral submanifold in the parametric space is bifoliated. The leaves of it are the graphs of the functions   κ =  μ  − 1    (  f ˜  )   κ c ±   (  v e  ,  p e  , β , ν , δ )    where   β =  α 2   ,    v e  =  v e   (  f ˜  )    and


    κ c  ( ± )   =    c *   ( ν +  q e  + δ β )   (   c *   ± |   v e   | )     p e   q e    .   



(56)




On the neutral submanifold, the instability is oscillatory. Every eigenmode having the wavenumbers   α = ±  β    is stable provided that the following inequality holds.


   κ < K = K  (  f ˜  ,  p e  , β , ν , δ )  =  μ  − 1    (  f ˜  )   κ c −   (  v e   (  f ˜  )  ,  p e  , β , ν , δ )  ,   



(57)




and there is an unstable eigenmode having the same wavenumbers and linked to the same quasi-equilibrium provided that   κ > K  .




	(ii)

	
Let   c >  c *   (  p e  , β , ν , δ )   . Then    κ c −   (  v e  ,  p e  , β , ν , δ )  < 0   for every sufficiently large value of a and the inequality (57) necessarily fails to hold; thus, the considered eigenmode is unstable for every admissible set of the other problem parameters; moreover, every eigenmode is unstable provided that    v e 2  − ν δ > 0   and the wavenumber of it obeys the inequality    α 2  >  β *  =  q e  ν   (  v e 2  − ν δ )   − 1    .




	(iii)

	
Let   c <  c *   (  p e  , β , ν , δ )   . Then there exits the threshold amplitude    a 0  =  a 0   (  p e  , β , ν , δ )    such that the inequality (57) holds for every value of   a >  a 0   . If, in addition,   c <  min β   c *  =   ν δ     then there exits the threshold amplitudes    a 1  =  a 1   ( g , c , ν , δ )    (where g is the signal profile) such that


    κ * −   ( a , c , ν , δ )  = inf  {  κ c −   (  v e  ,  p e  , β , ν , δ )  , 0 <  p e  < 1 , β > 0 }  > 0 ,  ∀ a >  a 1  .   



(58)




Let   a >  a 1   . Define    K *   ( a , c , ν , δ )  =  μ  − 1    (  f ˜  )   κ * −   ( a , c , ν , δ )    Once   κ <  K *   ( a , c , ν , δ )    the quasi-equilibria (38) get the collective stability in the sense that every such quasi-equilibrium is stable irrespective of the specific values of   p e   and β, provided that they obey the restrictions (44).











Proof. 

The assertions (ii) and (iii) are the corollaries to Lemma 2 and the equality (56). We place the proof of the latter in the second subsection of Appendix C. □





Remark 4.

The inequality   c >  c *    and Lemma 2 entail the inequality    v e 2  > ν δ   for every sufficiently high value of a. Indeed,    v e  → c   for   a → ∞   while   c >  c *  ≥  min β   c *  =   ν δ    . Thus,    β *  > 0   under the conditions of the clause (ii).





Remark 5.

By definitions (47) and (56),    κ c +  >  κ c  ( 0 )   >  κ c −    provided    v e   (  f ˜  )  ≠ 0  , and    κ c +  =  κ c  ( 0 )   =  κ c −    otherwise. Thus we can distinguish the upper and lower neutral leaves. By Theorem 2, the unstable eigenmodes already have arisen somewhere at the lower leaf when a point of the parametric space is approaching the upper leaf. Crossing the upper leaf never changes the stability of the corresponding quasi-equilibrium but the number of the associated unstable eigenmodes (see Appendix C.2 in Appendix C). Thus the upper leaf is not relevant to the stabilization and destabilization of quasi-equilibria. Nevertheless, it deserves a few words more, and we will continue discussing it in Section 6.







5. Effect of Inhomogeneity: Stabilizing vs. Destabilizing


In this section, we freeze the profile of the signal-making wave (39) and discuss the effects exerted from varying the speed and amplitude of it.



Let us assume for a while that the signal is stationary—that is,   c = 0  , and


  f =  f ˜  = A g ,  g = g  ( ξ )  .  



(59)







As we have been mentioning while discussing Example 2, such a signal does not produce a residual drift—that is,    v e  = 0  . By Theorem 2, all we have been saying in Section 4.2 about the stability of homogeneous equilibria is also true regarding the quasi-equilibria upon replacing the critical value of the tactic efficiency,   κ c  , by    μ  − 1    (  f ˜  )   κ c  ( 0 )    , where   κ c  ( 0 )    is the quantity defined in (47). In particular, the quasi-equilibria get the collective stability provided that


  κ <  μ  − 1    (  f ˜  )   κ *  ( 0 )    ( ν , δ )  .  



(60)







It turns out that increasing the signal amplitude can make this inequality true. Indeed, for the stationary signals defined by the expression (59),


  μ  (  f ˜  )  =  1   〈   e  − a s    〉 〈   e  a s   〉   ,  a =  A   ν 1   ν 2    > 0 ,  s =  −  ∂ ξ  − 2    f ˜   .  



(61)







One can derive this formula from Lemma 1 by employing the calculations performed upon considering Example 2. Alternatively, one can employ the Formula (35). Then differentiating it with variable z and setting   z = c = 0   again gives the expression (61). The expression (61) and inequality (60) together bring us at an explicit formulation of the criterion for the collective stability of quasi-equilibria that reads as


  κ <   〈   e  − a s    〉 〈   e  a s   〉   κ * 0  .  



(62)







Since     〈   e  − a s    〉 〈   e  a s   〉  > 1   for every stationary signal (59), the criterion (62) implies that such a signal always enhances the collective stability compared to the case of homogeneity. The following example shows how powerful this stabilization can be.



Example 4.

Let   f = A sin ξ  ,   A = const > 0   and   c = 0  . Then   s = sin ξ  , and   μ  (  f ˜  )  =    〈   e  − a s    〉 〈   e  a s   〉   − 1   =   I 0  − 2    ( a )   < 1   where   I 0   is the modified Bessel function of first kind. Consequently, the criterion (62) for the collective stability takes the following form:   κ <  I 0 2   ( a )   κ *  ( 0 )    . In this inequality the right-hand side grows exponentially when the effective amplitude, a, increases. Hence, increasing the signal level enhances the collective stability at an exponential rate.





Example 4 reveals exponential suppressing the tactic efficiency due to amplifying an external signal since the quantity    I 0  − 2    ( a )  κ   plays the role of the tactic efficiency. Similarly, one can put the general criterion for the collective stability given by Theorem 2 as   κ μ  (  f ˜  )  <  κ * −   . Here, the product   κ μ (  f ˜  )   stands as the modified tactic efficiency. At that,   μ (  f ˜  )   decays exponentially for   a → + ∞   by Lemma 2; thus, exponentially suppressing the tactic efficiency is typical for the stationary signals (59) and even for the traveling waves (39). It is not unexpected, except for the exponential acuity of the effect. Indeed, an intensive external signal is capable of distracting the predators from pursuing the prey. In particular, amplifying the generic stationary signal entails an exponential collective stabilization similar to that demonstrated by Example 4. However, it does not work so straightforwardly for the traveling waves. The matter of fact is that they produce drifting that modifies the value of   κ * −  , while the stationary signals cannot do so.



From Theorem 2, it follows that amplifying the signal-making wave exerts the opposite effects depending on the relation of the wave speed, c, to an independent threshold denoted as   c *  . Namely, for   c >  c *   , amplifying the signal leads to the total destabilization of the short-wavelength modes as described by clause (ii) of the theorem. Compared to the case of homogeneity, this is an utterly destabilizing effect, which sharply contrasts with the case of the stationary signal. For   c <  c *   , amplifying the signal stabilizes the quasi-equilibria in the same way as in the case of the stationary signal in accordance with clause (iii) of Theorem 2. Figure 1 and Figure 2 illustrate the described changes.



Figure 1 illustrates the behavior of neutral surfaces   κ = K (  f ˜  ,  p e  , β , ν , δ )   in    p e  , β , κ  -space for the frozen values of   ν = δ = 1  . At that, the parameters c and a control the signal   f ˜   and the values of them are varying. Since    min β   c *   (  p e  , β , ν , δ )  =   ν δ   = 1  , the inequality   0 < c < 1   entails the inequalities   c <  c *  ∀  β  ,    p e   , and the inequality   c > 1   entails the inequalities   c >  c *    for some   β ,   p e   . The boxes (a) to (d) in Figure 1 show the neutral surfaces for   ν = δ = 1   and several values of c and a. The box (a) corresponds to   a = 0   and shows in fact   κ c  ( 0 )   . We have been discussing this picture in Section 4.2. Now it stands as an etalon. The other pictures show the changes due to increasing the parameter a for   c > 1   and   c < 1   (we have placed the concrete values in the figure caption). At that, the boxes (e) and (f) reflect the relative changes by imaging the value of   K /  κ c  ( 0 )    . Thus the boxes (b) and (e) depict the changes made by increasing the value of a for   c < 1  . We see that the shape of the neutral surface remains qualitatively the same while the threshold values of the tactic efficiency increase about two times at least for every value of the parameters   p e   and  β  in the considered range. The boxes (c) and (f) show the changes made by a moderate increasing the value of a for   c > 1  . The shape of the neutral surface remains qualitatively the same in the considered range of   p e   and  β , though the minimum is visibly less pronounced. At that, the threshold values of the tactic efficiency reduce themselves substantially everywhere and more than twice in some places. Further increasing the value of a for the same c causes dramatic changes in the shape of the neutral surface, as the box (d) tells us. The main difference is that the quantity K is no more definite in sign and takes negative values for every sufficiently large value of the parameter  β . Such a behavior corresponds to the total destabilizing of the shortwave eigenmodes.



Figure 2 illustrates the inverting of effect of the corresponding signal on the stability of quasi-equilibria due to varying the values of c and a for   ν = δ = 1  . In Figure 2, the frame (a) shows what happens to a specific eigenmode for    p e  = β = 2 / 3  . These values deliver the minimum value    κ *  ( 0 )   =  κ *  ( 0 )    ( 1 , 1 )  = 27 / 2   to the threshold    κ c  ( 0 )   =  κ c  ( 0 )    (  p e  , β , 1 , 1 )   . The partition of   c , a  -plane depicted there arises from the inequality   K  (  f ˜  , 2 / 3 , 2 / 3 , 1 , 1 )  >  κ *  ( 0 )    ( 1 , 1 )   . Thus, stabilizing (destabilizing) the considered mode compared to the case of homogeneity takes place in the area where this inequality is true (false). The former (the latter) is in burgundy red (navy blue) color. The red curve indicates the interface of these areas and the black curve corresponds to   c =  c *   ( 2 / 3 , 2 / 3 , 1 , 1 )  =   3 / 2    . Note that the red curve approaches the black one upon increasing the value of a in consistence with the limit behavior of   v e   asserted by Lemma 2.



The frames (b) and (c) in Figure 2 address the collective stability with the use of the quantities    K *   ( a , c , ν , δ )    and    κ *  ( 0 )    ( ν , δ )   , which give the threshold tactic efficiencies for losing the collective stability for   a ≠ 0   and   a = 0  , correspondingly. The frame (c) shows the partition of   c , a  -plane by the inequality    K *   ( a , c , 1 , 1 )  >  κ *  ( 0 )    ( 1 , 1 )   . Enhancing (reducing) the collective stability compared to the case of homogeneity takes place in the area where this inequality holds (fails). The former (the latter) is filled with the orange circles (navy blue diagonal crosses). The red curve indicates the interface of these areas. Note that the interface curve gets to the line   c = 1 =  min β   c *   (  p e  , β , 1 , 1 )    very closely upon increasing the value of a (cf. clause (iii) in Theorem 2).



The frame (b) in Figure 2 shows the values of   max (  K *   ( a , c , 1 , 1 )  /  κ *  ( 0 )    ( 1 , 1 )  , 0 )   vs. a for several values of c. The green, blue, orange and red colors correspond to an increasing tetrad of the values of c in which the first (last) two values are smaller (greater) than   c *   (we have placed the concrete values in the figure caption). The black curve corresponds to   f = 0   and    K *  =  κ *  ( 0 )    . Looking at the blue and green curves, we see that increasing the value a for   c <  c *    makes the threshold of the collective stability greater than in the case of homogeneity perhaps after some reducing. In contrast, two other curves show that increasing the value of a for   c >  c *    decreases the threshold of the collective stability up to the zero. At that, attaining the zero means the total destabilization. Anyway, the changes accelerate themselves very sharply for the greater values of a. This feature reminds us of the exponential asymptote of the quantities  μ  and   v e   for   a → ∞  .




6. Concluding Remarks


The short-wavelength stabilization and destabilization of the quasi-equilibria resemble the effects of high-frequency vibrations widely known in the classical mechanics of particles or the continuous media. The examples are the upside-down pendulum and the counterparts of it emergent from the dynamics of the stratified fluid. The vibrations cause small-scale fluctuations of external force fields, e.g., the gravity. These fluctuations, on average, produce so-called added potential energy, which stands as the conductor of the effect of the vibrations on the large-scale smooth motions. The articles [38,39] provide more details on this issue. The examples we have delivered above show that the small-scale environmental fluctuations exert the effect on the large-scale pattern formation by PKS systems in quite a different way, namely, by producing the drift of species. In particular, the two-leaf foliation of the neutral submanifold is a characteristic consequence of the drift because of breaking the mirror symmetry by it. When the drift arises, the double neutral eigenmode that is due to the mentioned symmetry splits itself into two simple ones which correspond to the lower and upper leaves. As we said in Remark 5, crossing the upper leaf cannot change the stability of the quasi-equilibrium but does change the number of the associated unstable eigenmodes. The bifurcations accompanying this changing can create various regimes, which can suddenly reveal themselves upon the evolution of finite perturbations for    κ c +   μ  − 1   > κ >  κ c −   μ  − 1     (and for   κ >  κ c −   μ  − 1    , of course). These phenomena may become tractable in a two-parametric setting when the parameters, say, c and   κ −    K *    c = 0    , are close to zero.



The large-scale drifting of a substance due to the small-scale fluctuations of the velocity transporting it is known as the Stokes drift. The effect of it on the long-term transport or mixing is the subject of continuing research; see, e.g., the article [40] for the details and references. In contrast, the effects exerted from Stokes’ drift on the stability similar to those reported by the present research are not widely known.
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Appendix A. Derivation of the Asymptotic Approximation


This appendix aims at proving Theorem 1.



Proof of Theorem 1.

We look for an asymptotic expansion of the solution to system (4)–(6) that reads as


   ( u , p , q )  =  ∑  k ≥ 0    ω  − k    (  u k  ,  p k  ,  q k  )   ( x , t , ξ , τ )  ,  ξ = ω x ,  τ = ω t ,  ω → ∞ .  



(A1)







We require all the coefficients of series (A1) to be smooth functions in the coordinates   ξ , τ   on   T 2  .



Assuming that the unknowns are the functions in the variables   x , t , ξ , τ  , the system (4)–(6) takes the following form:


  ω  (  (  ∂ t  + ω  ∂ τ  )  u −  (  ∂ x  + ω  ∂ ξ  )   ( κ q + f )  + ν u )  =  ν 1    (  ∂ x  + ω  ∂ ξ  )  2  u ;  



(A2)






  ω  (  (  ∂ t  + ω  ∂ τ  )  p +  (  ∂ x  + ω  ∂ ξ  )   ( u p )  )  =  ν 2    (  ∂ x  + ω  ∂ ξ  )  2  p ;  



(A3)






   (  ∂ t  + ω  ∂ τ  )  q − q  ( 1 − p − q )  = δ   (  ∂ x  + ω  ∂ ξ  )  2  q .  



(A4)







Replacing the unknowns in the system (A2)–(A4) by the series (A1) and collecting the terms of equal order in  ω  yields a sequence of equations. We will be solving them in sequence.



Collecting the terms of order   ω 2   in Equations (A2)–(A4) leads to the equations


     q 0    ξ ξ   = 0 ;  



(A5)






     u 0   τ  −  ν 1     u 0    ξ ξ   =  f ξ  ;  



(A6)






     p 0   τ  +   (  u 0   p 0  −  ν 2     p 0   ξ  )  ξ  = 0 .  



(A7)







There are no periodic solutions to Equation (A5) except for those independent of  ξ . Hence


   q 0  =  q 0   ( x , t , τ )  .  



(A8)







We have to determine the function (A8) at the subsequent steps.



We define the function   u ˜   as the solution of Equation (A6) on   T 2   that vanishes on average in the sense of definition (7). Such a solution is unique. Since Equation (A6) is exactly the first equation of the system (13), we set    u 0  =  u ¯  +  u ˜   , where    u ¯  =  〈  u 0  〉    remains undefined and enters the homogenized system (15)–(17) as one of the unknowns. Thus, we have justified the leading term in the asymptotic approximation for u given by (11) and (13).



At the moment, we need the following



Lemma A1.

Let   w = w ( ξ , τ )   be a smooth function on   T 2  . Consider the following problem


   ∂  Q τ  + ∂   ( w Q − ϵ  Q ξ  )  ξ  = 0 ,   〈 Q 〉  = 1 ,  ϵ = const > 0 ,   



(A9)







Then there exists a unique solution to the problem (A9) on   T 2  .





We will prove this assertion at the end of this appendix.



We continue constructing the asymptotic expansion. By the above lemma, problem (14) has a unique solution   P = P ( x , t , ξ , τ )  . Hence, every solution to Equation (A7) reads as


   p 0  =  p ¯   ( x , t )  P  ( x , t , ξ , τ )  .  



(A10)







Thus we have got the leading term of asymptotic approximation (12) for the unknown p.



Now let us consider the terms of order  ω . It follows from Equations (A4) and (A8) that


  δ    q 1    ξ ξ   =    q 0   τ  .  



(A11)







Since the function   q 0   does not depend on the variable  ξ , the Equation (A11) has a periodic solution if and only if the function   q 0   does not depend on  τ . Hence    q 0  =  q ¯   ( x , t )    and we get the leading term of asymptotic approximation (10) for the unknown q. Further, every solution to Equation (A11) reads as


   q 1  =  q 1   ( x , t , τ )  .  



(A12)







Functions   q 1   and   q ¯   are still undefined. Note that the existence of a periodic solution to Equation (A11) justifies the error estimate (i.e., O-term) of the asymptotic approximation (10).



Given the equality (A12), collecting the terms of order  ω  in Equations (A2) and (A3) leads to the following equations


     u 1   τ  −  ν 1     u 1    ξ ξ   = 2  ν 1     u 0    x ξ   +   ( κ  q 0  + σ f )  x  − ν  u 0  −    u 0   t  ;  



(A13)






     p 1   τ  +   (  u 0   p 1  −  ν 2     p 1   ξ  )  ξ  = 2  ν 2     p 0    x ξ   −    p 0   t  −   (  u 0   p 0  )  x  −   (  u 1   p 0  )  ξ  ,   ( ξ , τ )  ∈  T 2  .  



(A14)







Averaging Equations (A13) and (A14) while keeping in mind the equality (A10) brings us at Equations (15) and (16). Similarly, proceeding with Equation (A4), we get Equation (17), that completes the homogenized system consisting of Equations (15)–(17). Resolving the homogenized system entails existence of the periodic solutions to Equations (A13) and (A14) and, consequently, justifies O-terms of the asymptotic approximations (11) and (12).  □





Proof of Lemma A1.

Let  H  be the space of the Fourier series in   ξ , τ   with square-summable coefficients and let the notation of   L : H → H   stand for the operator associated with the left-hand side of PDE (A9). We have to prove that


  dim  Ker  L = 1 ,  〈 χ 〉 ≠ 0  ∀  χ ∈ Ker  L \ { 0 } .  



(A15)







Let   L *   denote the operator adjoint to  L  and let   J : H → H   be the action of inversion   ( ξ , τ ) ↦ ( − ξ , − τ )  . Define


    L ˘  *  = J  L *  J  











Then


    L ˘  *  : φ ↦  (  ∂ τ  − ϵ  ∂  ξ ξ   )  φ + w  ∂ ξ  φ .  











Notice that PDE


   (  ∂ τ  − ϵ  ∂  ξ ξ   )  φ + w  ∂ ξ  φ = 0  








obeys the strong maximum and minimum principles (see, e.g., [41,42]). Hence


  Ker    L ˘  *  =  { φ ≡ const }  = Ker   L *  .  











Applying the unilateral strong maximum/minimum principles to PDE


   (  ∂ τ  − ϵ  ∂  ξ ξ   )  φ + w  ∂ ξ  φ = 1  








shows that neither equation     L ˘  *   ψ ˘  = 1   nor equation     L  *  ψ = 1   has a solution belonging to  H . Consequently, the resolvent    (  L *  − λ I )   − 1   ,   λ ∈ C  , has a simple pole at the origin. Since this resolvent is compact, the pair of operators   L *   and  L  obeys Fredhölm’s theorems. Hence   dim  Ker  L = 1  . Furthermore, conjecturing that   〈 χ 〉 = 0   for some   χ ∈ Ker  L \ { 0 }   would imply the existence of solution to equation    L *  ψ = const ≠ 0   but this contradicts to what we have proved above. □






Appendix B. Proofs of Lemmas 1 and 2


This appendix aims at completing the proofs of Lemmas 1 and 2 concerned with the structure of the spectral stability problem.



Proof of Lemma 1.

While beginning the proof in Section 4.3, we have reduced it to the analyticity of the drift operator near the origin. Thus we proceed with this issue. In Section 3, we have defined the drift operator as follows   V  ( f )  :  u ¯  ↦  〈  u ˜  P 〉   . Let   L : H → H   be the operator that we have been defining in the course of proving Lemma A1. Let w be the coefficient of the differential expression which we have been linking to this operator. The kernel of   L *   consists of the identically constant functions for every w. We put   w = σ +  w ˜   , where   σ = const  , and   〈  w ˜  〉 = 0  . Let    Π *   ( σ )    be the spectral projector onto   ker  L *   . Then    Π *   ( σ )  : g ↦  〈 g Q 〉    where Q is the solution to equation   L Q = 0   satisfying the condition   〈 Q 〉 = 1  . Hence, the well-known result in the perturbation theory for the linear operators implies that the operator-valued function    Π *   ( σ )    is analytic in some neighborhood of the origin. Then the mapping   σ ↦  Π *   ( σ )   w ˜    is analytic too. Hence, we arrive at the analyticity of the drift operator since    〈  u ˜  P 〉  =  Π *   (  u ¯  )   u ˜   . □





Proof of Lemma 2.

We proceed with what we have begun in Section 4.3. We have been saying that the lemma follows from the Lemma 1 except for the assertions regarding the limits of the functionals   v e   and  μ  for   a → ∞  . To prove them, let us derive Laplace’s estimates for the exponential integrals denoted as   Γ ±   as they enter the explicit expressions for the residual drift velocity obtained upon considering the Example 1. We have defined these integrals by Formula (30) using also the expressions (24) and (26)–(28). Since we have been restricting ourselves within the class of signals defined by equality (39),    Γ ±  =  Γ ±   ( z )  ,  ± z > 0   where we have to put   z = c /  ν 2    as we consider the residual drift.



Let   c > 0  . Then we have to estimate integral   Γ +   that enters the Formula (37) for the residual drift velocity. We put this integral into a slightly different form that is more convenient for applying the Laplace method, namely,


   1  2 π    ∫  ( 0 , ∞ ) × ( 0 , 2 π )    e  − z σ    e  a S ( η , σ )   d η d σ ,  S  ( η , σ )  = s  ( η )  − s  ( η − σ )  ,  z > 0 .  



(A16)







Here we consider function s as a given one, and we assume that it is   2 π  -periodic, vanishing on average and has no degenerated critical points. The periodicity allows us to reduce the domain of integration of integral (A16) to the following cylinder


  C = { ( η , σ ) ∈ S × ( 0 , 2 π ) } ,  








and we arrive at estimating the following integral


   ∫ C   e  − z σ    e  a S ( η , σ )   d η d σ .  



(A17)







The local maximizers of S on the whole   ( η , σ )  -plain are


   ( η , σ )  ∈  R 2  :   s ′   ( η )  =  s ′   ( η − σ )  = 0 ,   s ″   ( η )   s ″   ( η − σ )  < 0 .  











The last inequality means that no maximizers belong to   ∂ C  . Then the leading term in Laplace’s asymptotic approximation of integral (A17) for   a → ∞   reads as


    2 π  e  a o s c ( s )    a   ∑  ( x , y ) ∈ M     e  − z ( x − y )     −  s ″   ( x )   s ″   ( y )      








where


  o s c  ( s )  =  sup R  s −  inf R  s ,  M =  {  ( x , y )  :  0 < x ≤ 2 π , 0 < x − y < 2 π , o s c  ( s )  = s  ( x )  − s  ( y )  }  .  



(A18)







Coming back to the integral (A16) brings us at the following estimate.


   Γ +   ( z )  ~   e  a o s c ( s )    a ( 1 −  e  − 2 π z   )    ∑  ( x , y ) ∈ M     e  − z ( x − y )     −  s ″   ( x )   s ″   ( y )     ,  a → ∞ ,  z = c /  ν 2  > 0 .  



(A19)







This estimate and expression (37) entail exponential convergence    v e  → c > 0   for   a → ∞  . The exponential decay for the functional  μ  follows from the equality


  μ  (  f ˜  )  =  1   Γ + 2   (  c  ν 2   )     ∫ 0 ∞  R  ( σ )   e  −   c σ   ν 2     σ  d σ =     d  Γ +  − 1    ( z )    d z     z =  c  ν 2     ,  c > 0 ,  



(A20)







Note that these considerations cover the limit of   c → + 0  . Alternatively, one can tackle the case of   c = 0   separately by deriving Laplace’s estimates for the mean values that enter the Formula (61).



The definition of R given by equalities (26) and (27) entails the positiveness of the integrand in the integral (A20). Hence,   μ (  f ˜  ) > 0  . □





Example A1.

Let   s ( η ) = s i n η  . Then   o s c ( s ) = 2  ,   M = { ( π / 2 , − π / 2 ) }  , and estimate (A19) reads as


    Γ +   ( z )  ~    e  2 a    e  − π z     a ( 1 −  e  − 2 π z   )   ,  a → ∞ ,  z = c /  ν 2  > 0 . .   











Differentiating this estimate gives the asymptotic for the value of   μ (  f ˜  )  . The limit of this asymptotic for   c → + 0   is nothing else than the leading term in the asymptotic of the function    I 0  − 2    ( a )   ,   a → ∞  , in consistence with the Example 4.






Appendix C. Linear Stability


This appendix aims at the details of the linear stability analysis for the equilibria and quasi-equilibria.



Appendix C.1. Equilibria


Let us choose an equilibrium out of the family (38) by specifying the value of the family parameter denoted as   p e  . The eigenvalues corresponding to eigenmode (43) having a specific wavenumber  α  are the solutions to the following algebraic equation.


      λ 3  +  (  D 1  +  D 2  +  D 3  )   λ 2  +  (  D 2   D 3  +  D 1   D 3  +  D 1   D 2  )  λ +  D 1   D 2   D 3  + β κ  p e   q e  = 0 ,        D 1  = ν + β  δ 1  ;   D 2  = β  δ 2  ;   D 3  =  q e  + β δ ;  β =  α 2  ,   p e  +  q e  = 1     



(A21)







Given the restrictions (44), all the coefficients of the polynomial on the left-hand side of Equation (A21) are strictly positive. Consequently, the roots of this polynomial are neither positive nor zero. Hence, neither unstable nor neutral eigenmode corresponds to a real eigenvalue.



It follows from the Routh-Hurwitz theorem that the necessary and sufficient condition for belonging all the roots of a polynomial (A21) to the open left half-plane of the complex plane reads as


   (  D 1  +  D 2  +  D 3  )   (  D 2   D 3  +  D 1   D 3  +  D 1   D 2  )  >  D 1   D 2   D 3  + β κ  p e   q e  .  











This inequality allows a more compact form, namely:


   (  D 1  +  D 2  )   (  D 1  +  D 3  )   (  D 2  +  D 3  )  > β κ  p e   q e  .  











Since Equation (A21) is of the third degree, replacing the last inequality by equality is necessary and sufficient for belonging the root of the polynomial (A21) to the imaginary axis, and this root cannot be zero. Given this observation, we find the instability at the magnitude of the tactic efficiency specified by Formulae (45).




Appendix C.2. Quasi-Equilibria


In this subsection, we prove Theorem 2.



Proof of Theorem 2.

Acting the same way as in the case of equilibria, we arrive at the characteristic polynomial that reads as


    λ  3  +  i U + ν +  q e  +  δ q  β    λ  2  +   i U +  q e  +  δ q  β  ν + i U  (  q e  +  δ q  β )   λ + i ν U  (  q e  +  δ q  β )  + β  p e   q e  μ  (  f ˜  )  κ .  











Here   β =  α 2   ,  α  stands for the eigenmode wavenumber,   U = α  v e   ,   v e   stands for the drift velocity determined by equality (33). For the sake of convenience, we write this polynomial in more compact form, namely,


    λ  3  +  i U +  d 1     λ  2  +   d 2  + i U  d 1   λ + i U  d 2  + r  








where


   d 1  = ν +  q e  + δ β ,   d 2  = ν  (  q e  + δ β )  ,  r = β  p e   q e  μ  (  f ˜  )  κ .  











Note that   r > 0  ,    d 1  > 0   and    d 2  > 0   for every admissible set of the problem parameters (The admissibility of the problem parameters presumes the positiveness of the values of  κ , and   μ (  f ˜  ) > 0  ).



We employ the complex-valued version of Hurwitz’s theorem to count the roots belonging to the right complex semi-plane, and it brings us at the chain of the Hankel’s matrix minors that reads as


  1 ,   d 1  ,   d 1    d 2   d 1  − r  ,  r (   ( r −  d 1   d 2  )  2  −   U  2     d 1   2   d 2  ) .  











For this chain, there are four generic distributions of signs of the minors, namely


  + + + + ,  + + + − ,  + + − − ,  + + − + .  











Switching between the diagrams listed here corresponds to crossing certain submanifolds in the space of the problem parameters. These are the graphs of functions   κ =  μ  − 1    (  f ˜  )   κ c  ( j )    (  v e  ,  p e  , β , ν , δ )   ,   j ∈ { + , − , 0 }  , where the function   κ c  ( 0 )    and   κ c  ( ± )    are defined by equalities (47) and (56) correspondingly. Note that    κ c −  <  κ c  ( 0 )   <  κ c +    for every admissible set of the problem parameters provided that    v e  ≠ 0  . If    v e  = 0   then    κ c −  =  κ c  ( 0 )   =  κ c +   . Therefore, when the effective tactic coefficient passes through the values of   κ c −  ,   κ c  ( 0 )   , and   κ c +   in the ascending order, the transitions between the above diagrams go on from left to right, provided that the values of all other parameters stay unaltered. Hence, the number of roots in the right complex semi-plane takes the values of 0,1 and 2 provided that the value of   κ ¯   belongs to intervals   ( 0 ,  κ c −  )  ,   (  κ c −  ,  κ c +  )   and   (  κ c +  , ∞ )   correspondingly. Changing this number is due to changing the sign of the senior minor of Hankel’s matrix. Therefore, crossing the imaginary axis by the root of the characteristic polynomial at some non-zero point happen each time the effective tactic coefficient passes through one of the values of   κ c ±  . Hence, the oscillatory instability occurs at this moment. No changing the number of unstable roots happens upon passing through the value of   κ c  ( 0 )   .



For   κ =  κ c ±    and    v e  > 0   the neutral eigenmode is proportional to


   e  i  β   ( x ±  c *  t )    ,  








and every eigenmode appears together with the complex-conjugated one. For    v e  < 0  , it suffices to substitute   x ±  c *  t   by   x ∓  c *  t  . □





Remark A1.

The inequalities    |  v e  |  >  c *    or    |  v e  |  <  c *    are equivalent to    κ c −  < 0   or    κ c −  > 0  . The negative values of   κ c −   for a specific wavelength exclude the diagram   + + + +  . Hence, the eigenmode with such a wavelength is unstable.
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Figure 1. The boxes (a–d) show the areas of stability and instability in the space of parameters    p e  , β , κ   for    δ ¯  =  ( 1 , 1 , 0 , 0 )    by visualizing the neutral surface   κ =  k j   ,   j = 0 , 1 , 2 , 3  , where    k j  = K  (   f ˜  j  ,  p e  , β , 1 , 1 )  /  κ *  ( 0 )    ( 1 , 1 )   ,   j = 0 , 1 , 2  ,    k 3  = max  ( 0 , K  (   f ˜  3  ,  p e  , β , 1 , 1 )  )   ,     f ˜  m  =  a m  sin  ( ξ −  c m  τ )   ,   m = 0 , 1 , 2 , 3  ,    a 0  =  c 0  = 0  ,    a 1  = 3  ,    a 2  = 2  ,    a 3  = 3.5  ,    c 1  = 0.8  ,    c 2  =  c 3  = 1.2  . Note that    min β   c *   (  p e  , β , 1 , 1 )  = 1  . Hence,    c 1  <  c *    for every   p e   and  β  while    c 2  >  c *    for some   p e   and  β . Additionally, for every box in this figure,    ν 1  =  ν 2  = 1   and   a = A  . Thus, the box (a) corresponds to the case of homogeneity and shows in fact    κ c  ( 0 )    (  p e  , β , 1 , 1 )  /  κ *  ( 0 )    ( 1 , 1 )   . At that,    κ *  ( 0 )    ( 1 , 1 )  =  κ *   ( 1 , 1 , 0 , 0 )  = 27 / 2   and this is the minimum value of    κ c  ( 0 )   =  κ c    |    δ ¯  =  ( 1 , 1 , 0 , 0 )      attained at    p e  = β = 2 / 3  . The boxes (e,f) in the lower row show the graphs of the functions    k  4 , 5   = K  (   f ˜   1 , 2   ,  p e  , β , 1 , 1 )  /  κ c  ( 0 )    (  p e  , β , 1 , 1 )   . 
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Figure 2. The figure depicts how the effect of the external signal turns upside down depending on the speed at which the signal-making wave propagates, c, and the amplitude of this wave, a. For all frames in this figure,    p e  = β = 2 / 3  ,    ν 1  =  ν 2  = 1  , and   a = A  . The frame (a) illustrates the partition of   c , a  -plane arises from the inequality   K  (  f ˜  , 2 / 3 , 2 / 3 , 1 , 1 )  >  κ *  ( 0 )    ( 1 , 1 )   , where    f ˜  = a sin  ( ξ − c τ )   ,    κ *  ( 0 )    ( 1 , 1 )  = 27 / 2   is the minimum value of    κ c  ( 0 )    (  p e  , β , 1 , 1 )    attained at    p e  = β = 2 / 3  . The area where this inequality is true (false) is in burgundy red (navy blue ) color. The curve colored in red indicates the interface of these areas and the black one corresponds to   c =  c *   ( 2 / 3 , 2 / 3 , 1 , 1 )  =   3 / 2    . The frame (c) shows the partition of   c , a  -plane by the inequality    K *   (  f ˜  , 1 , 1 )  >  κ *  ( 0 )    ( 1 , 1 )   . The area where this inequality holds (fails) is filled with the orange circles (navy blue diagonal crosses). The red curve indicates the interface of these areas. The frame (b) shows the values of   max (  K *   (  f j  , 2 / 3 , 2 / 3 , 1 , 1 )  /  κ *  ( 0 )    ( 1 , 1 )  , 0 )   vs. a, where    f j  = a sin  ( ξ −  c j  τ )   ,   j = 1 , 2 , 3 , 4  ,    c 1  = 3 / 5  ,    c 2  = 1  ,    c 3  = 1.1   3 / 2    ,    c 4  = 3 / 2  . The colors of the corresponding curves are green, blue, orange and red. The black curve corresponds to   f = 0  . Note that    c *   ( 2 / 3 , 2 / 3 , 1 , 1 )  =   3 / 2     and    min β   c *   ( β ,  p e  , 1 , 1 )  = 1  . 
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