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Abstract: In this paper, we prove two general convergence theorems with error estimates that give
sufficient conditions to guarantee the local convergence of the Picard iteration in arbitrary normed
fields. Thus, we provide a unified approach for investigating the local convergence of Picard-type
iterative methods for simple and multiple roots of nonlinear equations. As an application, we prove
two new convergence theorems with a priori and a posteriori error estimates about the Super-Halley
method for multiple polynomial zeros.
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1. Introduction and Preliminaries

Let (K, | - |) be a normed field and f: K — K be an arbitrary function. It is well known that one
of the most commonly used tools for finding the zeros of f is the Picard iteration

Xk+1 = Txk, k=0,1,2,..., (1)

where T: D C K — K is some iteration function (see, e.g., Traub [1]). Although the Picard iteration is
an old method, it still draws strong interest as a powerful tool for solving a wide range of mathematical
problems (see e.g., [2-4] and references therein). Nowadays, there are a plethora of convergence results
about the iterative methods of the type (1) but the proofs are often based on Taylor’s expansions or
other methods that require the existence of higher-order derivatives of f and ensure only asymptotic
error constants where available. Moreover, the most of the existing convergence theorems do not
provide exact information about the sets of initial approximations that guarantee the convergence of
the iteration (1) (see e.g., [5-7] and the references therein).

In the last decade, a general convergence theory of the Picard iteration (1) in cone metric spaces
and in n-dimensional vector spaces has been developed by Proinov [8-11]. The main role in this
theory is played by a real-valued function called function of initial conditions of the iteration function
T. Following the ideas of Proinov [11], in this paper we make two contributions. First, in Section 2,
using two different functions of initial conditions we prove two general local convergence theorems
(Theorem 1 and Theorem 2) that provide domains of initial approximations (convergence domains) to
guarantee the convergence of the Picard iteration (1) with a priori and a posteriori error estimates right
from the first step. In this manner, we reduce the convergence analysis of (1) up to studying of some
simple properties of the iteration function T. Second, applying this general approach, in Section 3 we
obtain two new local convergence theorems with error estimates (Theorem 3 and Theorem 4) about the
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Super-Halley method for approximation of polynomial zeros with known multiplicity m. The obtained
theorems are new even in the case of simple zeros (m = 1).

In the remainder of this section, we recall some definitions and theorems of Proinov [9,12] which
are crucial for the proof of the upcoming results.

Furthermore, | always denotes an interval on R containing 0 and we assume that 0% = 1. Also,
we denote by Si(r) the sum of the first k terms of geometric sequence 1,7,7%,- - -, i.e., for all k € N,
we have

Se(r) =1+r+--- 71

In the case k = 0, we set So(r) = 0.

Definition 1 ([9] Definition 2.1). A function ¢: ] C R — Ry is called quasi-homogeneous of degree p > 0
if it is such that p(At) < AP@(t) forall A € [0,1) and t € ].

Recall some simple but useful properties of the quasi-homogeneous functions.

(P1) A function f is quasi-homogeneous of degree p = 0 on some interval | if and only if f is
nondecreasing on J;

(P2) If a function f is quasi-homogeneous of degree p on |, then there exists a nondecreasing function
F: ] — Ry such that f(t) = tPF(t);

(P3) If g and h are quasi-homogeneous of degree p > 0 and g > 0 on J, then g/ is quasi-homogeneous
of degree p+qon J.

Definition 2 ([9] Definition 2.4). A function ¢: | — R is said to be a gauge function of order p > 1 on |
if it satisfies the following conditions:

(i) @ is a quasi-homogeneous function of degree p on J;
(it) () <tforallte].

A gauge function ¢ of order p on | is said to be a strict gauge function if the inequality (ii) holds strictly
whenever t € ]\ {0}.

Definition 3 ([9] Definition 3.1). Let T: D C X — X beamap on an arbitrary set X. A function E: D — R
is said to be a function of initial conditions of T (with gauge function ¢ on an interval ]) if there exists a function
@: ] — ] such that

E(Tx) < ¢(E(x)) forall x € D with Tx € D and E(x) € ].

Definition 4 ([9] Definition 3.2). Let T: D C X — X be a map on an arbitrary set X. Suppose E: D — R
is a function of initial conditions of T (with gauge function on an interval [). Then a point x € D is said to be
an initial point of T if E(x) € ] and all of the iterates T" (x) (n = 0,1, ...) are well defined and belong to D.

The next theorem provides a sufficient condition for initial points.

Proposition 1 ([9] Proposition 4.1). Let T: D C X — X be a map on a set X, and let E: D — R bea
function of initial conditions of T with a gauge function ¢ on |. Suppose that

x €D with E(x)€] implies Tx € D.
Then every point xo € D such that E(xg) € ] is an initial point of T.

Proposition 2 ([12] Lemma 3.6). For every initial point xo € D of T and every k > 0, we have

E(xei1) < @(E(x))  and  E(x) < ¢"(E(xo)).
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In addition, if ¢ is a gauge function of order r > 1, then
E(xe) < E(x) A% and  ¢(E(x;)) <A™,

where A = ¢(E(xg)) and ¢ is a non-negative and nondecreasing function on | such that ¢(t) = t$(t) for all
ter.

2. General Local Convergence Theorems

Let T: D C K — K be an arbitrary iteration function. In this section, we present two general
theorems about the local convergence of the Picard iteration (1). The first one (Theorem 1) is a case
of Theorem 3.1 of Proinov [11] but provides an extra error estimate that ensures the Q-order of
convergence of the Picard iteration (1) (see, e.g., [13]). The second theorem (Theorem 2) is of bit more
practical importance than Theorem 1 since there is less unknown information involved into the initial
conditions and error estimates.

Let f: 2 C K — K be an arbitrary function which has at least one zero in . For two points
x,¢ € K, we define the functions E: K -+ Ry and £: D C K — R by

_ x=¢ _ x=¢
E(x) = 7 and &(x) = o) (2)

where d denotes the distance between ¢ and the nearest zero of f and p(x) is the radius of a disk with
center x that not contains zeros of f. If { is a zero of f and it is unique, then we set E(x) = 0. In this
case, we assume that d = co. Also, we observe that the domain of € is the set

D ={x e K: p(x) > 0}.

We have to note that usually ¢ is a zero of f but we do not assume this in Theorem 1 and Theorem 2.
The following theorem is our first main result.

Theorem 1. Let T: D C K — K be an iteration function, ¢ € Kand E: K — R be defined by (2). Suppose
¢: ] — Ry is a quasi-homogeneous function of degree p > 0 such that for each x € K with E(x) € ],
the following two conditions are satisfied:

(a) x€D
() [Tx—=¢[<¢(E(x))[x—¢]

Also, let xo € K be an initial approximation such that
E(xp) €] and ¢(E(xo)) <1, 3)
then the following statements hold:

(i) The Picard iteration (1) is well defined and converges to ¢ with order r = p + 1.
(ii)  For all k > 0, we have the following error estimates:

k
X1 = E| <A xp =€ and  |xp—&| <A |xg - ¢,

where A = ¢(E(xp)).
(iii)  The Picard iteration (1) converges to ¢ with Q-order v = p + 1 and with the following error estimate:

[Xps1 — | < (R [xp —¢|" forall k>0,

where R is the minimal solution of the equation ¢(t) = 1 in the interval J \ {0}.
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Proof. The claims (i) and (ii) follow from Theorem 3.1 of Proinov [11] in the one dimensional case. So,
it remains to prove the estimate (iii).

By (i) and (ii), for all k > 0 we have x; € U, where U = {x € K : E(x) € J}. Since, ¢ is a
quasi-homogeneous function of degree p > 0, then by (P2) it follows that there exists a nondecreasing
function ®: | — Ry such that ¢(t) = tP ®(t). This together with ¢(R) = 1 implies that ®(R) = 1/R”.
Hence, from conditions (a) and (b), for all x € U we get

Tx— 2] < p(EG) fr — g = 2EO o gt <

Ry ¥~ .

Now, setting x = x; and p = r — 1 in the last inequality, we get the estimate of (iii) which implies that
the Picard iteration (1) converges to ¢ with Q-order r = p + 1 and completes the proof. O

In what follows, for a nondecreasing function 8: | = R, we define the function ¢y: | = R by
p(t) =1 —t(1+pB(t))- )
If the function ¢ is positive, then we can define the function ¢: | — R by
¢(t) = p(t)/p(t). ®)

The second main result of this paper is represented by the following theorem:

Theorem 2. Let T: D C K — K be an iteration function, ¢ € Kand £: D C K — R be defined by (2).
Suppose B: ] — R4 is a nonzero quasi-homogeneous function of degree p > 0 and for each x € K with
&(x) € ], the following two conditions are satisfied:

(a) xe€D;
() |Tx—¢| < B(E(x))[x—E].

Let also, xo € K be an initial guess such that
E(xo) €] and P(E(x0)) < P(E(x0)), (6)

where the function 1 is defined by (4). Then the Picard iteration (1) is well defined and converges to ¢ with the
following error estimates:

X1 — & < O | — €| and |x — &| < 6A%) |xg — ¢| forall k >0, @)

where A = ¢(E(xp)) and 6 = (& (xp)) with ¢ and  defined by (5) and (4), respectively. In addition, if the
second inequality in (0) is strict, then the order of convergence of Picard iteration (1) is at least r = p + 1.

Proof. The initial condition (6) can be written in the form €(xg) € A, where A = {t € J: B(t) < 9 (t)}.
It is not hard to verify that for all t € A, the following inequalities hold (see, e.g., ([11] Lemma 7.3)):

0<y(t)<1l, 0<¢(t)<1 and O0<B(t) <L ®)
According to the first of these inequalities and the fact that p(x) > 0, we get

o(Tx) = p(&(x)) p(x) > 0. ©)
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Indeed, if § € Zisazeroof f: 2 C K — K, then by the triangle inequality, the definition of p(x) and
the condition (b), we obtain

Tx =yl = |x—nl =[x =& = [Tx =& = p(x) = 1+ p(E(x))|x ]
= [1=&(x) (1 +B(E(x)))]p(x) = p(&(x))p(x).

This implies (9) which in turn means that Tx € D. So, dividing both sides of (b) by p(Tx), we reach
the inequality
€(Tx) < ¢(&(x)), (10)

where ¢(t) = t ¢(t) with ¢ defined by (5). Since the inequality (10) implies that £(Tx) € ], then we
have both
TxeD and &(Tx) €] (11)

which according to (a) means that Tx € D. This, together with (10) purports that € is a function of
initial conditions of T with gauge function ¢ on the interval | (see Definition 3).

Now let U be the set U = {x € D: €(x) € A }. Then the condition (6) implies that xg € U. On the
other hand (10) and (11) imply that T(U) C U which means that starting from x, the Picard iteration (1)
is well defined and remains in the set U. The convergence to ¢ follows from the second estimate of (7).
So, it remains to prove the estimates (7). Since xy is an initial point of T with respect to €, and ¢ is a
gauge function of order r = p + 1, then from Proposition 2 it follows that

(x) < A% g(xp),

where A = ¢(&(xp)). From this, taking into account that § is quasi-homogeneous function of degree
p > 0, and that B = ¢ 1, we get

B(E(xk)) < B €(xp)) < APS) B(E(xg)) = AP S (e (x0)) = 01"

From this and condition (b) applied to xj, we obtain the first estimate in (7). From the first estimate in (7)
one can easily obtain the second one which in turn implies the convergence of the Picard iteration (1)
dueto Si(r) >kand0 < HA < 1. O

3. Local Convergence of the Super-Halley Method for Multiple Polynomial Zeros

In 2008, Osada [5] derived a modification of the Chebyshev-Halley family of iterative methods for
computation of multiple zeros of known multiplicity m. The most famous iterative methods, namely
Newton'’s, Halley’s and Chebyshev’s methods for multiple zeros are members of this family. A detailed
local convergence analysis of these illustrious methods applied to multiple polynomial zeros can be
found in the papers [8,14-16]. Another member of the Chebyshev-Halley family that has been rarely
studied is the so called Super-Halley method for multiple zeros, which can be defined by the following
iteration (see, e.g., [17,18] and references therein):

Xk+1 = Sxk, (12)
where the iteration function S: D C K — K is defined by

Sx—{ x_NgX) <m+1—1L(x)> iff1(x) # 0, (13)
x if f/(x)=0
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with N(x) and L(x) defined as follows

N(x) = ;((?) and L(x) = N(x) J;:((;C)) . (14)

It is seen that the domain of the function (13) is the set

D={xeK:f(x)#0=1-L(x) #0}. (15)

In this section, we implement Theorem 1 and Theorem 2 to the Super-Halley method (12) applied
for computation of polynomial zeros of known multiplicity m. Thus, we obtain two new local
convergence theorems (Theorem 3 and Theorem 4) that provide sufficient conditions to guarantee
the cubic convergence of the method (12) right from the first step. A priory and a posteriori error
estimates at any iteration are also provided. The obtained results are new even in the case of simple
zeros. Note that in this case, i.e.,, when m = 1 the Super-Halley method (12) was presented in 1992 by
Hernandez-Verén [19] and later investigated in [20,21], etc.

Before proceeding further, we give two useful technical lemmas.

Lemma 1. Let K be an arbitrary field, and let f € K[x] be polynomial of degree n > 2 which splits over K.
Suppose that 1, . .., Cs are all distinct zeros of f with multiplicities mq, ..., ms (Z;:l m; = n), respectively.

(i) Ifx € Kisnotazeroof f, then foranyi =1,...,s we have

fl(x)  mi+a; e m;
) - xog where a; = (x gl);x_gj.

(i)  If x € K is not a zero of both f and f', then for any i = 1,...,s we have

f'(x) _ (mi+a;)* —m; —b; o ) m;
= , where a; is defined in (i) and b; = (x — &; —_—,
70 = G e (m+a) i def L M
Proof. (i) Using a well known identity (see, e.g., ([15] Lemma 4.2(i))), we obtain
f'(x) = m; m; m;j m; + a; m;
= = + = , where a; = (x—¢;
f(x) ];x—é"j x =G ;‘x—@ x =G 1= Z);x—éj

which proves the first claim.
The second claim follows from (i) and the following identities (see, e.g., ([15] Lemma 4.2(ii))
and ([14] Equation (15))):

f1@)_Fe) )¢
fl) ~ fm) )k

and M mitbi

mj
N LG g

O

Lemma 2. Let x,¢ € Kand &y, ...,Cs € K beall zeros of f which are not equal to G, then forany j =1,...,s
the following inequality holds:
lx—=¢i| > (1-E(x))d, (16)

where E: K — R is defined by (2).
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Proof. Sinced < |¢ — ;| forall j = 1,...,s, then by the triangle inequality in K, we get

lx=¢gjl =16 -&+x—¢l =216 —&l—|x—¢l = (1-E(x))d.
O

3.1. Local Convergence of the First Type

From now on K[x] denotes the ring of polynomials over the normed field K. Let f € K[x] be a
polynomial of degree n > 2. We shall study the convergence of the Super-Halley method (12) with
respect to the function of initial conditions E: K — R, defined by (2).

Onwards, for n > m > 1, we define the real functions g and / by

g(t) = (n—m) (2(”1_”:” + n) £ and n(p) = 20 Foamtam) g

Obviously, the function g is positive and quasi-homogeneous of second degree on the interval [0,1)
and the function & is decreasing and positive on the interval [0, 7), where

- m/n if n>2m, (18)
| m/(m+/mn—m)) if n<2m
Hence, we can define the function ¢: [0, T) — R4 by
_ _ 2
g(t) (n—m)(n+4 (n—2m)t)t (19)

PO = t) = 20m — nt) (@ — ) 2 —2mt + )

Note that the function ¢ is quasi-homogeneous of second degree on the interval [0, T) owing to the
properties (P1) and (P3).

The next lemma shows that the function ¢ defined by (19) satisfies the conditions (a) and (b) of
Theorem 1 with the Super-Halley iteration function and the function E defined by (2).

Lemma 3. Let f € K]x] be a polynomial of degree n > 2 which splits over K, and let { € K be a zero of f with
multiplicity m. Let x € K be such that
E(x) < T, (20)

where the function E is defined by (2) and T is the number (18). Then:

(i) x belongs to the set D defined by (15).
(i) |Sx —¢&| < ¢(E(x)) |x — & |, where the function ¢ is defined by (19).

Proof. Let x € K satisfy (20). If m = n or x = ¢, then Sx = ¢ and the statements of the lemma hold.
Let m <n and x # ¢. Let also §y,...,Cs be all distinct zeros of f with respective multiplicities
my, ..., ms and the quantities a; and b; be defined as in Lemma 1. Put § = §;, m = m;, a = a;and b = b;
forsomel <i <s.

(i) According to (15), we have to prove that f’(x) # 0 implies 1 — L(x) # 0, where L(x) is defined
by (14). From E(x) < T < 1 and Lemma 2, we get

X =&l > (1-E(x)d >0 (21)
for each j # i which means that f(x) # 0. Then, from (14) and Lemma 1 (i), we get

1 fllx) m+a where 4 — (1 — m;
N(x) f(x) x-¢&’ h a=(x g)];;x—g]"

(22)
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Now, from the triangle inequality and (21), we obtain the following estimate:

[ — Cl m)E(x)
< .
o< 2 D < AR B 1B @
From this, using the triangle inequality and E(x) < T < m/n, we get
|m+a|2m—|a|2m—<n_m)E(x):m_nE(x)>O. (24)

1—E(x) 1—E(x)

Hence, m + a # 0 which implies f'(x) # 0. Then, from Lemma 1 (ii), we have

f”(x)_(m+”)27mib,where b=(x-¢)?Y). -

fi(x) — (x=2&)(m+a) o [CErhEE (25)

Now, from (14), (22) and (25), we obtain

N(x )f”(x) - (m+a?—-m—-b _ m+b

P =N ) T T T e T e

Further, by means of the triangle inequality, (21) and E(x) < T, we reach the estimates (see e.g., ([14]

Equation (11)))

(n —m)E(x)?
(1-E(x))?

The last estimate implies that |1 — L(x)| > 0 and so x € D.
(if) From the definition of the Super-Halley iteration function (13), (22) and (25), we easily get

B ¢ (m +a)? B
Sx — &= x—«j—(m_'_a)<m+m+b> =0o(x—¢),

|b] < and |m+0b|>m—|b] > > 0. (26)

x
2(m —nE(x)) (1 —E(x))

where
2m? + mb + 2ma + a? 2ab + mb — a2
2(m+a)(m+Db) 2(m+a)(m+Db)

Hence, to complete the proof it is sufficient to estimate || from above. With this aim, using the
estimates (23), (24) and (26), we get

2(n—m)E(x) (n —m)E(x)? n m(n —m)E(x)? N (n —m)2E(x)?
o] 2la| [b] + m[b] +]a® _  1-E(x) (1-E(x)) (1-E(x))? (1-E(x))?
- 2lm+al||m+b] m —nE(x) h(E(x))
1—E(x) 2(m—nE(x))(1—E(x))

- = ¢(E(x)). (28)

This completes the proof of the lemma. [

The following theorem is the first convergence result about the Super-Halley method (12).

Theorem 3. Let f € K[z] be a polynomial of degree n > 2 which splits over K, and let { € K be a zero of f
with multiplicity m. Suppose xg € K" is an initial approximation satisfying

2m
n+m+/3n—m)n+m)’

E(xp) < R = (29)




Mathematics 2020, 8, 1599 9of 11

where the function E is defined by (2). Then the Super-Halley iteration (12) is well defined and converges
cubically to ¢ with the following error estimates for all k > 0:

k k_
e — €l < A% | — & and  |x— ¢l < ATV 2 x — g, (30)

where A = ¢(E(xq)) and the function ¢ is defined by (19). Besides, the iteration (12) converges Q-cubically to
¢ with the following error estimate
1 3
[xe1 — ¢ < Wpck—ﬂ forall k> 0. (31)
Proof. Itis easy to verify that R < 7, where 7 is defined by (18) and ¢(t) < 1 for all t € [0, R). Hence,
the initial condition (29) is equivalent to (3) with | = [0, T) and ¢ defined by (19). Therefore, the proof
follows from Lemma 3 and Theorem 1. [

Remark 1. It is interesting to note that in the case n > 2m, Theorem 3 gives larger convergence domain and
better error estimates for the Super-Halley method (12) than Theorem 4.5 of [15] for the Halley’s method.

3.2. Local Convergence of the Second Type

Here, we study the convergence of the Super-Halley method (12) with respect to the function of
initial conditions £: D C K — R, defined by (2).
For n > m > 1, we define the real function $: [0, /m/(n —m)) — R, by

 (n—m)(n+2(n—m)t)t?
PO = 2ot = m — (=)

(32)

Apparently, B is a quasi-homogeneous function of second degree on [0, \/m/(n — m)).
The role played by the following lemma is the same as the one of Lemma 3.

Lemma 4. Let f € K[x] be a polynomial of degree n > 2 which splits over K, and let ¢ € K be a zero of f with

multiplicity m. Let x € K be such that
E(x) <y/m/(n—m), (33)

where the function & is defined by (2). Then:

(i)  x € D, where D is the set (15).
(i) |Sx —¢&| < B(E(x)) |x — |, where the function B is defined by (32).

Proof. The proof is the same as those of Lemma 3. One just should use the estimate |x — &;| > p(x) >0
instead of (21). O

Now we can state the second main result of this section.

Theorem 4. Let f € K]x] be a polynomial of degree n > 2 which splits over K, and let ¢ € K be a zero of f
with multiplicity m. Suppose an element xo € K satisfies the following initial conditions

E(xp) < y/m/(n—m) and PB(E(xp)) < P(E(xp)), (34)

where the function & is defined by (2) and the real functions B and  are defined by (32) and (4), respectively.
Then the Super-Halley iteration (12) is well defined and converges to ¢ with error estimates

|xe1 — G| < 23" |xx — & and |x —&| < kA -1)/2 |xo — ¢| forall k>0, (35)
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where 6 = P(&(xg)) and A = B(E(x0))/P(E(xo)). In addition, if the second inequality in (34) is strict,
then the iteration (12) converges at least cubically to ¢.

Proof. The proof follows immediately from Lemma 4 and Theorem 2. [

4. Conclusions

Two general theorems (Theorem 1 and Theorem 2) that give an easy algorithm for investigating
the local convergence of Picard-type iterative processes in arbitrary normed fields are proven in
this paper. Any of the presented theorems is supplied with a priori and a posteriori error estimates.
Moreover, the initial conditions of Theorem 1 guarantee the Q-order convergence of the Picard iteration
right from the first step. Furthermore, the presented general theorems are applied to study the local
convergence of the Super-Halley method for multiple polynomial zeros. Thus, two types of local
convergence theorems (Theorem 3 and Theorem 4) with error estimates for this method are proven.
The obtained theorems are new even in the case of simple zeros.

Finally, the ideas of this paper can be further developed to obtain general convergence
theorems with computationally verifiable initial conditions and error estimates that are of significant
practical importance.
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