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Abstract

:

An infinite-bound stabilization of a system modeled as singularly perturbed bilinear systems is examined. First, we present a Lyapunov equation approach for the stabilization of singularly perturbed bilinear systems for all ε∈(0, ∞). The method is based on the Lyapunov stability theorem. The state feedback constant gain can be determined from the admissible region of the convex polygon. Secondly, we extend this technique to study the observer and observer-based controller of singularly perturbed bilinear systems for all ε∈(0, ∞). Concerning this problem, there are two different methods to design the observer and observer-based controller: one is that the estimator gain can be calculated with known bounded input, the other is that the input gain can be calculated with known observer gain. The main advantage of this approach is that we can preserve the characteristic of the composite controller, i.e., the whole dimensional process can be separated into two subsystems. Moreover, the presented stabilization design ensures the stability for all ε∈(0, ∞). A numeral example is given to compare the new ε-bound with that of previous literature.
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1. Introduction


As is well known, a large class of physical systems in biology, engineering, ecology, socio-economics, nuclear, thermal, and chemical processes can be properly described by bilinear models [1,2,3,4]. The above-mentioned systems are usually described by higher-order dimensional types. Due to the high-order dimensions of these factories, a large amount of computer memory and considerable operating time are required to process such a large-scale system. The singular perturbation method [5,6,7,8,9,10,11,12,13,14,15,16] is very useful for solving the problems of high dimensionality and stiffness when dealing with large-scale systems. Although the singularly perturbed systems have so many applications and combinations with other methodologies, apparently many basic issues remain to further address. Especially, stability analysis and controller design are fundamental issues for singularly perturbed systems. It is well known that stabilizing the slow and fast subsystems will not guarantee the stability of the resulting closed-loop system for all singular parameters. Therefore, it is of great importance to find the singular parameter bound for the stability of reduced and closed-loop systems. Many papers have tried various ways to calculate the bound, but only sufficiently small bound for ε are available and some of them are rather conservative. The controller design of this type of model is costly to implement, and sometimes even impossible to implement.



However, thus far, there are few literatures on the stabilization of singularly perturbed bilinear systems [17,18,19,20]. Literature [17] uses Lyapunov’s theory to study the stabilization of singularly perturbed strictly bilinear systems. Asamoah and Jamshidi [18] extended the results of [19] to singularly perturbed bilinear systems, but some of the results in [17] were proven wrong by [19]. These papers [17,18,19] only guarantee the stability for ε∈(0, 1). The above results [17,18,19] seem to be limited to continuous time. For discrete system, Ref. [20] presented two kinds of robust controllers for stabilizing singularly perturbed discrete bilinear systems. That is, all stable solutions can be implemented under the assumption that all states are available for measurement. This assumption is usually not true in practice, that is, the state of the system may not be able to achieve state feedback. Therefore, it is usually necessary to design an observer and a controller, which leads to the asymptotic stability of a given equilibrium point [21].



In this paper, an infinite ε-bound stabilization of a system modeled as singularly perturbed bilinear systems is examined. First, we present a Lyapunov equation for the stabilization of singularly perturbed bilinear systems for all ε∈(0, ∞). The method is based on the Lyapunov stability theorem. The state feedback constant gain can be determined from the admissible region of the convex polygon. Second, we extend this technique to study the observer and observer-based controller of singularly perturbed bilinear systems for all ε∈(0, ∞). Where two different methods are proposed to design the observer and observer-based control gains, one is the estimator’s gain can be calculated with known bounded input, and the other is the state feedback gain can be calculated with known observer’s gain. The main advantage of the developed schemes is that the whole dimensional design can be directly separated into two lower dimensions without the decomposition and composition of the slow and fast subsystems. Moreover, the presented design insures the stability for all ε∈(0, ∞). We show by example that the new ε-bound can yield the maximum robust stability bound than that of the result [18].



The following notations will be used throughout the paper: the identity matrix with dimension n is denoted by In, λ(A) stands for the eigenvalues of matrix A,   ∥ A ∥   denotes the norm of matrix A, i.e.,   ∥ A ∥ = M a x   [ λ  (   A T  A  )  ]   1 / 2    .




2. Problem Formulation and Design Procedure


Consider the linear time-invariant singularly perturbed bilinear system


   [        x ˙  1   ( t )        ε   x ˙  2   ( t )       ]  =  [       A  11        A  12          A  21        A  22        ]   [       x 1   ( t )         x 2   ( t )       ]  +  [       N  11        N  12          N  21        N  22        ]   [       x 1   ( t )         x 2   ( t )       ]  u  ( t )  +  [       B 1         B 2       ]  u  ( t )   










  y  ( t )  =  C 1   x 1   ( t )  +  C 2   x 2   ( t )   



(1)




where    x 1  ∈  R   n 1     ,    x 2  ∈  R   n 2     , n(= n1 + n2) is the order of the whole system, u ∈R is the control,   y ∈  R m    is the output and the matrices    A  i j    ,    N  i j    ,    B i    and    C i    are constant matrices with appropriate dimensions for i, j = 1, 2, and ε is the singular perturbation parameter.



2.1. Nonlinear State Feedback


First, the main objective of this subsection is to design a nonlinear state feedback controller for the given system (1) to be stable with ε∈(0, ∞). Here, we will apply a control of the form


  u  ( t )  = −    k 1   D 1   x 1      1 +  x 1 T   D 1 T   D 1   x 1      −    k 2   D 2   x 2      1 +  x 2 T   D 2 T   D 2   x 2       



(2)




to stabilize the system (1), where    D i  ∈  R  1 ×  n i      can be arbitrarily designed, and    K i    are constants. To investigate the stability of system (1), we choose the Lyapunov function candidate as


  V  (   x 1  ,    x 2   )  =  x 1 T   P 1   x 1  + ε  x 2 T   P 2   x 2   



(3)




where    P i  ∈  R   n i  ×  n i      are unique real symmetric positive-definite matrices satisfying the Lyapunov equations,


   A  i i  T   P i  +  P i   A  i i   = − 2  I   n i     



(4)




for i = 1, 2, and    A  i i     are assumed to be stable.



Remark 1.

The system’s input can be deterministic signals with unknown upper bounds, i.e.,  u  ( t )  ∈ Ω  and  Ω ≜  {  u  ( t )  |  |  u  ( t )   |  ≤  |   k 1   |  +  |   k 2   |   }   .



Substitution of (2) into (1) yields an alternative form


    [        x ˙  1          x ˙  2       ]  =  [        A ¯   11         A ¯   12           A ¯   21         A ¯   22        ]   [       x 1   ( t )         x 2   ( t )       ]    



(5)




where


      A ¯    i i   =  A  i i   −  k i   N  i i   sin  θ i  −  k j   N  i i   sin  θ j  −  k i   B i   D i  cos  θ i    










      A ¯    i j   =  A  i j   −  k i   N  i j   sin  θ i  −  k j   N  i j   sin  θ j  −  k j   B i   D j  cos  θ j    










    sin  θ i  =    x i T   D i T      1 +  x i T   D i T   D i   x i      ,   · cos  θ i  =  1    1 +  x i T   D i T   D i   x i         and    −  90 °  ≤  θ i  ≤  90 °    for   i = 1 ,   2 .    








Before deriving the main result, one preliminary lemma is reviewed firstly.





Lemma 1 ([22]).

For any matrices X and Y with appropriate dimensions, we have


    X T  Y +  Y T  X ≤ γ  X T  X +  Y T  Y   



(6)




for any constant γ >0.





Theorem 1.

Consider the singularly perturbed bilinear system (1) and assume that Aii is Hurwitz and  ∥  P i   A  i j    A  i j  T   P i  ∥ < 1  , if   k 1   and   k 2   are selected inside the region of the convex polygon as shown in Figure 1, the nonlinear state feedback controller (2) stabilizes the system (1) in the entire state space for all ε∈(0, ∞), where the four intersections of convex polygon with   k 1   –axis and with   k 2   –axis are described follows,


     k ¯   1  =  (  1 − ∥  P 1   A  12    A  12  T   P 1  ∥  )  /  (  2 ∥  N  11  T   P 1  ∥ + 2 ∥  D 1 T   B 1 T   P 1  ∥ + ∥  P 1   N  12    N  12  T   P 1  ∥ + 2  )   










    k ^  1  =  (  1 − ∥  P 2   A  21    A  21  T   P 2  ∥  )  /  (  2 ∥  N  22  T   P 2  ∥ + ∥  P 2   N  21    N  21  T   P 2  ∥ + ∥  P 2   B 2   D 1   D 1 T   B 2 T   P 2  ∥ + 1  )   










     k ¯   2  =  (  1 − ∥  P 1   A  12    A  12  T   P 1  ∥  )  /  (  2 ∥  N  11  T   P 1  ∥ + ∥  P 1   N  12    N  12  T   P 1  ∥ + ∥  P 1   B 1   D 2   D 2 T   B 1 T   P 1  ∥ + 1  )   










    k ^  2  =  (  1 − ∥  P 2   A  21    A  21  T   P 2  ∥  )  /  (  2 ∥  N  22  T   P 2  ∥ + 2 ∥  D 2 T   B 2 T   P 2  ∥ + ∥  P 2   N  21    N  21  T   P 2  ∥ + 2  )   



(7)









Proof. 

From (3), (5) and Lemma 1, the Lyapunov function’s derivative becomes


    V ˙  =   x ˙  1 T   P 1   x 1  +  x 1 T   P 1    x ˙  1  + ε   x ˙  2 T   P 2   x 2  + ε  x 2 T   P 2    x ˙  2     =   ∑   i = 1  2  [    (    A ¯    i i    x i  +    A ¯    i j    x j  )  T   P i   x i  +  x i T   P i   (     A ¯    i i    x i  +    A ¯    i j    x j   )   ]   ( for   j = 1 , 2 ,   and   j ≠ i )    =   ∑   i = 1  2  [ 2  x i T   (   A  i i  T   P i  −  k i   N  i i  T   P i  sin  θ i  −  k j   N  i i  T   P i  sin  θ j  −  k i   D i T   B i T   P i  cos  θ i   )   x i     + 2  x j T   (   A  i j  T   P i  −  k i   N  i j  T   P i  sin  θ i  −  k j   N  i j  T  sin  θ j  −  k j   D j T   B i T   P i  cos  θ j   )   x i  ]    ≤   ∑   i = 1  2   x i T  [ − 1 + ∥  P i   A  i j    A  i j  T   P i  ∥ +  |   k i   |   (  2 ∥  N  i i  T   P i  ∥ + 2 ∥  C i T   B i T   P i  ∥ + ∥  P i   N  i j    N  i j  T   P i  ∥ + 2  )     +  |   k j   |   (  2 ∥  N  i i  T   P i  ∥ + ∥  P i   B i   D j   D j T   B i T   P i  ∥ + ∥  P i   N  i j    N  i j  T   P i  ∥ + 1  )  ]  x i    








It is easily verified that the following inequality holds such that    V ˙  < 0  


   − 1 + ∥  P i   A  i j    A  i j  T   P i  ∥ +  |   k i   |   (  2 ∥  N  i i  T   P i  ∥ + 2 ∥  D i T   B i T   P i  ∥ + ∥  P i   N  i j    N  i j  T   P i  ∥ + 2  )     +  |   k j   |   (  2 ∥  N  i i  T   P i  ∥ + ∥  P i   B i   D j   D j T   B i T   P i  ∥ + ∥  P i   N  i j    N  i j  T   P i  ∥ + 1  )  < 0   



(8)




From the above inequality (8), the eight pinnacles on the coordinate axes of    k 1  −  k 2    plane form a convex polygon as shown in Figure 1. Hence, the controller (2), whose gains are selected inside the admissible region of Figure 1, can stabilize the system (1) for all ε∈(0, ∞). □





Remark 2.

Singular perturbation technique is usually a method to deal with two-time-scale systems, where the analysis of the whole system can be split, for “small” values of ε (or the limit   ε → 0   ), into the analysis of two separate systems presented in the slow and fast time scales. One tries to design a controller for the whole system working on reduced order control problems for the two limit systems. In this paper, we do not utilize the time-scale properties of the system and this is another reason why asymptotic stability is guaranteed also for “large” ε, though the two-time-scale structure of the system may be destroyed. In fact, no information is given to determine whether or not the two-time-scale separation is preserved in the closed-loop case as ε approaches the maximum upper bound ε*. Note that we seek the maximum upper bound ε* for the closed-loop system to retain stable, the value of ε* with which we end up might turn out to be not so small (sometimes even infinite) [23]. As such, the calculation of ε* serves only one purpose, namely it guarantees that the system (1) is well behaved in the generalized stability sense for all ε∈(0, ε*).





Remark 3.

The hypotheses employed by Theorem 1, i.e., asymptotic stability of matrices    A  11      a n d     A  22     , and inequalities   ∥  P 1   A  12    A  12  T   P 1  ∥ < 1 ,   ∥  P 2   A  21    A  21  T   P 2  ∥ < 1   , guarantee that the open-loop system is asymptotically stable for any value of ε∈(0,∞). One can notice that the polygon of admissible gains given in Theorem 1 includes the origin of the    k 1  −  k 2    plane. One query may raise. What is the reason to apply a closed-loop control to stabilize a stable system (1)? There is at least a main reason to show the necessity of the feedback control: It is well known that an open-loop system is sensitive for some parameter variations or external input disturbances. In other words, if u(t) = 0, the bilinear system becomes an open-loop linear system, which may be unstable easily under some external disturbances. But by the given nonlinear feedback control (2), the robust stability of the system will increase [2].





Remark 4.

There have been some papers as well [24,25,26] discussing the stabilization problem of the bilinear system with the open-loop stable system.






2.2. Observer and Observer-Based State Feedback


Furthermore, the objective of the subsection is to design a full state observer and observer-based feedback for the given system (1) to be stable with ε∈(0, ∞). Now, it is required to construct an observer dynamical equation for the system (1) as below:


      x ^  ˙   1  =  A  11     x ^  1  +  A  12     x ^  2  +  N  11     x ^  1  u +  N  12     x ^  2  u +  B 1  u +  L 1   (  y −  C 1    x ^  1  −  C 2    x ^  2   )   










  ε     x ^  ˙   2  =  A  21     x ^  1  +  A  22     x ^  2  +  N  21     x ^  1  u +  N  22     x ^  2  u +  B 2  u +  L 2   (  y −  C 1    x ^  1  −  C 2    x ^  2   )   



(9)




where     x ^  1  ∈  R   n 1    ,     x ^  2  ∈  R   n 2      are the observer states, and    L 1  ∈  R   n 1  × q     and    L 2  ∈  R   n 2  × q     are suitable observing gain matrices that will be designed so as to ensure the estimated state     x ^  1  →  x 1    and     x ^  2  →  x 2    as   t → ∞  . It should also be added that the pair    (   A i  ,  C i   )    is detectable.



Here, we will apply an observer-based feedback of the form


   u  ( t )  = −    k 1   D 1    x ^  1      1 +   x ^  1 T   D 1 T   C 1    x ^  1      −    k 2   D 2    x ^  2      1 +   x ^  2 T   D 2 T   D 2    x ^  2         = −  k 1  sin   θ ^  1  −  k 2  sin   θ ^  2     = −  k 1  cos   θ ^  1   D 1    x ^  1  −  k 2  cos   θ ^  2   D 2    x ^  2    



(10)




to stabilize the system (1), where    D i  ∈  R  1 ×  n i      can be arbitrarily designed,    k i    is constants,   sin   θ ^  i  =     x ^  i T   D i T      1 +   x ^  i T   D i T   D i    x ^  i      ,     cos   θ ^  i  =  1    1 +   x ^  i T   D i T   D i    x ^  i        and   −  90 °  ≤   θ ^  i  ≤  90 °    for i = 1, 2.



Hence, we obtain the state and error    (   e 1  =  x 1  −   x ^  1     and     e 2  =  x 2  −   x ^  2   )    equations which can be written as follows,


   [        x ˙  1        ε   x ˙  2       ]  =   A ^   11    [       x 1         x 2       ]  +   A ^   12    [       e 1         e 2       ]   










   [        e ˙  1        ε   e ˙  2       ]  =   A ^   21    [       x 1         x 2       ]  +   A ^   22    [       e 1         e 2       ]   



(11)




where


     A ^   11   =  [         A ¯    11          A ¯    12            A ¯    21          A ¯    11        ]    ,     A ^   12   =  [       k 1   B 1   D 1  cos   θ ^  1       k 2   B 1   D 2  cos   θ ^  2         k 1   B 2   D 1  cos   θ ^  1       k 2   B 2   D 2  cos   θ ^  2       ]    ,     A ^   21   = 0     and     A ^   22   =  [        A ˜   11         A ˜   12           A ˜   21         A ˜   22        ]  ,   








in which     A ˜   i i   =   A ¯   i i   −  k i   N  i i   sin   θ ^  i  −  k j   N  i i   sin   θ ^  j   ,     A ˜   i j   =   A ¯   i j   −  k i   N  i j   sin   θ ^  i  −  k j   N  i j   sin   θ ^  j   , and     A ¯   i i   =  A  i i   −  L i   C i  ,     A ¯   i j   =  A  i j   −  L i   C j    for   i , j = 1 , 2 , i ≠ j .  



For the stability of the system (11), the eigenvalues of     A ^   11      and      A ^   22     are designed within the unit circle, i.e.,    |  λ  (    A ^   11    )   |  < 1   and    |  λ  (    A ^   22    )   |  < 1  . The objective is to find the suitable estimator matrices    L 1    and    L 2    such that the estimated error approaches zero. This means that the estimated state     x ^  1    and     x ^  2    can approach the real state    x 1    and    x 2    for all ε∈(0, ∞), respectively.



In order to prove the stability of the error Equation (11), the Lyapunov function candidate is given by


  V  (   e 1  ,  e 2   )  =  e 1 T   P  o 1    e 1  + ε  e 2 T   P  o 2    e 2   



(12)




where    P  o i   ∈  R   n i  ×  n i      are unique real symmetric positive-definite matrices satisfying the Lyapunov equations,


    A ¯   i i  T   P  o i   +  P  o i     A ¯   i i   = − 2  I   n i     



(13)




for i = 1, 2, and     A ¯   i i     are assumed to be stable.



Theorem 2.

For the singularly perturbed bilinear systems (1) with observer-based controller (10), in which    k 1    and    k 2    can be calculated from Theorem 1. If there exist    L 1    and    L 2    such that


   ∥  P  o i     A ¯   i j     A ¯   i j  T   P  o i   ∥ < 1 −  (  2 ∥  N  i i  T   P  o i   ∥ + ∥  P  o i    N  i j    N  i j  T   P  o i   ∥ + 1  )   (   |   k 1   |  +  |   k 2   |   )    



(14)









Then the system (11) is asymptotically stable for all ε∈(0, ∞).



Proof. 

The proof can be divided into two parts:




	(i)

	
The stability of the system’s state Equation (11).



In fact, this result is the same as Theorem 1, i.e., if    x 1  ∈  R   n 1      are selected inside the region of the convex polygon as shown in Figure 1, then     A ^   11     can be guaranteed to be stable.




	(ii)

	
The stability of the error Equation (11).









From (11), (12) and Lemma 1, the Lyapunov function’s derivative becomes


    V ˙   (   e 1  ,  e 2   )  =   e ˙  1 T   P  o i    e 1  +  e 1 T   P  o i     e ˙  1  + ε   e ˙  2 T   P  o i    e 2  + ε  e 2 T   P  o i     e ˙  2     =   ∑   i = 1  2  [  (    A ˜   i i    e i  +   A ˜   i j    e j   ) T   P  o i    e i  +  e i T   P  o i    (    A ˜   i i    e i  +   A ˜   i j    e j   )   ]     (   for    j = 1 , 2 ,    and    j ≠ i  )     =   ∑   i = 1  2  [ 2  e i T  (   A ¯   i i  T   P  o i   −  k i   N  i i  T   P  o i   sin   θ ^  i  −  k j   N  i i  T   P  o i   sin   θ ^  j  )  e i     + 2  e j T   (    A ¯   i j  T  −  k i   N  i j  T   P  o i   sin   θ ^  i  −  k j   N  i j  T   P  o i   sin   θ ^  j   )   e i  ]    ≤   ∑   i = 1  2   e i T  [ − 1 + ∥  P  o i     A ¯   i j     A ¯   i j  T   P  o i   ∥ +  (   |   k i   |  +  |   k j   |   )   (  2 ∥  N  i i  T   P  o i   ∥ + ∥  P i   N  i j    N  i j  T   P i  ∥ + 1  )  ]  e i    











It is easily verified that the following inequality holds such that    V ˙   (   e 1  ,  e 2   )  < 0  


  ∥  P  o i     A ¯   i j     A ¯   i j  T   P  o i   ∥ < 1 −  (   |   k i   |  +  |   k j   |   )   (  2 ∥  N  i i  T   P  o i   ∥ + ∥  P i   N  i j    N  i j  T   P i  ∥ + 1  )   



(15)







Hence, as    k 1    and    k 2    are to be calculated from Theorem 1, and matrices    L 1    and    L 2    can be chosen to satisfy the above inequality, then the state and error system (11) are both asymptotically stable for all ε∈(0, ∞). □





Remark 5.

It should be noted that in Theorem 2, the values   |   k 1   |  +  |   k 2   |   will affect the choices of   L 1   and   L 2   . In other words, the larger    |   k 1   |  +  |   k 2   |   is, the more negative      A ¯   i i     should be, and the smaller   ∥  P  o i     A ¯   i j     A ¯   i j  T   P  o i   ∥   should be.





Remark 6.

There has been some literature [27,28,29,30] discussing only the observer problem of the bilinear systems with bounded input, while the observer-based controller design can be developed as well in this paper.





The controller and observer can be designed in sequence in Theorem 2, but, we do not guarantee there exists    L 1    and    L 2    such that inequality (14) holds. In the following theorem, we change the sequence of design. In other words, first, matrices    L 1    and    L 2    can be arbitrarily designed such that     A ¯   11     and     A ¯   22     are both stable; second, the range of values    k 1     and     k 2    can be determined by means of matrices    L 1    and    L 2    in Theorem 3.



Theorem 3.

For the singularly perturbed bilinear systems (1) with observer-based feedback (10), where   L i   is designed such that      A ¯   i i     is stable. If     k 1    a n d    k 2    are selected inside the region of the convex polygon as shown in Figure 2, then the observer-based feedback (10) stabilizes the system (1) in the entire state space for all ε∈(0,∞), where the six intersections of convex polygon with k1–axis and with k2–axis are described as Equation (7), and


   k ¯  =  m i n  (   k ¯  1  ,   k ¯  2  )  



(16)




in which


     k ¯  1  =  (  1 − ∥  P  o 1     A ¯   12     A ¯   12  T   P  o 1   ∥  )  /  (  2 ∥  N  11  T   P  o 1   ∥ + ∥  P  o 1    N  12    N  12  T   P  o 1   ∥ + 1  )       k ¯  2  =  (  1 − ∥  P  o 2     A ¯   21     A ¯   21  T   P  o 2   ∥  )  /  (  2 ∥  N  22  T   P  o 2   ∥ + ∥  P  o 2    N  21    N  21  T   P  o 2   ∥ + 1  )    













Proof. 

The proof can be also divided into two parts:




	(i)

	
The stability of the system’s state Equation (11).



In fact, the inequalities (16) can be obtained from Theorem 1. The results guarantee that     A ^   11     is stable.




	(ii)

	
The stability of the error Equation (11).









After some mathematical manipulations from inequality (14), it is clear that     A ^   22     is stable if inequality (16) holds. □





Remark 7.

For the structures of the observer (9) and observer-based feedback (10), there are two different procedures to find the parameter matrix   L i   and constant gain     k i   . In Theorem 2, we can first design the feedback gain    k i    according to Theorem 1, then the    L i    can be calculated by means of inequality (14), but we cannot guarantee there exists     L i    such that inequality (14) holds. On the contrary, in Theorem 3, the parameter matrix     L i    can be designed such that     A ¯   i i     is stable, then the feedback gain    k i    can be determined; hence, it is clear that the controller and observer are both compatible in Theorem 3.







3. Example


Consider a fourth-order singularly perturbed bilinear system:


   [        x ˙  1   ( 1 )     ( t )          x ˙  1   ( 2 )     ( t )        ε   x ˙  2   ( 1 )     ( t )        ε   x ˙  2   ( 2 )     ( t )       ]  =  [      − 1    0    0.2     0.1       − 0.5     − 1.5     0.3    0     0    0.2     − 3     − 1       0.3     0.1    0    − 2      ]   [       x 1   ( 1 )     ( t )         x 1   ( 2 )     ( t )         x 2   ( 1 )     ( t )         x 2   ( 2 )     ( t )       ]  +  [     1   0    0.5    1     2   1   0   2      0.5    1   0   0     0   2   0   0     ]   [       x 1   ( 1 )     ( t )         x 1   ( 2 )     ( t )         x 2   ( 1 )     ( t )         x 2   ( 2 )     ( t )       ]  u  ( t )  +  [     1      0.5      1     2     ]  u  ( t )   










  y  ( t )  =  [     1   0     ]   [       x 1   ( 1 )     ( t )         x 1   ( 2 )     ( t )       ]  +  [     1   0     ]   [       x 2   ( 1 )     ( t )         x 2   ( 2 )     ( t )       ]   



(17)




where    x 1  =    [       x 1   ( 1 )         x 1   ( 2 )         ]   T    and    x 2  =    [       x 2   ( 1 )         x 2   ( 2 )         ]   T  .   First, according to the Lyapunov Equation (4), we can obtain    P 1  =  [      1.0667     − 0.1333       − 0.1333     0.6667      ]    and    P 2  =  [      0.3333     − 0.0667       − 0.0667     0.5333      ]   . Let    D i  =  [     1   1     ]    for i = 1, 2, and the four intersections,      k ¯   1  = 0.0927 ,      k ¯   2  = 0.1129 ,       k ^  1  = 0.2361    and      k ^  2  = 0.1642   can be calculated from (7). Therefore, we conclude that system (17) can be stabilized by the following feedback control law for all ε∈(0, ∞):


  u  ( t )  = −    k 1   (   x 1   ( 1 )    +  x 1   ( 2 )     )      1 +   (  x 1   ( 1 )    +  x 1   ( 2 )    )  2      −    k 2   (   x 2   ( 1 )    +  x 2   ( 2 )     )      1 +   (  x 2   ( 1 )    +  x 2   ( 2 )    )  2       



(18)




where k1 and k2 are selected inside the admissible region of the convex polygon as shown in Figure 3. Whereas the result of [14] promises the stability for ε∈(0, 1) only.



Furthermore, two different procedures for the design of observer and observer-based state feedback for the system (17) can be presented as follows.



	(I)

	
First, by Theorem 1, let k1 = 0.05, k2 = 0.05, and choose    L i  =    [     1   0     ]   T    such that     A ^   i i     is stable, from the Lyapunov Equation (13), we can obtain    P  o 1   =  [      0.5238     − 0.0952       − 0.0952     0.6667      ]    and    P  o 2   =  [      0.25     − 0.0417       − 0.0417     0.5208      ]   . The inequality (14) can be held according to the above parameters, hence, an observer equation can be represented as below:


    [          x ^  ˙   1   ( 1 )     ( t )            x ^  ˙   1   ( 2 )     ( t )        ε     x ^  ˙   2   ( 1 )     ( t )        ε     x ^  ˙   2   ( 2 )     ( t )       ]  =  [      − 1    0    0.2     0.1       − 0.5     − 1.5     0.3    0     0    0.2     − 3     − 1       0.3     0.1    0    − 2      ]   [        x ^  1   ( 1 )     ( t )          x ^  1   ( 2 )     ( t )          x ^  2   ( 1 )     ( t )          x ^  2   ( 2 )     ( t )       ]  +  [     1   0    0.5    1     2   1   0   2      0.5    1   0   0     0   2   0   0     ]   [        x ^  1   ( 1 )     ( t )          x ^  1   ( 2 )     ( t )          x ^  2   ( 1 )     ( t )          x ^  2   ( 2 )     ( t )       ]  u  ( t )  +  [     1      0.5      1     2     ]  u  ( t )  +  [     1     0     1     0     ]  ( y  ( t )     −  [     1   0   1   0     ]   [        x ^  1   ( 1 )     ( t )          x ^  1   ( 2 )     ( t )          x ^  2   ( 1 )     ( t )          x ^  2   ( 2 )     ( t )       ]  )   



(19)







Therefore, we conclude that system (17) can be stabilized by the following feedback control law for all ε∈(0, ∞);


  u ( t ) = −   0.05 (   x ^  1  ( 1 )   +   x ^  1  ( 2 )   )     1 +   (   x ^  1  ( 1 )   +   x ^  1  ( 2 )   )  2      −   0.05 (   x ^  2  ( 1 )   +   x ^  2  ( 2 )   )     1 +   (   x ^  2  ( 1 )   +   x ^  2  ( 2 )   )  2       



(20)








	(II)

	
First, we can choose    L i  =    [     1   1     ]   T    such that     A ^   i i     is stable, and matrices    P  o 1   =  [      0.7143     − 0.2857       − 0.2857     0.6667      ]     and     P  o 2   =  [      0.2857     − 0.1429       − 0.1429     0.5714      ]    can be also obtained. Hence, an observer of the system (17) for all ε∈(0, ∞) can be represented as below:


    [          x ^  ˙   1   ( 1 )     ( t )            x ^  ˙   1   ( 2 )     ( t )        ε     x ^  ˙   2   ( 1 )     ( t )        ε     x ^  ˙   2   ( 2 )     ( t )       ]  =  [      − 1    0    0.2     0.1       − 0.5     − 1.5     0.3    0     0    0.2     − 3     − 1       0.3     0.1    0    − 2      ]   [        x ^  1   ( 1 )     ( t )          x ^  1   ( 2 )     ( t )          x ^  2   ( 1 )     ( t )          x ^  2   ( 2 )     ( t )       ]  +  [     1   0    0.5    1     2   1   0   2      0.5    1   0   0     0   2   0   0     ]   [        x ^  1   ( 1 )     ( t )          x ^  1   ( 2 )     ( t )          x ^  2   ( 1 )     ( t )          x ^  2   ( 2 )     ( t )       ]  u  ( t )  +  [     1      0.5      1     2     ]  u  ( t )     +  [     1     1     1     1     ]   (  y  ( t )  −  [     1   0   1   0     ]   [        x ^  1   ( 1 )     ( t )          x ^  1   ( 2 )     ( t )          x ^  2   ( 1 )     ( t )          x ^  2   ( 2 )     ( t )       ]   )    



(21)







Second, according to Theorem 3, the six intersections,      k ¯   1  = 0.0927 ,        k ¯   2  = 0.1129 ,       k ^  1  = 0.2361 ,       k ^  2  = 0.1642   and    k ¯  = 0.0927   can be calculated from (16). Therefore, we conclude that system (17) can be stabilized by the following feedback control law for all ε∈(0, ∞):


  u  ( t )  = −    k 1   (    x ^  1   ( 1 )    +   x ^  1   ( 2 )     )      1 +   (   x ^  1   ( 1 )    +   x ^  1   ( 2 )    )  2      −    k 2   (    x ^  2   ( 1 )    +   x ^  2   ( 2 )     )      1 +   (   x ^  2   ( 1 )    +   x ^  2   ( 2 )    )  2       



(22)




where    k 1    and    k 2    are selected inside the admissible region of the convex polygon, as shown in Figure 4.








4. Conclusions


According to the Lyapunov stability theorem, the designs of observer and observer-based stabilizers are presented for the singularly perturbed bilinear systems in this paper. The main advantage of this paper is that the whole    n 1  +  n 2    dimensional process can be separated into two parts (   n 1    and    n 2    dimensional), which do not require the slow-fast decomposition. i.e., the main advantage of the proposed approach is that the whole dimensional design can be directly separated into two lower dimensions without the decomposition and composition of the slow and fast subsystems. Besides, this paper has three major contributions as well for the observer and controller design of the singularly perturbed bilinear systems. The first one is that the matrix    N  22   = 0   is moved [18]. The second one is that the observer and closed-loop system are both stable for all ε∈(0, ∞), by those methods, the singular perturbation parameter is treated as a structured uncertainty. The last one is that we propose two different procedures for determining observer matrix    L i    and feedback gain    k i    in the structures of the observer (9) and the observer-based stabilizer (10), respectively.
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Figure 1. The admissible region k1 and k2 for the controller (2). 






Figure 1. The admissible region k1 and k2 for the controller (2).



[image: Mathematics 09 02380 g001]







[image: Mathematics 09 02380 g002 550] 





Figure 2. The admissible region k1 and k2 for the observer-based controller (10). 
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Figure 3. The admissible region k1 and k2 for the controller of example 1. 
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Figure 4. The admissible region k1 and k2 for the observer-based controller of example 1. 
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