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Abstract: In the context of hyper-connected cars and a growing heterogeneous digital ecosystem,
we wish to make the most of the data available from the various sensors, devices and services that
compose the ecosystem, in order to propose a proof of concept in-vehicle system that enhances
the driving experience. We focus on improving the driving experience along three main directions,
namely: (1) driving and trip planning, (2) health and well-being and (3) social and online activities.
We approached the in-vehicle space as a smart interface to the intelligent driving environment. The
digital data-producers in the ecosystem of the connected car are sources of raw data of various
categories, such as data from the outside world, gathered from sensors or online services, data from
the car itself and data from the driver gathered with various mobile and wearable devices, by means
of observing his state and by means of his social media and online activity. Data is later processed
into three information categories—driving, wellness, and social—and used to provide multi-modal
interaction, namely visual, audio and gesture. The system is implemented to act in response to
the trafficked information on different levels of autonomy, either in a reactive manner, by simple
monitoring, or in a proactive manner. The system is designed to provide an in-vehicle system that
assists the driver with planning the travel (Drive panel), by providing a comfortable environment for
the driver while monitoring him (Wellness panel), and by adaptively managing interactions with their
phone and the digital environment (Social panel). Heuristic evaluation of the system is performed,
with respect to guidelines formulated for automated vehicles, and a SWOT analysis of the system is
also presented in the paper.

Keywords: ubiquitous computing; smart cars; natural interfaces; multimodal interaction; smart
devices; gesture input; voice input

1. Introduction

Complex in-vehicle software systems are a hallmark of premium cars, augmenting the
driver’s experience at many different levels. In today’s interconnected world, connected
cars should offer safer trips and a more pleasant journey for the driver and the passengers
altogether. Intelligent cars, wearable devices, mobile devices, smart cities and the digital
environment will all be connected in order to improve the driving user experience.

The smart cars [1] sector is increasing tremendously as a part of the internet of things
(IoT). Connected cars provide intelligent advanced driver assistance systems (ADAS), and
5G communication with smart road infrastructure [2]. Data-driven business models [3]
are created for intelligent transportation systems and beyond. The in-vehicle space is
populated with smart devices such as wearables and insideables, that are smart sensors
worn by people or implanted inside the human body [4]. These devices serve as natural
interfaces for communication with the in-vehicle systems (IVIS) [5].
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Other smart devices and services are integrated and connected to smart cars in order
to create systems of systems (SoS) that serve complex driving related tasks [6]. These
networks of systems give rise to smart cities with intelligent mobility services [7] that have
an important impact on sustainability [8]. The intelligent environment is interconnected
from production, to transportation, to the human sector and beyond, in a planetary space
where the physical and the digital intertwine creating global intelligence [9].

We may view the myriad of the actors and stakeholders of the digital environment
as part of a greater ecosystem with interdependent links [10]. These IoT innovations
are possible with the help of 5G technology over which speed dependent applications
flourish, and homes, cities cars become smart entities creating ambient intelligence [11].
All these breakthrough technologies emerging inside smart vehicles create an intuitive and
extraordinary driving experience of the digital transformation sage [12].

We aim to design a system that relies on design thinking principles as we consider
a user-centered design, and we encompass the driver’s emotional, cognitive, and aes-
thetic needs while he is driving and handling an intelligent environment. The goal of
the paper is to propose a proof-of-concept system that is built on top of various open
source or free libraries/APIs/SDKs (described in Sections 3.2 and 3.3) and incorporates
multimodal interaction (voice, gesture, touch, pulse, facial emotion etc.) to enhance the
driving experience. We consider the interior of the car as both a multi-modal interface able
to process various user input, and a part of the intelligent environment. In this respect,
having in mind the design of a useful, supportive, and comfortable environment for the
driver and passengers (the “digital car-sphere”), we propose a paradigm-shift away from
conventional/standard in-vehicle user interfaces. More precisely, in the proposed design,
the entire in-vehicle digital space sphere represents an interface for the intelligent digital
medium. Various onboard or outboard sensors, devices, and systems gather, integrate, and
process data, providing in return relevant information and proactive interaction with the
requesters (the driver, passengers or other systems). The human actions on various time
scales (ranging from simple instant tactile interactions with the standard input devices to
short/long time behavior or even voice) are transduced into data which can be interpreted
by the intelligent environment in order to adaptively trigger a better in-vehicle experience
for the requester. In a typical scenario, as the driver/passenger engages the in-vehicle
activities, the intelligent in-vehicle medium will track its actions in order to support in-
telligent adaptation to its ongoing task(s). In our setup this is done by considering four
main components: data, information, interaction, and autonomy. In our view the data
refers to values collected together from the entire driving environment (in- or out-vehicle).
These values are classified by the information component into several categories (driving,
wellness, social). Based on this classification the multimodal interface incorporates different
types of interactions tailored to the user’s perceptual senses. Finally, autonomy refers to
the digital environment feed-back as a consequence to driver/passenger actions and other
in- or -out vehicle data collection.

In this article we focused on the in-vehicle space as an interface [13] to the intelligent
environment. Our vision is that the in-vehicle environment should offer assistance [14,15]
for the user in three main areas, namely: (1) the driving and trip planning task, (2) their
health and well-being and (3) managing social connections and online activities. By
empowering the driver to have access to information ecosystem [16] regarding these three
areas and providing multi-modal communication and implementing proactive interaction
for the in-vehicle system, we aim to create an enhanced driving experience that also
diminishes the overloading of the driver with information unrelated to the driving task.

The paper is structured in five sections. Section 2 covers related works in the field
of in vehicle systems and ubiquitous computing. The brief review of the current state of
the art in the field is organized in three subsections, each dealing with a different focus,
as follows: the first subsection reviews targeted literature on connected cars and smart
transport infrastructure, the second subsection reviews targeted literature on wearable
devices and the intelligent world environment, and finally, the third subsection of the
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Literature review deals with papers on the topic of user experience and car multimodal
interfaces. Section 3 presents the proposed system, detailing the three main directions in
which it touches upon the driving experience. The multi-modal interaction components
are described in this context. The results of heuristic evaluation of the systems according
to human machine interface (HMI) guidelines for automated vehicles are discussed in
Section 4. Finally, the paper ends with our conclusions and outlines some avenues for
future research.

2. Literature Review

This paper presents a proof-of-concept in-vehicle system placed in the ubiquitous
computing context. To this end, the literature review that follows covers aspects that relate
to connected cars and smart infrastructure, wearables and the intelligent environment, user
experience and car multimodal interfaces. We structured the literature review in 3 main
categories of studies that offer a broad perspective on in-vehicle systems in the intercon-
nected and complex digitalized world. We will start by going through communication
innovations of connected cars. From there we will investigate other connection endpoints
around the intelligent environment. Finally, we will get an insight into natural interfaces.
Altogether, we wish to understand and present the interior of the car as both an interface
and a part of the intelligent environment.

2.1. Connected Cars and Smart Transport Infrastructure

Whether we are considering autonomous vehicles [17], or cars with a certain degree
of automation in general, there is always a necessity for the car to be connected to an
information provider of its surroundings, in order to either inform the intelligent car system
or the human driver. Cars may be connected [18] in a variety of ways, a simple navigation
system [19] being one of the first examples of connectivity. Today, there are cars that connect
to the internet using a SIM card, and applications [20] that require fast communication are
being designed to use the benefits of the 5G [21,22] and IoT technology [23,24], creating
an internet of vehicles digital space [25,26]. There are also other ways and protocols [27]
that cars use to communicate between them, such as through blockchain secured ad-hoc
vehicle networks [28,29] and LiFi communication [30,31].

Smart cars [32] connect to each other through what is called V2V communication [33]
to synchronize traffic and safely [34] carry out driving actions. They may also connect
to the road infrastructure in V2I communication [35,36] and generally connect to other
entities in V2X communication [37,38] such as to interact with pedestrians [39]. Smart cities
are already implementing such communications that take place between different smart
entities, some of which are traffic related. There is research going on to enable connected
cars to coordinate with each other in a decentralized proactive manner as opposed to just
request information [40]. Connected car applications [41] already in use provide means for
the car to connect to an edge-fog-cloud of information [42–44] for various purposes in a
centralized manner.

Based on research on autonomous or non-autonomous cars, on different communica-
tion technologies, on decentralized and centralized connectivity [45,46], we have concluded
that there is a rich cluster of information and interaction produced between vehicles and
other road entities. In the Solution section, we are going to explore a dynamic visualiza-
tion [47] of road information in terms of predictive weather conditions [48], visibility [49,50]
and outdoor illumination [51,52] and potential sun glares [53,54] at the future moment
of passing through that area, with markings on possible hazards [55,56], for a better trip
planning. We chose this kind of information compared to the better-known real-time crowd
sourced [57] traffic data, as an example of a novel cluster of visualized road information.

2.2. Wearables and the Intelligent World Environment

Smart sensors [58] are used everywhere, ranging from smart devices to the human
body and the environment. There is even the term “EveryWare” referring to ubiquitous
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computing, coined by Greenfield, (Greenfield A (2006) Everyware: The dawning age of
ubiquitous computing. New Riders, Berkeley) [59,60]. Wearables [61,62] are devices that
can be worn by people and have smart sensors incorporated that collect information on
the vital signs [63], the whereabouts, the motion [64], and other environmental conditions.
They may come in a more traditional form such as a wristband, an innovative form such as
a nail sticker [65], a tattoo [66], or even a smart textile [67–70], and they contribute to the
health [71] and wellbeing [72,73] of people.

Smart sensors can be very small; they are able to communicate and may process
data. Together with smart actuators [74,75] they may sense the environment, modify the
environment, and synchronize with each other [76,77]. They make ubiquitous computing
possible, which is a paradigm under which services follow the user seamlessly across
different environments, comprising altogether the intelligent environment. Computers
started as one big static device used by many users, then they became smaller and affordable
in the form of personal computers, then one user could own many mobile computer devices.
Now the idea is to extend the number of devices of the user by the thousands, embedding
them across the environment [78], making them sharable as hardware, and personalized
as software [79].

In the Proposed Solution section, we will explore the potential of a wearable pulse
sensor [80] for monitoring the human body [81], and the OBDII interface to access data
from the car’s sensors. For creating a pleasant ambience to suit the driver’s needs, we will
also have playlists of songs [82] that have been analyzed in terms of beat rate, liveliness,
and genre as an example of data request. In addition, the weather data that we use is also
the product of a multitude of smart things (satellites, ground sensors), collecting big data,
collaboratively processing it, and finally delivering it through an interface designed for
people or machines in the form of an API.

2.3. User Experience and Car Multimodal Interfaces

Intelligent environments may use mixed reality for visualization [83,84] and natural
interaction metaphors [85] that let the user intuitively use the system. They identify
and monitor the user [86], read intentions [87], and personalize their services. By also
monitoring the environment [88], they infer circumstances, and adapt [89] their services
accordingly. They act as autonomous and affective agents [90–92], understanding the
surroundings [93], initiating interaction, and completing tasks on their own. Intelligent
environments are proactive in contrast with other reactive systems creating a state-of-the-art
user experience [94–97] by emulating humans [98] and fulfilling desires [99].

The car, as part of the intelligent environment [100], should function as an empathic
agent [101], having a multimodal interface [102] making use of artificial intelligence [103],
mixed reality [104], and natural interaction [105,106]. Multimodality [107] uses different
channels and modes of communication. Through the visual field we may understand text,
symbols, images, animations, and the system may capture gestures, recognize objects, and
detect the depth of the environment. Sound and touch represent other widely used channels
of communication, and the list may continue, especially for the unlimited possibility
of digital systems to augment their perception through a wide variety of sensors. As
for humans, there is research going on into EMG, EOG, EEG interfaces [108]. Brain
interfaces [109,110] may even infer the state of the mind by analyzing brain waves and
augment expression of intensions.

We proposed and designed several types of multimodal natural interaction in the
Solution section, between the intelligent in-vehicle system and the driver. The system
recognizes facial expressions [111], speech, gestures, and touch. As it is believed to be
a correlation [112,113] between music and the emotional state [114] or the physiological
alertness [115], a specific playlist is suggested [116,117]. Notifications from the smart
phone are also synchronized with the in-vehicle system to better manage driver-phone
interactions [118]. By being aware of certain stressful [119] circumstances the system can
decide whether to postpone notifications in an attempt to increase safety [120].
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3. Proposed Solution

This section details a presentation of the system, with emphasis on some conceptual,
technical and implementation details. Our aim is to help the driver concentrate on the
driving task by planning the travel (Drive panel, see Section 3.2.1), by providing a comfort-
able environment for the driver while monitoring him (Wellness panel, see Section 3.2.2),
and by managing interactions with their phone and the digital environment (Social panel,
see Section 3.2.3).

Ubiquitous Computing is a paradigm under which services follow the user seamlessly
across the intelligent environment [121,122]. We apply this paradigm by considering that
the driver is moving through the intelligent environment and services are continuously
adapting to the present circumstances. The intelligent driving environment (detailed in
Section 3.1) is comprised by the in-vehicle space, the nearby surroundings, and faraway
elements that are remotely connected, all of which have a direct or an indirect impact on
the here and now.

The in-vehicle space acts as an interface for the intelligent environment. It harvests and
hosts data, which is aggregated and processed into information, building an information
ecosystem. This interface enables the user to naturally interact with data and information
by providing several types of multimodal interaction such as touch, voice, and gesture.
As an intelligent interface, the system was designed to be proactive. Thus, it decides the
moment and means to notify the user and initiates interaction when necessary. It achieves
this by analyzing the priority of the information to be communicated and by inferring the
status of the user.

The smart driving interface components (see Figure 1) are data (further described in
Section 3.1), information (further described in Section 3.2), interaction (further described in
Section 3.3), and autonomy (further described in Section 3.4). We would like to emphasize
the fact that the list of data presented in this article is not exhaustive, but it is merely a
fraction of the types of data available, as discussed in the State-of-the-Art section. By
choosing our data producers, we meant to exemplify data categories (world, car, driver),
that are later processed into information categories (driving, wellness, social), how they
help provide multimodal interaction (visual, audio, gesture), and how they help the system
act on different levels of autonomy (reactive, monitoring, proactive).

Figure 1. The smart driving interface components.

3.1. Harvested Categories of Data

From our perspective, the driving environment is very abundant in data, either
requested or locally produced, with a broad origin spectrum, which effectively processed
by correlation and aggregation, create a vast information field that is rich in meaning. In
this subchapter we are going to analyze the devices and services from where we harvest
data that is relevant to the driving intelligent environment. We will organize the data
sources by origin into layers of different categories and subcategories.

In Figure 2, the intelligent driving environment layers are presented through a user
centered design. The data producers are grouped by their data source into four layers,
easily distinguishable in the figure by their color (orange for the user signals, green for the
interceding IVIS, purple for the smart devices, blue for the internet services). The person
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sits at the center of the diagram, surrounded by the awareness of the IVIS which intercedes
between him and the environment, that is comprised of the nearby car interior populated
by smart devices and the faraway services present in the internet cloud.

Figure 2. Intelligent driving environment layers.

3.1.1. The Internet Cloud (the World)

We harvest data from the cloud to provide information on the weather and environ-
mental conditions that have an impact on the difficulty of driving. Data about navigation
routes also falls under this category. The music that plays in the car is also broadcasted
from the internet, while notifications usually are also related to events happening in the
real or digital world. We should also mention here the database records that are stored in
the cloud. The location of the mobile phone is also dependent on mobile services.

3.1.2. The Smart Devices (the Car)

The smart devices inside the car are producers of data, and we can list here the OBDII
(http://www.obdii.com/, accessed on 1 July 2021) interface for vehicle diagnosis and re-
porting, which reads the values indicated by the speed, rotations per minute, oil, and water
sensors. Some smart devices are linked to the people inside the cars, and these are the Smart
Watch (which reads the pulse, provides voice input interaction, and vibrational feedback)
and the Smart Phone (which send notifications, and provides location information).

Other devices from inside the car that produce data are the Leap Motion device
(which reads gestures), the camera (that sends video footage for face detection). These two,
together with the OBDII device, are linked to an onboard computer laptop which hosts
the NodeJS server [123,124] of the system (which handles communication between data
producers and consumers, together with database connection services). It handles emotion
and alertness state detection, gaze direction calculation, gesture interpretation, and car
sensor data collection.

The visual interface is provided by a touch-enabled smart tablet display. It also
handles the calculation of the Sun’s position and integrates this with navigation route data
and weather data to obtain road conditions. It listens to data coming from sensors and

http://www.obdii.com/
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queries data from the database in order to plot graphs. It is the place where multimodal
input is centralized for interaction with the displayed elements, and where automatic
control is carried out by centralizing user and environment monitoring data. We have also
experimented with an AR hologram floating right past the windshield [125]. This was
achieved by using a video projector and a screen which was reflected by the windshield.

3.1.3. The Ubiquitous Interface (the IVIS)

The intelligent interface is provided by the IVIS which processes raw data coming
from the world, the car, and the user. This layer handles interaction between the user, the
car’s interior environment and the outside real and digital world, by providing detection of
the user and the environment, reaction of the system to the user’s intentions, and proactive
automated action towards the inferred user’s needs and the environment’s circumstances.
It is composed by the onboard computer which handles resource costly calculations, and
the tablet which centralizes information. Interaction is further discussed in Section 3.3 and
autonomy in Section 3.4.

3.1.4. The Monitored User (the Driver)

The user is a provider of data regarding physiological parameters and communication
through multimodal interaction. The facial expressions indicate emotional status and
alertness level, and the system watches for blinking patterns, yawns, emotions, and smile
through the camera. We have also experimented with the gaze direction of the user as an
indication of where their focus of attention is located [126]. The user’s gestures are captured
by the Leap Motion and MYO devices, and their voice and pulse by the Smart Watch.

3.2. Processed Categories of Information

We have identified so far, a vast spectrum of data that is relevant to the in-vehicle
intelligent environment. We will now proceed by explaining how data is aggregated into
clusters linked by meaning and purpose. By further correlating and processing data, we
obtain several categories of information. In this subchapter we are going to present these
categories and how they are obtained.

3.2.1. Car, Road and Driving Task Related Information

In Figure 3 we present the Driving task panel for when we start a trip from the city
of Constanta to Brasov city. On the left side there is a map augmented by weather and
illumination information. On the right side, we output information coming from the OBDII
interface, composed of either an icon, or a text extracted from a JSON with values for
different parameters.

The route is obtained from the MapBox navigation and map graphics API service
(https://docs.mapbox.com/api/overview/, accessed on 1 July 2021), which responds to
a request having parameters such as route type and endpoints. The JSON response contains
geolocation, time from departure and action indication of every turning point along the
route. We processed this data into a set of segments calculating orientation for each of
them. As input data consisted of geographical coordinates (latitude and longitude), we
used special formulas (https://www.movable-type.co.uk/scripts/latlong.html, accessed
on 1 July 2021) to determine the geodesic distance (shortest possible line between two
points on a curved surface) and bearing (also called forward azimuth, here we used the
formula for the initial heading angle).

The Haversine formula (1) is used for computing the length of a segment of the driving
route, where ϕ is latitude, λ is longitude, R is Earth’s radius (mean radius = 6371 km):

https://docs.mapbox.com/api/overview/
https://www.movable-type.co.uk/scripts/latlong.html
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Figure 3. The Drive panel.

The term a is denoted by the formula:

a = sin2(∆ϕ/2) + cos ϕ1 × cos ϕ2 × sin2(∆λ/2)

and c by:

c = 2× a tan(
√

a,
√
(1− a))

Then the distance d is computed as:

d = R × c (1)

The initial bearing, Equation (2), is used to compute the heading angle of a seg-
ment of the drivers’ route ϕ1, λ1 is the start point, ϕ2, λ2 the end point (∆λ is the
difference in longitude):

θ = atan2(sin∆λ × cosϕ2, cosϕ1 × sinϕ2 − sinϕ1 × cosϕ2 × cos∆λ) (2)

We used the JavaScript SunCalc library (https://github.com/mourner/suncalc, ac-
cessed on 1 July 2021) for calculating the sun altitude (angle of ground elevation) and
azimuth (horizontal angle from north direction) for each location and time. This is a com-
plex calculation process (https://www.aa.quae.nl/en/reken/zonpositie.html#9, accessed
on 1 July 2021) which takes into account the geographical location and observation date and
time, with all the planetary motions described by astronomy. By combining the obtained
data, we inferred the natural illumination along the route, as well as certain road segments
where there is a sun glare visibility hazard. We colored the route with different shades of
blue according to the sky color at that time and location, and with shades of orange for
sunrise and sunset glares coming through the windshield or through the mirrors.

We determined whether there is a risk of sunglare by using data from navigation
and sun position the following way. If the Sun’s altitude was below 30 degrees above the
horizon, and if there was a smaller than 60 degrees difference of angles between the Sun’s
azimuth and the car’s bearing, then there could be sunglare coming from the front. We
computed in a similar way glares coming from the back of the car through the mirrors.

https://github.com/mourner/suncalc
https://www.aa.quae.nl/en/reken/zonpositie.html#9
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We also used the OpenWeather API service (https://openweathermap.org/api, ac-
cessed on 1 July 2021), which is based on machine learning for forecasting, to request
weather conditions every 50 km along the route. The JSON response contains icons, and
values for different parameters, for minutely, hourly, and daily forecast. We used this data
to show the forecast along the route at the future time of passing through that location.
These icons are spread across the route, and they alternate between time, temperature,
weather conditions, and hazards (fog, high amount of precipitation, ice and snow, extreme
temperatures, strong wind).

3.2.2. Personal Health and Wellbeing Related Information

The Wellness-related panel, shown in Figure 4, handles information connected to the
wellbeing of the driver. The first icon represents the pulse, the second one the alertness
inferred from facial recognition, and the last one the tempo of the music being played.
Colors change in a fluid manner as to indicate the exact value of a parameter.

Figure 4. The Wellness panel.

Warm colors (red for maximum) express a high pulse, a nervous expression, and
an energic playlist, while cool colors (blue for minimum) express a lower pulse, a tired
expression (yawning or blinking at a high rate or too slow as time interval measured
between closing and reopening the eye), and a slow playlist. A green pulse and a green
emoji represent the optimal state. The pulse is constantly updated, while the tempo is
updated once a new soundtrack is played.

Music is played with the help of the YouTube Player API (https://developers.google.
com/youtube/iframe_api_reference, accessed on 1 July 2021), by uploading the code of
each music track. The tempo is determined for each song using data from GetSongBPM API
(https://getsongbpm.com/api, accessed on 1 July 2021), and a mean tempo is calculated
for each musical track, considering that the songs will likely belong to the same genre.
Then, music tracks are ordered by tempo and the one in the middle is the one played by
default. Soundtracks with a greater tempo are intended to stimulate a driver and keep him
alert, while slower soundtracks are intended to calm down a stressed driver.

The emoji is green by default and changes to blue when either a yawn is detected, or
the eye blink rate indicates tiredness. It also changes to red when emotions are heightened
such as in the case of anger, fear, or surprise. After a change, it slowly goes back to green.
Facial feature detection and tracking is performed using the Beyond Reality Face SDK

https://openweathermap.org/api
https://developers.google.com/youtube/iframe_api_reference
https://developers.google.com/youtube/iframe_api_reference
https://getsongbpm.com/api
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version 5 (https://github.com/Tastenkunst/brfv5-browser, accessed on 1 July 2021), which
helped us detect yawn and patterns of blinking for tired eyes. The JavaScript FaceApi
(https://justadudewhohacks.github.io/face-api.js/docs/index.html, accessed on 1 July
2021), which is built on the tensorflow.js core API, can discriminate between seven different
facial expressions: neutral, happy, sad, angry, fearful, disgusted, and surprised. Only in the
absence of tiredness (because a yawn might be interpreted as an angry face by the emotion
recognition component), the facial expressions indicating negative emotions were counted
as heightened levels of stress. This way the system clearly discriminates between tiredness,
which is also a threat of higher priority, and angriness, which compared to tiredness is of a
lower priority.

We have also designed graph plotting for the pulse (see Figure 5). The plotting
function has several parameters. The first sets over what time interval we wish to show
values. The seconds sets the time subunit for which we want to calculate a mean value and
a variance value. If this parameter is set to 0 then the pulse is plotted for each numerical
value and there is no variance. We experimented with different visualizations and called the
function on different intervals such as, the pulse during last 3 h with segments representing
the mean value and variance over 9 min subunits, and the pulse during the last 15 min
with segments representing the mean and variance over 45 s subunits. Each segment end
represents the mean value in a subunit interval. Variance coming from positive values is
plotted above the graph while that produced by negative values is plotted under the graph.
The numerical value is the pulse rate at the present moment.

Figure 5. Plotting the mean pulse of the driver, while the vertical segments represent the variance.

3.2.3. Social and Media Updates Related Information

For the Social information panel, we have designed a double spiral menu for navigating
notifications received from the smart phone. We chose this design because it helps display
many items, they are ordered chronologically, nearby items are also close along the timeline,
and it offers a fluid aesthetic.

The selected icon is centered and different text fields from the notification on the
Android phone, value of attributes of the NotificationCompat object, are being shown
on the right side, such as title, text, subtext, and application. We have assigned several
well-known applications to different predefined categories, distinguished by color codes.
Red represents the communication category, blue the social category, and violet other
activities category.

In Figure 6, these categories are exemplified by Gmail, Facebook, and the Wish
shopping app, respectively. Every time a new notification is received, it will be added
to the list, and it will be automatically centered. Thus, notifications are chronologically
ordered. Only 19 notifications are visible at a time, the last five on each spiral end fading
into transparency. Notifications may be deleted after they are checked.

We have already experimented with interaction initiated from the tablet to the phone
through the Euphoria server that is hosted on the laptop computer. We built two SOS
buttons for local emergency services, one for calling the 112 line (112—the Romanian
emergency phone number), and one for sending a SMS to the 113 line (designed for people
with speech accessibility problems). When we clicked the call option, an Android Intent
was produced on the phone that resulted in the android calling app being started and the
112 telephone number already typed. The user just needed to press call on their phone.
When we clicked the SMS option, an Android Intent generated an SMS to the 113 (113—

https://github.com/Tastenkunst/brfv5-browser
https://justadudewhohacks.github.io/face-api.js/docs/index.html
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the Romanian SMS emergency number) number with the text body containing personal
information, a generic message asking for help, and the location information available from
the mobile services. The user just needed to press send on their phone.

Figure 6. The Social panel.

Future work will include implementing the ability to initiate actions from the Social
panel to the smart phone through the Android Intent system, such as making a call and
responding to a WhatsApp message. The iOS also provides a similar capability based on
App Extensions system.

3.3. Natural Multimodal Interaction

Multimodal interaction is a key feature in ubiquitous computing, and we provide
three distinct channels of interaction between the user and the system. We implemented
for each of these channels (visual, audio, gesture/vibrational) both input and output
communication. Another key feature of ubiquitous computing is actively monitoring
users. Thus, some of these modes of interaction are active while some are passive from the
user’s side, making the system reactive as well as proactive. Proactiveness will be further
discussed in Section 3.4.

Each panel has an interactive element that may be changed through quick multimodal
interaction (see Figure 7). For the Driving panel, this element is the departure time. When
planning a trip, the user may want to consider how the conditions will be if he stops
for a while along the route or leaves a later moment in time. By selecting the panel, the
user may easily scroll the timeline of the map to make better decisions ahead. For the
Wellness panel, the interactive element is the music, which can be paused and played.
The user is also able to change the playlist and adjust the volume. For the Social panel,
the user may scroll through the notifications and delete those that he already checked.
Interaction was designed so that any action can be carried out through all three means
(visual, audio, gesture).

3.3.1. Visual Interaction

The visual interface provides visual information to the user and the touchscreen can
let the user input information and perform actions on the active elements. On the Drive
panel, the user may scroll the timeline for planning the trip. On the Wellness panel he may
scroll through the playlists, change the volume by a vertical scroll and stop and play a song
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by a simple tap. On the Social panel he may scroll through the notifications, select one, and
drag it for deletion.

Figure 7. Multimodal natural interaction of the Smart Driving Interface (I is for input; O is for output).

The face detection for emotion, tiredness, and gaze direction are forms of passive
interaction from the user’s side. It means these are used for monitoring the user’s state and
enabling proactive action. We have experimented with smile as an indicator of approval
for a suggestion made by the system, while a neutral face meant rejection of the proposal.
An example is, when the user has a nervous demeanor or the pulse is high, the system will
recommend calming music, to which he can agree by smiling.

3.3.2. Audio Interaction

The system receives auditory information through the Voice Recognition service of
the Smart Watch. Voice commands need to follow the pattern specified by a grammar
described with the help of the CMUSphinx Open Source Speech Recognition API (https:
//cmusphinx.github.io/doc/python/, accessed on 1 July 2021) [125,126]. There is a start
phrase, a command, an object of interest, and a finish phrase. An example would be
<please> <play> <the music> <thank you>. We should note that this command is available
even if the Wellness panel, where the music is handled, is not currently the one selected,
unlike with gesture interaction, where gestures affect only the current selected panel.

The text-to-speech component uses a voice synthesizer to read alerts produced by the
system. We have experimented with sound and voice alerts and silent vibration feedback
alerts. When an audio alert is being transmitted, the music is paused momentarily, and
automatically played once the alert has finished reading.

3.3.3. Gesture Interaction

The Leap Motion device (https://developer.leapmotion.com/, accessed on 1 July
2021) can interpret midair gestures performed by the user by using an active IR scanner
and algorithms to process the 3D data obtained (different shades of illumination indicate
depth). It can discriminate between swipe left and right gestures, circular left and right
gestures, a tap gesture, and a key press gesture, the last two having also a location attribute.
It also knows the hand orientation, magnitude of openness (open palm vs. closed fist), and
finger positions, and new gestures may be described for added complexity [127–129].

We experimented with different approaches to handling actions with the help of
gestures and implemented a similar sequence of gestures that would resemble a grammar.
For a starting gesture we chose an open hand, performed for at least 1 s. Then the user may
swipe to reach the desired screen. Once the screen is selected using a tap, the user may
perform a circular motion to scroll through the timeline, playlists, or notifications. Another
tap will bring the timeline to the present moment for the Driving panel. The same action
will enable deleting a notification on the Social panel, which is performed by a swipe. A tap
on the Wellness panel will enable pausing the music by closing the hand and playing it by

https://cmusphinx.github.io/doc/python/
https://cmusphinx.github.io/doc/python/
https://developer.leapmotion.com/
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opening the hand. The volume will also be active for change by a circular motion to the
left or right.

Vibrational feedback is performed by the Smart Watch on the user’s hand and helps
him notice that the Leap Motion device is waiting for a sequence of input gestures. It
also serves as a confirmation of voice or gesture command approval by the system. We
have also implemented vibration as a form of silent alert instead of pausing the music and
reading the alert using the text-to-speech component.

We have also experimented with natural interaction through gestures using the MYO
(https://developerblog.myo.com/, accessed on 1 July 2021) device, which reads muscular
contractions through a Electromyography EMG interface and infers gestures. It knows
the configuration of the hand because gestures such as a stop sign or a gun shooting
gesture involve different muscular subgroups. It also knows the dynamics of the gestures
using its inertial measurement unit composed of a three-axis gyroscope, accelerometer
and magnetometer.

3.4. Autonomy and Proactive Interaction

By default, in the absence of interaction from the user’s side, the system will constantly
switch between the three panels every 20 s. If there is an event occurring in one of the three
areas, driving, wellness, or social, then the respective panel will be displayed, along with a
short message or an alert about the event.

The Driving panel events are related to newly detected hazards or approaching already
detected hazards. The Wellness panel events are related to the detected tiredness or stress.
The Social panel events are related to new incoming notifications or notifications that were
postponed are now being shown.

3.4.1. Active Monitoring

An intelligent system built under the ubiquitous computing paradigm is reactive to
the active form of interaction from the user side, as well as proactive, by monitoring the
user, and acting in consequence. The user is thus actively monitored in term of pulse,
emotion, alertness, and gaze direction. The car and the environment are also monitored in
terms of speed, and natural conditions, respectively.

We selected and categorized eight indicators of the driving task quality, graphically
represented in Figure 8. They are grouped into external overload (from monitoring the
environment) and internal stress (from monitoring the user) factors, and stimulation that
heightens or lowers the state of alertness. Using these eight parameters we infer if the user
is either deprived or overloaded by stimuli, and if his internal state (caused by the external
factors or by other internal or external problems) is optimal or there is a risk of tiredness or
stress respectively.

3.4.2. Proactive Action

Safe driving depends on the alertness of the driver. We wish to keep an optimal state
of alertness for the driver by balancing the external stimuli that we can control, such as the
notifications from the Social panel and the music on the Wellness panel.

If there is a risk of the driver to feel asleep, the system will alert him on the Wellness
panel with a blue heart or blue emoji and suggest an energetic playlist with a fast tempo. If
there is a risk that the user is overloaded by stimuli that impair his focus on the driving
task, the incoming notification on the Social panel will be momentarily queued and the
system will alert him on the Wellness panel with a red heart or red emoji, suggesting a
calm playlist.

https://developerblog.myo.com/
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Figure 8. Factors affecting the quality and safety of driving.

4. Heuristic Evaluation of the IVIS

Various components of the proposed in-vehicle system have been subjected to us-
ability studies, with encouraging results obtained from the users that participated in the
experimental evaluation and answered the subsequent usability questionnaires. The now
complete system incorporates the previously developed components [125,126,130,131],
but employs several important extensions, such as predicting the weather and lighting
conditions along the road and analyzing the face of the driver in terms of emotion, blinking
and yawning.

In previous work [130,131] we described a component of the current system that
assists the driver by automatically filtering, in an adaptive manner, messages and notifica-
tions from third party applications, that may distract the driver’s attention while driving.
We performed a usability study involving a sample of 75 users, selected from a pool of
university personnel and students. The subsystem’s level of usability and acceptability
was appreciated by the users that expressed a high level of experience with mobile apps
(Figure 9, details in [131]).

A thorough study regarding the adaptive positioning of the information displayed by
the in-vehicle system onto the windshield, based on the automatic detection of the drivers’
head orientation was previously performed in [126]. With the purpose of providing
the driver with the information of interest, while focusing on the road at all times, we
performed a usability testing experiment of the proposed visualization system, with a
sample of 25 people, aged between 19 and 34 years, with almost 68% males. We found
that users preferred a 20/25 cm sized display, positioned in the central area horizontally,
combined with the middle/low area of the windshield vertically, and a black and white
projector. Details on the entire usability study are presented in our work [125].

While user testing of components employed a scenario-based approach, the heuris-
tic evaluation provides a distinct way of evaluation, which is complementary to user
testing and focuses on identifying problems of the design, with respect to the formal guide-
lines [132]. At the core of a heuristic analysis lies the expertise of a human engineer [133]. In
the current development phase, the in-vehicle system was subjected to heuristic evaluation
holistically, in the sense that it was evaluated with respect to a set of usability heuristics by
a set of three evaluators. They were introduced to the system and a typical usage scenario,
by presenting them various steps that can be undertaken when using the system in order
to perform some in-vehicle tasks, such as planning the departure time of a trip having
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knowledge of the future local weather and illumination conditions and possible hazards,
getting a musical track recommendation based on their emotional/alertness status and the
driving conditions, and checking their phone notifications that are updated only when it is
considered safe to do so.

Figure 9. Results on the evaluation of the satisfaction degree of the users regarding the adaptive
notification filtering component of the system [131] (percentage of respondents selecting an answer
on the Likert scale, 1 for total disagreement, and 5 for total agreement with the questionnaire item;
Q5. Interaction with the application requires a high intellectual effort, Q7. The information displayed
was difficult to read, Q8. I think that the display responded quite quickly to the information updates).

The ergonomic criteria that were taken into consideration for evaluation are presented
in Table 1, along with the performance of the system. We have compared our system to the
guidelines about HMI design for automated driving systems, specified in [132]. We have
selected 15 out of 20 guidelines that fit our type of system which does not handle automated
driving. We described in Table 1 how our system complies or does not comply to these rules.
These guidelines are following the ISO 9241 (Ergonomics of human-system interaction—
Part 11: Usability: Definitions and concepts. https://www.iso.org/obp/ui/#iso:std:iso:
9241:-11:ed-2:v1:en, accessed on 1 July 2021) standard which specifies that the usability
measures “the extent to which a product can be used by specified users to achieve specific
goals with effectiveness (can you achieve the goal?), efficiency (how many resources do
you consume to achieve the goal?) and satisfaction (that is the quality of your experience
when using the system to achieve your goals?) in a specified context of use”.

Table 1. System evaluation for compliance with HMI guidelines for automated vehicles, as proposed in [132].

Human Machine Interface Evaluation
Guidelines [132] Compliance Commentary

(2) “The system mode should be
displayed continuously”

The system displays the inferred state of
the driver, instead of showing the state of
the system. If notifications are postponed,
a pause sign is shown.

In case the system changes state, the
interface just switches to either the
driving or Wellness panel, where the alert
is coming from.

https://www.iso.org/obp/ui/#iso:std:iso:9241:-11:ed-2:v1:en
https://www.iso.org/obp/ui/#iso:std:iso:9241:-11:ed-2:v1:en


Mathematics 2021, 9, 2649 16 of 24

Table 1. Cont.

Human Machine Interface Evaluation
Guidelines [132] Compliance Commentary

(3) “System state changes should be
effectively communicated”

Connection state is always on display.
Tiredness alerts are actively
communicated. Car and road alerts are
also actively communicated.

Stress alerts are silent.Most of the
changes take place in silence in order not
to distract the driver.

(5) “HMI elements should be grouped
together according to their function to
support the perception of
mode indicators”

The system groups information into three
groups:

− driving task-related,
− wellness-related,
− social-related

-

(7) “The visual interface should have a
sufficient contrast in luminance and/or
colour between foreground
and background”

We chose white and full saturated colors
with a 50% lightness, on a
dark background

-

(8) “Texts (e.g., font types and size of
characters) and symbols should be easily
readable from the permitted
seating position”

-

The text of the notifications on the Social
panel is not very short, nor is the font
large enough. The system displays
notifications when it is considered
relatively safe for the driver to
check them.

(9) “Commonly accepted or standardized
symbols should be used to communicate
the automation mode. Use of
non-standard symbols should be
supplemented by additional text
explanations or vocal phrase/s”

We chose colored icons to express the
state of the driver, the car, and the road.
With respect to the state of the driver red
means stress, while blue means tiredness.
With respect to the information gathered
from the car by means of the OBDII
interface, we communicate warnings.
The weather is shown using conventional
icons, while for illumination we use color
codes: blue shades for the sky and orange
for sunglare hazards.

-

(10) “The semantic of a message should
be in accordance with its urgency”

Semantics is communicated through text
and color. -

(12) “Text messages should be as short
as possible” - The text body of smart phone

notifications is fully displayed.

(13) Not more than five colours should be
consistently used to code system states
(excluding white and black)

Connection state of the system from the
server and other components is coded
with green for connected and red
for disconnected.

We chose to express states for the pulse,
tiredness/stress, music through the
spectrum of colors between red and
blue included.

(14) “The colours used to communicate
system states should be in accordance
with common conventions
and stereotypes”

Red is for stress, high pulse, and also for
energetic music, hazards. Green for
optimal physiological state. Blue is for
tiredness, low pulse, calming music.

We do use all colors between red and blue
because the spectrum is mapped to each
possible value/meaning. Pulse according
to continuous intervals, state of alertness
fades to green after a red or blue alert.

(16) “Auditory output should raise the
attention of the driver without startling
her/him or causing pain”

We consider as high priority the
pleasantness of multimodal outputs of
the system.

-
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Table 1. Cont.

Human Machine Interface Evaluation
Guidelines [132] Compliance Commentary

(17) “Auditory and vibrotactile output
should be adapted to the urgency of
the message”

The system only raises alerts for
vehicle-related problems, environmental
hazards, detected driver tiredness and
low environmental stimulation that may
lead to sleep. These alerts are
actively communicated.

Stress alerts would also be high on the
priority list, but we chose not to distract
the driver even more than he already is.
We just show the Wellness panel with a red
facial icon, and silently recommend
calming music. He may smile
for agreement.

(18) “High-priority messages should
be multimodal”

The system uses both audio output and
vibration output. -

(19) “Warning messages should orient the
user towards the source of danger”

Every time an alert is shown, the system
switches to the specific
information panel.

-

The current heuristic testing of the in-vehicle system is not supposed to replace
usability testing with heterogeneous participant samples, but merely to provide a basis for
further thorough evaluation of the in-vehicle system. By means of the current evaluation
of the system, we are able to devise further plans for empirical testing, in order to identify
issues that may have been overlooked at this point. A critical evaluation of the system with
respect to strengths, weaknesses, opportunities and threats is detailed in Table 2.

Table 2. SWOT analysis of the proposed in-vehicle system.

Strengths Weaknesses

• The system integrates in an innovative manner data from
smart sensors, processed information, capabilities of
natural interaction, autonomous control.

• We promote driving safety through complementary means
to the car’s automation systems that are useful in any type
of car.

• Our interface does respect some important design
guidelines for in-vehicle HMI.

• The costs of the prototype are small, considering that we
only used devices that are affordable, and the software
relies only on freely available, open-source libraries, apart
from the original software especially written for
the system.

• The system relies heavily on internet service, while for the
location it relies on mobile services

• The system described in the paper, while fully functional,
is a prototype. It is not yet integrated with other expected
components, such as crowd sourced navigation services or
landmark search (as compared to Google Maps)

• The system uses open-source software libraries that were
not specially designed for vehicles, which were adapted to
suit our current needs.

Opportunities Threats

• Most of the devices employed by the proposed (except the
OBDII interface) can easily be installed in any car.

• The system offers diverse functionalities at a low cost,
compared to those available in high end car models.

• The system is most probably a concept totally new and
interesting for most people, especially in today’s
digital society.

• On the part of the research team: the team’s resources were
limited by people number, time, funds.

• On the part of the intended users of the system: some
drivers are not technology enthusiasts, or they may have
privacy issues or dislike being monitored altogether.

• On the part of the vehicles involved: other cars may be
able to connect to services by peer-to-peer networks.
Security issues should be seriously taken into account,
when developing the system for the public.
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5. Conclusions

We tackled the problem of designing a useful, safe, supportive, and comfortable
environment for the driver and passengers in the “digital car-sphere”, composed of the
vehicle, various sensors, personal mobile and/or wearable devices. In this respect, we
proposed a system that departs from the conventional in-vehicle interface, in the sense
that the entire in-vehicle digital space is tackled as an interface for the intelligent digital
environment. The system relies on various onboard or outboard sensors (speed, pulse,
CMOS etc.), devices (smart phone, smart watch, tablet etc.), and systems (laptop with
LeapMotion, MYO etc.), which gather, integrate, and process data, providing in return
relevant information and proactive interaction with the driver, passengers or other systems.

Intending to identify the challenging issues faced by the driver, we aimed to properly
define the problem of integrating smart driving interface components which process differ-
ent categories of information, relying on Design Thinking [72] principles. Consequently,
we proposed suitable solutions by focusing on designing an in-vehicle GUI that has to be
useful, effective and which bring enjoyable user experience. Moreover, as only the relevant
information is presented to the driver at a time we argue that this will have a positive effect
on the safety of driving. From an implementation point-of-view we relied heavily on open
source or free libraries/APIs/SDKs such as MapBox API, SunCalc library, OpenWeather
API, YouTube Player API, Beyond Reality Face SDK, FaceApi, CMUSphinx Open-Source
Speech Recognition, LeapMotion SDK, etc.

A typical use case scenario for the system develops as the driver engages the in-vehicle
activities, while the intelligent in-vehicle system tracks its actions, supporting adaptation
to the ongoing tasks and enhancing the driver experience. The system setup considers
four main components: data, information, interaction, and autonomy. The data consists
of raw values collected together from the entire driving environment (in- or out-vehicle),
which are further classified into several categories, namely Driving, Wellness, Social. The
multi-modal interface of the system incorporates different types of interactions tailored to
the user’s perceptual senses and to the driving context. The Intelligent digital environment
provides continuous feedback as a consequence of driver/passenger actions and other in-
or -out vehicle information inferred from the collected data.

Previous efforts in the development of the system were directed towards incorporat-
ing audio and gestural interaction within an in-vehicle system meant to foster driver’s
attentiveness, coupled with investigating the use of augmented reality in order to enhance
the data visualization inside a smart vehicle [125,126,130,131]. The usability of the referred
components was assessed by user-based studies, in a controlled laboratory environment
meant to simulate the in-vehicle space. The system proposed in this paper incorporates
and extends those components, offering a functional complex in-vehicle system, which
uses multi-modal interaction that assists the user in the driving task. The driver, who is
at the center of the system, is interacting with the system by means of various modalities.
Some interactions are voluntary, such as touch input, voice, and gesture commands. On
the other hand, the interaction may also be involuntary, in the form of the system reading
the driver’s facial expressions, hand gestures, or inferring the emotional state (for example
inferring stress from pulse data, and tiredness from yawning and abnormal blinking).

The system was evaluated according to guidelines especially defined for the evaluation
of human-machine interfaces in the context of automated vehicles. A SWOT analysis is also
presented, revealing strengths and weaknesses of the current in-vehicle system proposal.
Thorough usability testing will be employed as future work, as soon as pandemic related
conditions will allow for selecting a relevant sample of users to test the system in the
laboratory setting. Further development of the system will be targeted to secure the system
against unwanted access by third parties.
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