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Abstract: The continuous development of network technologies plays a major role in increasing
the utilization of these technologies in many aspects of our lives, including e-commerce, electronic
banking, social media, e-health, and e-learning. In recent times, phishing websites have emerged as
a major cybersecurity threat. Phishing websites are fake web pages that are created by hackers to
mimic the web pages of real websites to deceive people and steal their private information, such as
account usernames and passwords. Accurate detection of phishing websites is a challenging problem
because it depends on several dynamic factors. Ensemble methods are considered the state-of-the-
art solution for many classification tasks. Ensemble learning combines the predictions of several
separate classifiers to obtain a higher performance than a single classifier. This paper proposes an
intelligent ensemble learning approach for phishing website detection based on weighted soft voting
to enhance the detection of phishing websites. First, a base classifier consisting of four heterogeneous
machine-learning algorithms was utilized to classify the websites as phishing or legitimate websites.
Second, a novel weighted soft voting method based on Kappa statistics was employed to assign
greater weights of influence to stronger base learners and lower weights of influence to weaker
base learners, and then integrate the results of each classifier based on the soft weighted voting to
differentiate between phishing websites and legitimate websites. The experiments were conducted
using the publicly available phishing website dataset from the UCI Machine Learning Repository,
which consists of 4898 phishing websites and 6157 legitimate websites. The experimental results
showed that the suggested intelligent approach for phishing website detection outperformed the
base classifiers and soft voting method and achieved the highest accuracy of 95% and an Area Under
the Curve (AUC) of 98.8%.

Keywords: phishing website detection; machine learning; ensemble learning

1. Introduction

Due to their flexibility, convenience, and simplicity of use, the number of web users
who utilize online services, e-banking, and online shopping has increased rapidly in recent
years. This massive increase in the use of online services and e-commerce has encouraged
phishers and cyber attackers to create misleading and phishing websites in order to obtain
financial and other sensitive information [1,2]. Online phishing sites typically utilize
similar page layouts, fonts, and blocks to imitate official web pages in order to persuade
web visitors to provide personal information, such as login credentials. Due to the evolution
of online hacking techniques and a lack of public awareness, internet users are frequently
exposed to cyber dangers, such as phishing, spam, trojans, and adware. Phishing has
grown in popularity as a means of collecting users’ private information, such as login
details, credit card information, and social security numbers, via fraudulent websites [3].
Therefore, phishing attacks represent a serious cybersecurity problem that significantly
affects commercial websites and the users of the web [4,5]. Personal information collected
in this way can be used to steal money via stolen credit cards, debit cards, bank account
fraud, and gaining illegal access to people’s social media profiles.
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Phishing attacks have already resulted in significant losses and may have a negative
impact on the victim, not just financially, but also in terms of reputation and national
security. In comparison to 2018 and 2019, in 2020, there was a 15% increase in the number
of phishing attacks. In addition, Kaspersky Lab’s anti-phishing security systems stopped
over 482 million phishing threats in 2018, a twofold increase over 2017 [6]. Based on the
Anti Phishing Working Group’s (APWG) report (APWG 2020), the number of phishing
attacks is rising continually, with 146,994 phishing websites discovered in the second
quarter of 2020 [7]. In 2020, the anticipated average cost of a business breach caused by
phishing attacks was 2.8 million USD. It is important to utilize anti-phishing methods to
avoid such significant losses.

Several anti-phishing technologies for identifying phishing sites have been suggested
and designed by various cybersecurity professionals and researchers [8–10]. One of these
methods is the detection of website phishing attacks using blacklists. To determine validity,
web browsers use the blacklist technique, which matches the universal resource locator
(URL) with previously recorded phishing website URLs. As a result of its dependence on
a database of blacklisted phishing URLs, blacklist anti-phishing systems cannot identify
new phishing URLs, which is a significant drawback [11]. Concerning the dynamic of
cyber-attacks, machine learning (ML)-based solutions can be utilized to validate websites
in order to handle online phishing attacks depending on the website characteristics [12].
The goal is to make it easier to distinguish legitimate websites from phishing ones [13–15].

However, phishing websites are becoming increasingly capable of avoiding detection
as a result of the developing nature of phishing attacks since there are ways of avoiding
the existing defenses. Many machine-learning (ML) techniques for identifying phishing
websites have low detection accuracy and high false-positive rates [15,16]. Ensemble
learners integrate the perspectives of several learners to improve performance; they have
been utilized in many applications, including critical power system applications. Ensemble
learning compensates for a classifier’s weakness with the strength of other classifiers,
resulting in a superior performance over an individual classifier [17,18].

Although ensemble learning based on soft voting has many advantages, traditional
soft voting may be unable to combine systems successfully if they lack an effective method
for assessing confidence in their predictions. Excessively optimistic or pessimistic systems
can significantly distort the results, resulting in a classifier that performs worse than the
best system among those selected in the vote. Due to the changing nature of phishing
attacks, effective and better methods for detecting them are required since there is no one-
size-fits-all solution for phishing deletion. According to the literature review, the majority
of existing machine learning methods have limitations, including a high false alarm rate,
a low detection rate, and the inability of single classifiers and some hybridized methods
to produce highly effective and efficient phishing website detection solutions [19–21].
Therefore, the proposed ensemble approach for phishing websites detection utilizes a
weighted soft voting method to assign greater weights of influence to stronger base learners
and lower weights of influence to weaker base learners. Then, it uses weighted soft voting
to integrate the findings of each classifier in order to distinguish between phishing and
legitimate websites. The following are the study’s key contributions and their importance
in terms of improving the detection of phishing websites:

- To improve the detection accuracy of phishing websites, a novel weighted soft voting
method based on the k-statistic is suggested to evaluate the contributions of each
classifier and assign higher influence weights to stronger classifiers and lower impact
weights to weaker classifiers.

- The proposed intelligent ensemble technique for phishing websites incorporates the
results of individual learners in accordance with their significance in distinguishing
phishing from legitimate websites.

- Individual classifiers and soft voting ensembles were outperformed by the proposed
approach, which achieved a detection accuracy of 95% for phishing websites using
publicly available datasets. One of the issues is that single classifier approaches are
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unable to accurately detect evolving phishing websites. This was demonstrated by
the fact that most single classifier models are usually outperformed by ensemble
techniques or hybridization algorithms. As a result, this study focused on developing
a more effective approach (Intelligent Ensemble Learning Approach) for detecting
phishing websites.

2. Related Work

In this section, we discuss some of the recent research studies on detecting phishing
websites using machine learning approaches.

The researchers in [22] used a nonlinear regression approach to determine whether a
website was phishing. The Harmony Search and Support Vector Machine (SVM) methods
were used to operate the system. They made use of 11,055 websites and 20 features. Their
proposed method had a detection accuracy of 92.80%. In [23], the researchers presented
a phishing detection system based on 209 word-vector features and 17 natural language
processing (NLP) features. The Random Forest, SMO, and Naive Bayes algorithms were
tested, and the Random Forest method, with an accuracy rate of 89.9%, achieved the best
results with a hybrid approach.

Using a c4.5 decision tree technique, MacHado and Gadge [24] introduced a method
for detecting phishing URL websites. This method analyzes the sites and derives heuristic
values. These variables were used to assess whether the site was phishing or not using
the c4.5 decision tree method. The dataset was compiled using data from PhishTank
and Google. This method is divided into two stages: pre-processing and detection. Fea-
tures are retrieved using rules in the pre-processing phase, and the features and their
associated values are fed to the c4.5 algorithm, which achieved an accuracy of 89.40%.
Mohammad et al. [25] suggested a self-structuring neural network-based intelligent phish-
ing detection system. The authors gathered 17 features from URLs, source code, and a
third-party source in order to train the system using a neural network. The weights of the
network were adjusted using the backpropagation technique. This method has the benefit
of adjusting its neural network to the changing features of phishing attacks. The proposed
strategy resulted in a detection accuracy of 89.40%.

Chiew et al. [26] proposed a visual similarity-based approach in which the logo of
a suspected website is retrieved using machine learning and fed to Google image search
to obtain the target identity. When the real domain of the suspected site does not match
the domain returned by Google image search, it is considered phishing. This approach
depends upon the success rate of machine learning-based logo extraction. This approach is
ineffective in detecting phishing attacks on websites that lack a logo; however, the accuracy
of phishing website detection is 93.4%. Aggarwal et al. [27] proposed PhishAri, a method
for detecting phishing URLs in tweets. They detected phishing URLs by combining URL,
WHOIS, tweets, and network-based data with a Random Forest classifier. The accuracy of
phishing website detection was 92.52%. Because this approach is simply based on the URL
text and not on the content of a website, it may be ineffective if the phishing URL is housed
on a hacked domain.

Dedakia and Mistry [28] presented a technique for phishing detection called Content-
Based Associative Classification (CBAC). By including content-based characteristics, the
suggested approach expanded the Multi-Label Class Associative Classification (MCAC)
algorithm. The proposed approach (CBAC) had an accuracy value of 94.29% based on the
testing results. To choose optimum features for phishing website detection, Chiew et al. [1]
presented a hybrid ensemble feature selection (HEFS) technique based on a unique cu-
mulative distribution function gradient (CDF-g) method. The phishing website detection
accuracy achieved by HEFS using the Random Forest was 94.6%.

Wei et al. [19] proposed a method for detecting malicious URL addresses with nearly
100% accuracy using convolutional neural networks. In contrast to earlier research that
analyzed URLs, traffic statistics, or web content, they analyzed the URL text. As a result,
their technique was more efficient and identified zero-day threats.
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Alsariera et al. [15] presented four meta-learner models based on the extra-tree basis
classifiers: AdaBoost-Extra Tree (ABET), Bagging-Extra Tree (BET), Rotation Forest-Extra
Tree (RoFBET), and LogitBoost-Extra Tree (LBET). Their suggested AI-based meta-learners
were fitted and assessed on phishing website datasets (currently with the most up-to-date
features). Their models obtained a detection accuracy of at least 97% and a false-positive
rate of less than 0.028.

Azeez et al. [20] proposed a method for recognizing phishing sites that would protect
internet users from suffering from any type of phishing attack by checking the concep-
tual and literal consistency of the uniform resource locator (URL) and the web content.
Their suggested PhishDetect technique obtained a 99.1% accuracy rate, showing that it is
successful at identifying various types of phishing attacks.

The review of these relevant existing methods showed that the majority of existing
machine learning methods have several limitations, including a high false alarm rate, a
low detection rate, and the inability for single classifiers and some hybridized methods to
produce highly effective and efficient phishing website detection solutions.

3. Proposed Intelligent Ensemble Learning Approach for Phishing Website Detection
Based on Weighted Soft Voting

In this section, the proposed approach is described in detail. We believe that combining
the “opinion” of various machine learning algorithms on a given task can yield better
results than any individual approach. The structure of the proposed approach consists
of two parts: First, the base learners consist of four heterogeneous machine-learning
algorithms, which have different weaknesses and strengths, and give the final classification
results based on individual decisions. Second, a weighted soft voting method is utilized to
assign greater weights of influence to stronger base learners and lower weights of influence
to weaker base learners, and then it combines the results from all the classifiers according
to their weights to distinguish between phishing websites and legitimate websites. Figure 1
shows the proposed approach for phishing website detection.
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3.1. Dataset and Data Preprocessing

In this paper, we conducted experiments using the publicly available phishing website
dataset from the UCI Machine Learning Repository [29] to assess the efficacy of the pro-
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posed Intelligent Ensemble learning technique for improving phishing website detection.
We used this dataset because it has been widely and successfully used for phishing website
detection [1,22,23,25]. There are 4898 phishing websites and 6157 legitimate websites in
this phishing website dataset, with a total of 11,055 total websites. Table 1 summarizes the
key attributes of the phishing website datasets utilized in the experiments and evaluation.

Table 1. The fundamental attributes of the dataset of phishing websites utilized in the experiments.

Attributes Description

Website Features

The address bar-based type has 12 features, the
abnormality-based type has 6 features, the
HTML and JavaScript types have 5 features,
and the domain-based type has 7 features.

Number of features 30
Classes Phishing or legitimate website
Number of classes 2
Number of websites 11,055
Number of phishing websites 4898
Percentage of phishing websites 44%
Number of legitimate websites 6157
Percentage of legitimate websites 56%

The Correlation-based Feature Selection (CFS) is utilized to select the most significant
features to differentiate between phishing and legitimate websites. CFS determines the
value of a subset of features by taking into account each feature’s unique predictive
power, as well as the degree of redundancy between them. The CFS algorithm’s primary
component is a heuristic for determining the utility or merit of a subset of attributes, as
specified in Equation (4). This heuristic demonstrates the utility of individual features in
predicting the class label, as well as their degree of intercorrelation [30].

Merit S =
krc f√

k + k(k − 1)r f f

(1)

where Merits is the heuristic “merit” of an attribute subset S, including k attributes, rc f is
the average attribute class correlation, and r f f is the average attribute-attribute correlation.
The heuristic’s objective is to eliminate unnecessary and duplicated attributes that are
ineffective predictors of the class. Figure 2 shows the average merits and ranks for all of
the features.

3.2. Weighted Soft Voting Based on k Statistics

Weighted soft computing methods can be defined at the classifier, class, or instance
level [31,32]. Soft voting is more effective than hard voting because it prioritizes extremely
confident votes and incorporates each classifier’s significance into the final decision. The
Kappa statistic is widely employed in many classification tasks [33–35]. It evaluates a
classifier’s competency by comparing successful predictions to the statistical distribution
of the data classes; therefore, correcting any agreements caused by statistical chance.

We aimed to create an ensemble learning model based on weighted soft voting to detect
phishing websites. To accomplish this, we first trained the various learning techniques
in the base learners using the training dataset and generated the confusion matrix for
each classifier to evaluate its performance. As seen in Table 2, the horizontal direction
corresponds to the predicted label, while the vertical direction corresponds to the real label.
The diagonal line represents the number of websites that were successfully classified.
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Table 2. Confusion matrix.

Predicted Class

Legitimate Phishing

Actual Class
Legitimate True Negative (TN) False Positive (FP)
Phishing False Negative (FN) True Positive (TP)

Numerous class-specific measures can be derived from the confusion matrix, such as:
True Positive (TP): The number of phishing websites that the classifier categorized as

phishing websites. False Positive (FP): The number of legitimate websites that the classifier
incorrectly categorized as phishing websites. False Negative (FP): The number of phishing
websites that the classifier classified as legitimate. True Negative (FP): The number of
legitimate websites that the classifier categorized as legitimate.

The Kappa test is a method used to assess consistency in statistics and measures the
consistency of two judgments [36]. Because Kappa statistics aid classifiers in achieving
superior prediction performance in binary classification issues [37], we used Kappa statis-
tics to assign weights to the individual classifiers in the proposed approach. The Kappa
coefficient was calculated from the confusion matrix as follows:

K =
accuracy − expected accuracy

1 − expected accuracy
(2)

where the formula of accuracy was calculated as follows:

accuracy =
TP + TN

TP + TN + FP + FN
(3)
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and the formula of expected accuracy is given by:

expected accuracy =

(
TP + FP

N
· TP + FN

N

)
+

(
TN + FP

N
· TN + FN

N

)
(4)

where N is the number of samples in the dataset.
The suggested method determined the final classification results based on the out-

comes of the individual classifiers and the appropriate weights provided by the Kappa
statistics. For a dataset sample x, the output of the ensemble classifier can be expressed by:

H (x) = argc max
T

∑
t=1

wthc
t (x) (5)

where hc
t (x) denotes the probability that the classifier ht classifies sample x to class c.

Although the predictions provided by the classifiers are usually not very precise, soft voting
still presents a slightly enhanced performance compared to hard voting [38]. Therefore, we
utilized the soft voting strategy in this research.

3.3. Performance Evaluation Measures

Given the True Positive (TP), False Positive (FP), True Negative (TN), and False
Negative (FN) counts, the accuracy, precision, recall, and f1-score were calculated to
evaluate the proposed approach for phishing website detection, as shown in Table 3.

Table 3. The classification measures used to evaluate the proposed intelligent ensemble learning
approach for phishing website detection.

Classification Measure Formula

Accuracy Accuracy = TP + TN
TP + TN + FP + FN

Precision Precision = TP
TP + FP

Recall Recall = TP
TP + FN

F1-score F1-score = 2TP
2TP + FP + FN

4. Results and Discussion

In this section, we assessed the performance of the proposed approach by using the
information collected from the experiments and comparing it with four basic classifiers.
The basic classifiers were the Decision Tree, Naïve Bays, Random Forest, Gradient Boosting,
and Logistic Regression. The proposed approach and the basic classifiers were trained
and tested using five feature subsets (A–E), which were used to select the top 5%, 10%,
15%, 20%, and 100% of the features of the ordered ranking, respectively. The average run
time (in seconds) of the proposed approach for classifying phishing websites was 25 s,
calculated using a PC with an Intel(R) Core (TM) i7-8550U CPU @ 1.80 GHz 1.99 GHz and
8 GB RAM. The proposed approach was evaluated using the Accuracy, Precision, Recall,
F-score, and Kappa statistics measures. Table 4 shows the results of these performance
evaluation metrics.

As shown in Table 5, the proposed approach obtained the highest accuracy score of
95% when the top 20% of ranking features were used, demonstrating the ability of the
proposed approach to distinguish legitimate from phishing websites. Additionally, the
proposed approach earned an accuracy score of 95%, which represents the proportion of
accurately categorized websites to all websites. Moreover, the proposed approach achieved
a recall score of 95%, demonstrating its ability to accurately categorize 95% of websites
with a low number of false positives. Furthermore, the proposed technique achieved an
F1-score of 95%. The F1-score quantifies the recall-precision trade-off. As a result, it takes
into account both FPs and FNs.



Mathematics 2021, 9, 2799 8 of 13

Table 4. Comparison of the performance of the proposed approach and other machine learning algorithms.

Features Subset Algorithm Accuracy Precision Recall F1-Score Kappa Statistics

A

AdaBoost 0.91 0.91 0.91 0.91 0.87
Decision Tree 0.91 0.91 0.91 0.91 0.87
Random Forest 0.91 0.91 0.91 0.91 0.85
Gradient Boosting 0.91 0.91 0.91 0.91 0.85
Soft Voting 0.91 0.91 0.90 0.91 0.85
The proposed approach 0.91 0.91 0.91 0.91 0.85

B

AdaBoost 0.91 0.91 0.91 0.91 0.87
Decision Tree 0.92 0.92 0.92 0.92 0.89
Random Forest 0.91 0.92 0.91 0.91 0.88
Gradient Boosting 0.91 0.91 0.91 0.91 0.91
Soft Voting 0.92 0.92 0.92 0.92 0.88
The proposed approach 0.92 0.92 0.92 0.92 0.88

C

AdaBoost 0.91 0.91 0.91 0.91 0.86
Decision Tree 0.93 0.93 0.93 0.93 0.93
Random Forest 0.92 0.92 0.92 0.92 0.90
Gradient Boosting 0.91 0.91 0.91 0.91 0.91
Soft Voting 0.94 0.94 0.94 0.94 0.93
The proposed approach 0.94 0.94 0.94 0.94 0.93

D

AdaBoost 0.92 0.92 0.92 0.92 0.88
Decision Tree 0.94 0.94 0.94 0.94 0.94
Random Forest 0.93 0.93 0.93 0.93 0.91
Gradient Boosting 0.91 0.91 0.91 0.91 0.91
Soft Voting 0.94 0.94 0.94 0.94 0.94
The proposed approach 0.95 0.95 0.95 0.95 0.95

E

AdaBoost 0.92 0.92 0.92 0.92 0.89
Decision Tree 0.92 0.92 0.92 0.92 0.89
Random Forest 0.91 0.91 0.91 0.91 0.92
Gradient Boosting 0.91 0.91 0.91 0.91 0.86
Soft Voting 0.93 0.93 0.93 0.93 0.92
The proposed approach 0.93 0.93 0.93 0.93 0.92

Table 5. Comparison between the proposed approach and prior research.

Approach Classification Accuracy

Chiew et al. [1] 94.6%.
Babagoli et al. [22] 92.80%
Buber et al. [23] 89.9%
MacHado and Gadge [24] 89.40%
Mohammad et al. [25] 92.18%
Chiew et al. [26] 93.4%
Aggarwal et al. [27] 92.52%
Dedakia and Mistry [28] 94.29%
Mao et al. [21] 93%
The proposed approach 95%

Among these accuracy measures, Kappa statistics were used to test the proposed
approach since they demonstrate that classifiers perform well in a binary classification issue.
Kappa statistics neglect classifications based on chance. A high Kappa statistic indicates
that instances are not randomly assigned to classes. Figure 2 illustrates the Kappa statistics
for the proposed method and various machine learning algorithms. Kappa statistics were
utilized to determine the inter-rater reliability or agreement between predicted and real
website occurrences. The Kappa statistics values ranged from 0 to 1. A Kappa statistic
value of less than 0.4 indicates an extremely low similarity; a value between 0.4 and 0.55
indicates an acceptable level of similarity; a value between 0.55 and 0.70 indicates a good
level of similarity; a value between 0.70 and 0.85 indicates an extremely high level of
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similarity; and a value greater than 0.85 indicates a perfect match between predicted and
actual website instances.

We can see in Figure 3 that the proposed approach outperformed the other classifiers
and achieved the highest Kappa statistic of 0.95 using the top 20% ranked features, which
indicated perfect matching between the predicted and actual website instances.
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To illustrate the assessments of the proposed approach, the Area Under the Curve
(AUC) and recall-precision curves are displayed in Figures 3 and 4. The AUC is a useful
and meaningful measure of overall performance [39]. A high AUC value indicates a
higher categorization ability. As seen in Figure 4, the proposed method achieved an AUC
value of 98.8%, indicating that it is capable of distinguishing between legitimate and
phishing websites.
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Generally, the precision–recall curve is used to compare classification models on the
basis of their precision and recall. The precision–recall curve is a graph in which the y-axis
represents the precision percentage, and the x-axis represents the recall percentage. The
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precision–recall curve provides a comprehensive view of the classifiers’ performance [40].
The proposed approach’s accuracy and recall curves are compared to those of existing
machine learning methods in Figure 5.
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In addition to the basic measures listed above, the statistical significance of the pro-
posed approach and other methods was measured. Figure 6 presents the critical difference
diagram, where the models with statistically similar values of performance are connected
to one another.
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Figure 6 shows the results of the statistical comparison of all of the approaches against
one another by their mean ranks. Soft voting, the proposed approach, and the Decision
Tree achieved higher ranks: 2.1, 2.4, and 2.8, respectively.

Additionally, the suggested approach was compared to prior research in terms of
performance, using the same dataset and other datasets. Table 5 shows the comparison be-
tween the proposed approach and other study findings in terms of accuracy. The proposed
approach attained the greatest accuracy score of 95% and outperformed the prior research
using the same dataset [1,22,23,25] and the research using other datasets [24,26–28].

One of the limitations of this research is that it uses URL information solely as a
feature for classifying phishing websites. The datasets employed were also limited. In
future studies, more advanced features will be used to distinguish phishing from legal
websites. Additionally, large datasets will be employed, as a larger dataset would result in
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more reliable results. Further, in a future study, we will explore more advanced ensemble
learning approaches for detecting phishing websites.

5. Conclusions

The continued development of network technologies has contributed significantly to
their increased use in several aspects of our lives, including e-commerce, electronic banking,
social media, e-health, and e-learning. With financial organizations continuing to suffer
significant financial losses and the increasing difficulty of identifying phishing websites, it is
critical to developing more effective methods for their detection. This paper proposes a two-
stage intelligent ensemble learning technique for phishing website detection. First, a base
classifier is formed as a collection of four heterogeneous machine-learning algorithms, each
of which has unique strengths and weaknesses that influence the final classification result.
Second, a weighted soft voting method based on the Kappa statistic is used to dynamically
weigh the base classifiers, assigning greater influence weights to stronger base classifiers
and decreasing influence weights to weaker base classifiers, and then combining the results
of each classifier based on the weighted soft voting to differentiate between phishing
and legitimate websites. The experimental findings suggest that the proposed approach
outperformed existing machine learning algorithms in terms of accuracy, precision, and
AUC. The findings of this work are expected to influence the future direction of research
in phishing website prediction, as researchers have not paid much attention to classifier
performance weighting. Additionally, this research demonstrates the validity and utility of
assigning higher influence weights to stronger base learners and lower influence weights
to weaker base learners in order to effectively detect phishing websites and contribute to
increasing customer confidence in online commerce and business.
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