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Abstract: We characterize the complete monotonicity of the Kilbas-Saigo function on the negative
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1. Introduction

The Kilbas-Saigo function is a three-parameter entire function with the convergent
series representation

B T +a((k—1)m+1)) .
Eymi(z) = 1 + Z(ﬂr(1+a((k—1)m+l+1))>z , z€eC,

where the parameters are such that «,m > 0 and | > —1/a. It can be viewed as a general-
ization of the one- or two-parameter Mittag—Leffler function since, with standard notations,

n

z
Ey10(z) = ng)m = Eu(z)
and ;
z
E“,L%(Z) = F(,B)TEJW = T'(B)Eup(2)

for every o, > 0 and z € C. This function was introduced in [1] as the solution to
some integro-differential equation with Abelian kernel on the half-line, and we refer to
Chapter 5.2 in [2] for a more recent account, including an extension to complex values of
the parameter /. In our previous paper [3], written in collaboration with P. Vallois, it was
shown that certain Kilbas-Saigo functions are moment generating functions of Riemannian
integrals of the stable subordinator. This observation made it possible to define rigorously
some Weibull and Fréchet distributions of fractional type via an independent exponential
random variable and the stable subordinator—see [3] for details. In the present paper, we
wish to take the other way round and use the probabilistic connection to deduce some
non-trivial analytical properties of the Kilbas-Saigo function.

In Section 2, we tackle the problem of the complete monotonicity on the negative
half-line. This problem dates to Pollard in 1948 for the one-parameter Mittag—Leffler
function—see e.g., Section 3.7.2 in [2] for details and references. It was shown in [3] that
for every m > 0 and a € (0, 1] the function x — E, ,; 1 (—x) is completely monotone, ex-
tending Pollard’s result and solving an open problem stated in [4]. In Theorem 1 below, we
characterize the complete monotonicity of x — E, ,,;(—x) by a € [0,1] and [ > m — 1/a.
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We also give an explicit representation, albeit complicated in general, of the underlying pos-
itive random variable. Along the way, we study an interesting family of Mellin transforms
given as the quotient of four double Gamma functions.

In Section 3, we establish uniform hyperbolic bounds on the negative half-line for two
families of completely monotonic Kilbas-Saigo functions, extending the bounds obtained
in [5] for the classical Mittag-Leffler function. The argument in [5] relied on stochastic and
convex orderings and was rather lengthy. We use here the same kind of arguments, but the
proof is shorter and more transparent thanks to the connection with the stable subordinator;
which also enables us to derive some monotonicity properties on m — E, ,, ;(x) for every
x € R—see Proposition 1 below.

In Section 4, we address the question of the asymptotic behavior at —co in the com-
pletely monotonic case « € (0,1] and ! > m — 1/a. It is shown in Theorem 5.5 of [2] that in
the general case #,m > 0 and [ > m — 1/a, the entire function E, ,, ;(z) has order p = 1/«
and type ¢ = 1/m. However, precise asymptotics along given directions of the complex
plane do not seem to have been investigated as yet, as is the case—see e.g., Proposition 3.6
in [2] for the classical Mittag—Leffler function. For the negative half-line and « € (0,1],
the asymptotics are different depending on whether ! = m+1/a or! > m +1/a. In the
former case, the behavior is in cqm x~(1+1/m) with a non-trivial constant Ca,m Obtained
from the connection with the fractional Fréchet distribution and given in terms of the
double Gamma function—see Proposition 7 and Remark 8 (c) below. In the latter case,
the behavior is in c, ,,; x~! with a uniform speed and a simple constant c, ,; given in
terms of the standard Gamma function—see Proposition 6 below. The method for the case
I > m+1/a relies on the computation of the Mellin transform of the positive function
Ey m1(—x), which is obtained from the proof of its complete monotonicity, and is inter-
esting in its own right—see Remark 2 (c) below. Along the way, we provide the exact
asymptotics of the fractional Weibull and Fréchet densities at both ends of their support
and we give a series of probabilistic factorizations. The latter enhance the position of the
fractional Fréchet distribution, which is in one-to-one correspondence with the boundary
Kilbas-Saigo function Ey ,; »,—1/4(X), as an irreducible factor—see Remark 8 (a) below.

In the last Section 5, we pay attention to the so-called Le Roy function with parameter
« > 0. This is a simple generalization of the exponential function defined by

n

La(z) = Z(SW' zeC.

n>0

Introduced in [6] in the context of analytic continuation, a couple of years before the
Mittag-Leffler function, the Le Roy function has been much less studied. It was shown
in [3] that this function encodes for « € [0,1] a Gumbel distribution of fractional type, as
the moment generating function of the perpetuity of the x—stable subordinator. This fact is
recalled in Proposition 9 below, together with a characterization of the moment generating
property. The exact asymptotic behavior at —oo is also derived for « € [0, 1], completing
the original result of Le Roy. Finally, the non-increasing character of « — L, (x) on [0, 1] for
every x € R is established by convex ordering. It is worth mentioning that this property is
an open problem—see Conjecture 5 below-for the Mittag—Leffler function.

As in [3], an important role is played throughout the paper by Barnes” double Gamma
function G(z;d) which is the unique solution to the functional equation G(z + 1;4) =
['(z61)G(z;6) with normalization G(1;6) = 1, and its associated Pochhammer type symbol

o _ G(a+s;0)
[a, (5]5 - 7(;(61; 5) :

We have gathered in Appendix A all the needed facts and formulee on this double
Gamma function, whose connection with the Kilbas-Saigo function has probably a broader
focus than the content of the present paper (we leave this topic open to further research).
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2. Complete Monotonicity on the Negative Half-Line

In this section, we wish to characterize the property that the function x +— E, ,, ;(—x)
is completely monotone (CM) on (0, o0). We begin with the following result on the above
generalized Pochhammer symbols, which is reminiscent of Proposition 5.1 and Theorem 6.2
in [7] and has an independent interest.

Lemma 1. Let a,b,c,d and 6 be positive parameters. There exists a positive random variable
Z =Zla,c;b,d; 6] such that

[a;6]s[c; O]
[b; 8)5]d; 6]
forevery s > 0, ifand only if b +d < a+ c and inf{b,d} < inf{a,c}. This random variable is

absolutely continuous on (0, c0), except in the degenerate case a = b = ¢ = d. Its support is [0, 1]
ifb+d=a-+cand[0,00)ifb+d <a+ec.

E[Z°] = 1)

Proof of Lemma 1. We giscard the degenerate case a = b = ¢ = d, which is obvious with
Z = 1. By (A2) and some rearrangements—see also (2.15) in [8], we first rewrite

[a;0]s[c; 5]5> 0 eIl g=dlx| _ p—alx| _ p—clx|
log| o5+ :Ks+/ et —1—sx dx
Og<[b/"5}5[d?5]s foo( ) x| (1 — e~ 1) (1 — e—9Ix])
for every s > 0, where « is some real constant. By convexity, it is easy to see that if

b+d <a+candinf{b,d} <inf{a,c}, then the function z — Py e T positive
n (0,1). This implies that the function

gib‘x‘ —+ gid‘x| — giﬂ‘xl — efc‘x|
x| (1 — e ) (1 = e=k)

is positive on (—o0,0) and that it can be viewed as the density of some Lévy measure
on (—o0,0), since it integrates 1 A x2. By the Lévy—Khintchine formula, there exists a real
infinitely divisible random variable Y such that

E[e’Y] =

for every s > 0, and the positive random variable Z = e satisfies (1). Since we have
excluded the degenerate case, the Lévy measure of Y is clearly infinite and it follows from
Theorem 27.7 in [9] that Y has a density and the same is true for Z.

Assuming first b 4+ d = a + ¢, a Taylor expansion at zero shows that the density of the
Lévy measure of Y integrates 1 A |x| and we deduce from (A2) the simpler formula

v @:8)s[c: . N i i i
logE[e'] = 108([17;5}5[&1;5]5) = —/0 (I—e )( x(1—e*)(1—e ) )dx.
By the Lévy—Khintchine formula, this shows that the ID random variable Y is negative.
Moreover, its support is (—oco,0] since its Lévy measure has full support and its drift
coefficient is zero—see Theorem 24.10 (iii) in [9], so that the support of Z is [0, 1].
Assuming second b 4 d < a + ¢, the same Taylor expansion as above shows that the
density of the Lévy measure of Y does not integrate 1 A |x| and the real Lévy process

associated with Y is thus of type C using the terminology of [9]—see Definition 11.9 therein.
By Theorem 24.10 (i) in [9], this implies that Y has full support on R, and so does Z on R™.
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It remains to prove the only if part of the Lemma. Assuming a < d and b < ¢ without
loss of generality, we first observe that if 2 < b then the function

[2;6]5]c; 65
s —
[b;6]s(d; 0]s
is real-analytic on (—b, ) and vanishes at s = —a > —b, an impossible property for

the Mellin transform of a positive random variable. The necessity of b +d < a+c is
slightly more subtle and hinges again upon infinite divisibility. First, setting ¢(z) =
zb 429 — 28 —2¢and z, = inf{z > 0, ¢(z) < 0}, it is easy to see by convexity and a
Taylor expansion at 1 thatif b+d > a+c, then z, < 1 and ¢(z) < 0on (z4, 1) with
¢(z) ~ (b+d—a—c)(z—1) as z — 1. Introducing next the ID random variable V with
Laplace exponent

0 e*a|x‘ + efc‘x‘ — eib‘x‘ — eid‘x|
logE[e®V] = —ks + e —1—sx dx,
B g )< X101 e ) (1 = e-)

we obtain the decomposition

i0]s[c;0]s log z4 —b|x| 4 p—d|x| _ ,—alx| _,—c|x|
log<[[z;5%s{2;5}]s) + logE[eV] = [l°87 (Esx_l_sx)(e ‘x|aie—lx\)flfe—5‘e’“) )dx,

whose right-hand side is the Laplace exponent of some ID random variable U with an
atom because its Lévy measure, whose support is bounded away from zero, is finite—see

Theorem 27.4 in [9]. On the other hand, the random variable V has an absolutely continuous
and infinite Lévy measure and hence it has also a density. If there existed Z such that (1)

holds, then the independent decomposition U Lyy log Z would imply by convolution
that U has a density as well. This contradiction finishes the proof of the Lemma. O

Remark 1. (a) By the Mellin inversion formula, the density of Za, c; b, d; 8] is expressed as

_ 1 ot [ [a;8]s[c; 6]
f&) = 5o /so_m * < B:0]. (40, ) ™
over (0, 00) for any s > — inf{b,d}. From this expression, it is possible to prove that this density
is real-analytic over the interior of the support. We omit details. Let us also mention by Remark 28.8
in [9] that this density is positive over the interior of its support.

(b) With the standard notation for the Pochhammer symbol, the aforementioned Proposition 5.1
and Theorem 6.2 in [7] show that

is the Mellin transform of a positive random variable if and only if b +d > a + c and inf{b,d} >
inf{a, c}. This fact can be proved exactly as above, in writing

(ﬂ)s(C)s> /oo Cer e ax 4 e~ X _ efbx _ efdx

lo = — 1—e dx.
(i) — 4o

This expression also shows that the underlying random variable has support [0, 1] and that it

is absolutely continuous, save for a + ¢ = b + d where it has an atom at zero. We refer to [7] for an
exact expression of the density on (0,1) in terms of the classical hypergeometric function.

We can now characterize the CM property for E, ,,, ;(—x) on (0, c0).
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Theorem 1. Let a,m > 0and | > —1/«. The Kilbas-Saigo function
X = Etx,m,l (79()

is CM on (0, 00) if and only if « < 1and | > m — 1/ . Its Bernstein representation is

0 2 —a(m+1)
Eymi(—x) = E{exp —x{Xa,mrl X/o (1+o’t( )) dt}] 2)

withé = 1/amand Xy = Z[1+1/m, (2l +1)6;1,1/m + (al +1)6;4].

Proof of Theorem 1. Assume firsta < land! > m — 1/« and let

e —a(m+1)
Yomi = Xems X /0 (1+a§"‘>) dt

By Proposition 2.4 in [8], and Lemma 1, its Mellin transform is

[1+8;0)s[(al +1)8;0]s
[1;0]s[1/m + (al +1)5;6]s
[(al +1)5;6]s
[1/m+ (al +1)6;6]s

E[(Yami)’] = &

= TI'(1+s) x

where in the second equality we have used (A9). By Fubini’s theorem, the moment
generating function of Y, ,, ; reads

E[eZYa,m,l] — ;0 E[(Ya,m,l)n}%}:
N R
nz>0<[1/m+(ocl+1)5;(5]n)z
- . a(jm+1)+1) .
B 7,Z>0<H ]m+l+1)+1)>z = Eymi(z)

for every z > 0, where in the third equality we have used (A1) repeatedly. The latter
identity is extended analytically to the whole complex plane and we get, in particular,

Egmi(—x) = E[fe”™ont], x>0,
This shows that E, ,, (—x) is CM with the required Bernstein representation.

We now prove the only if part. If E, ,, ;(—x) is CM, then we see by analytic contin-
uation that E, ,, ;(z) is the moment generating function on C of the underlying random
variable X, whose positive integer moments read

no_ b T(a(jm+1) +1)
E[X"] _”'X<]1_£ (oc(jm+l+1)+1)>' n20.

If o > 1, Stirling’s formula implies ]E[X”]% — 0 as n — oo so that X = 0, a contradic-
tion because E, ,, ; is not a constant. If « = 1 and [ + 1 < m, then

1 1—c
E[X"] = woon asn — oo,
(¢c)pm™ mn
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withc = (I4+1)/m € (0,1). In particular, the Mellin transform s — E[X®] is analytic on
{R(s) > 0}, bounded on {R(s) = 0}, and has at most exponential growth on {R(s) > 0}
because

|E[XSH < E{X%(s)} _ (E[X[%(s)}-&-l})mi()s])ﬂ

by Holder’s inequality. On the other hand, the Stirling type Formula (A4) implies, after
some simplifications,

s [1 +6; 5]5 [C} (S]s

Wollctaol 67%s17¢(1+0(1)) as|s| — co with |args| < 7

and this shows that the function on the left-hand side, which is analytic on {}(s) > 0},
has at most linear growth on {R(s) = 0} and at most exponential growth on {R(s) > 0}.
Moreover, the above analysis clearly shows that

[1+6;6]nlc; 6]n

EX'] = o s+ 6:0l,

for all n > 0 and by Carlson’s theorem—see e.g., Section 5.81 in [10], we must have

_s[146;8]s[c; 9]s

BXT = o e+ 0.0,

for every s > 0, a contradiction since Lemma 1 shows that the right-hand side cannot be the
Mellin transform of a positive random variable if c < 1. Thecaseax < land !+ 1/a < m is
analogous. It consists of identifying the bounded sequence

1 AT (a(jm4+14+1) +1)
Tl (H T(a(jm+1)+1) )

j=0

as the values at non-negative integer points of the function

55 % [1; ‘5]5[1/7” + (D‘l + 1)5/' 5]5 — 5 5o (1—a)sIn(s)+xs+O(1)

[ +0; 01 [(al + 1)6;0]5 as |s| — co with |args| < 7,

where the purposeless constant « can be evaluated from (A4). On {R(s) > 0}, we see that
this function has growth at most e™(1=%)5I/2 and we can again apply Carlson’s theorem.
We leave the details to the interested reader. g

Remark 2. (a) When m = 1, applying (A1) we see that the random variable X, 1 ; has Mellin transform

201 +1/w;8)s  ()as
LOs[l+1+1/a6]s  (Bas

E[(Xa10)°] = [

with B = 1+ al > a. This shows X, 1 4 Bi,ﬁ_,x where B, denotes, here and throughout,
a standard Beta random variable with parameters a,b > 0. We hence recover the Bernstein
representation of the CM function T(B)E, g(—x) which was discussed in Remark 3.3 (c) in [3].
Notice also the very simple expression of the Mellin transform

(1 +al)T(1+s)
T(1+a(l+s)

E[(Ya1,)?] =

(b) Another simplification occurs when | + 1/« = km for some integer k > 1. One finds

o kdsi+1/mels ajm)y
E[(Xuc,m,kmfl/rx) } = [ }s[k+1/m 5 1}(]1114—1)))
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for u = ams > 0, which implies

d am
Xamfm—1/a = (Bam,tx X X thm(k—l),zx) .

In general, the law of the absolutely continuous random variable X, ,, ; valued in [0, 1] seems
to have a complicated expression.
(c) As seen during the proof, the random variable Y, ,,, | defined by the Bernstein representation

ElX,m,l (_x) = E[eiXth,m,l]
has Mellin transform

[(al 4+1)5;0]s

]E[(Yoé,m,l)s] = F(1+S) X [1/m+(1xl+1)5,5]s

®)

with 6 = 1/am, for every s > —1. By Fubini’s theorem, this implies the following exact computa-
tion, which seems unnoticed in the literature on the Kilbas-Saigo function.

[(al +1)5;6] s
[1/m+ (al +1)6;0]—s

)

wa,m,l

/ Eymi(—x) 2 Tdx = T(s)E[Y-S | = [(s)[(1—s) x
0
for every s € (0,1). For m = 1, we recover from (A1) the formula

oo . 1 e . _ I(s)r(1—s)
/O sz,ﬁ(*x)x Ydx = @/O Etx,l,ﬁa;l(ix)x tdx = W

which is given in (4.10.3) of [2], as a consequence of the Mellin-Barnes representation of E g(z).
Notice that there is no such Mellin-Barnes representation for E, ,,, ;(z) in general.

3. Uniform Hyperbolic Bounds

In Theorem 4 of [5], the following uniform hyperbolic bounds are obtained for the
classical Mittag-Leffler function:

1 1

m S Ea(_x) S (5)

1
1+ I'(1+a) x

for every a € [0,1] and x > 0. The constants in these inequalities are optimal because of
the asymptotic behaviors

1 x
Ea(*x) ~ m as x — oo and 1*Ea(7x) ~ m asx — 0.

See [11] and the references therein for some motivations on these hyperbolic bounds.
In this section, we shall obtain analogous bounds for E, ,, ,—1(—x) and E —x) with

a € [0,1],m > 0. Those peculiar functions are associated with the fractional Weibull and
Fréchet distributions defined in [3]. Specifically, we will use the following representations
as a moment generating function, obtained respectively in (3.1) and (3.4) therein:

Eymm-1(z) = E {exp{z /Ooo (1 — Ut(“))i(mil) dtH (6)

Ea,m,m_% (z) = E {exp{z /Ooo (1 + (Tt(a)) . dtH (7)

amm—1 (

and
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for every z € C, where {(Tt(lx) t > 0} is the a—stable subordinator normalized such that

(«) o
E[e*’\”t | = et At > 0.

Observe that these two formule specify the general Bernstein representation (2)
in terms of the v —stable subordinator only. We begin with the following monotonicity
properties, of independent interest.

Proposition 1. Fix « € (0,1] and x € R. The functions

m +— Eymm—1(%) and m — Eucmmfl<x)
s «

are decreasing on (0, 00) if x > 0 and increasing on (0,00) if x < 0.
Proof of Proposition 1. This follows from (6) resp. (7), and the fact that at(“) > 0 for every
t > 0. O

Remark 3. It would be interesting to know if the same property holds for m — Eg y, y—1(x) and
any 1 < 1/wa.Inthecasel & {1,1/a}, this would require from (2) a monotonicity analysis of the
mapping m — Xy y m—1, Which does not seem easy at first sight.

As in [5], our analysis to obtain the uniform bounds will use some notions of stochastic
ordering. Recall that if X, Y are real random variables such that E[¢(X)] < E[¢(Y)] for
every ¢ : R — R convex, then Y is said to dominate X for the convex order, a property
which we denote by X <., Y. Another ingredient in the proof is the following infinite
independent product

a+nb+c
o = T1(“2 )

150 a+nb

We refer to Section 2.1 in [8] for more details on this infinite product, including the
fact that it is a.s. convergent for every a,b,c > 0. We also mention from Proposition 2 in [8]
that its Mellin transform is

T(ab™1) )S [a+ c;bls

E[T(a,b,c)] = (r((a ) [a;b]s

for every s > —a. The following simple result on convex orderings for the above infinite
independent products has an independent interest.

Lemma 2. Foreverya,b,c > 0andd > c, one has
T(a,b,¢) <cx T(a,b,d).

Proof of Lemma 2. By the definition of T(a, b, c) and the stability of the convex order by
mixtures—see Corollary 3.A.22 in [12], it is enough to show

(a+b)B,y <cx (a+c)Bggc

for every a,b > 0 and ¢ > b. Using again Corollary 3.A.22 in [12] and the standard identity

d
B, = B, X B,1p—p, we are reduced to show

a+b
<a+c> = ]E[Ba+b,c—b] =cx Ba+b,c—b

which is a consequence of Jensen’s inequality. g
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The following result is a generalization of the inequalities (5), which deal with the
case m = 1 only, to all Kilbas-Saigo functions E, ,, ,,—1(—x). The argument is considerably
simpler than in the original proof of (5).

Theorem 2. For every a € [0,1],m > 0 and x > 0, one has

1 1

T /1 N S Eamm—l(*x) S :
1+I(1— (e T(1+a(m—1))
+ ( a)x 1+ T'(1+am) x

Proof of Theorem 2. The first inequality is a consequence of Proposition 1, which implies
in letting m — 0

Evmm-1(—x) > ]E[exp{—x /Ooo(l—at(“)>+“dt}]
- E[eixr(liaﬂ] - 1+F(1—o¢)x

for x > 0, where the first equality follows from Theorem 1.2 (b) (ii) in [8]. For the second
inequality, we come back to the infinite product representation

1 Ny 4 Tlp+1-a) 1 (1 a)p-1
/0 (1 op )+ at = T+ 1) T(Lp ', (1—a)™ )

which follows from Theorem 1.2 (b) (i) in [8], exactly as in the proof of Theorem 1.1 in [3].
Lemma 2 implies then

Y1 @) Dlotl-a) py 1,1y 2 Tlet1-0)
/0(1 o)t < foen T e ) £ SR

where the identity in law follows from (2.7) in [8]. Using (6) with p = am and the convexity
of t — e~*, we obtain the required

1
Ea,m,m—l(_x) < T(1+ ]
1+ —(r(fﬁ?ﬂr .

O

Remark 4. (a) As for the classical case m = 1, these bounds are optimal because of the asymptotic
behaviors
I'(1+a(m—1))

0
(1 + am) X asx —

1 - Euc,m,m—l(*x) ~

and ,
Ea,m’m_l(—x> ~ m as x — oo,

The behavior at zero is plain from the definition, whereas the behavior at infinity will be given
after Remark 6 below.

(b) It is easy to check that the above proof also yields the upper bound

1
1-T(1—a)x)s+

Ea,m,mfl (x) < (

for every a € [0,1],m > 0and x > 0, which seems unnoticed even in the classical case m = 1.
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Our next result is a uniform hyperbolic upper bound for the Kilbas-Saigo function
wmm— 1 (—x), with a power exponent which will be shown to be optimal in Remark 8 (c)

below, and also an optimal constant because

1 I[(1+am)x
1—E i(—x) ~ <1+m)xl“(1+a(m+1)) asx — 0.

Proposition 2. For every a € (0,1],m > 0and x > 0, one has

1
o,mm— Lt (_x) <

1 1 °
@ T(1-+am) It
(1 + r(1+a(:xnri1)) x)

Proof of Proposition 2. The inequality is derived by convex ordering as in Theorem 2:
setting, here and throughout, I'; for a Gamma random variable with parameter a > 0,
one has

/ooo(lﬂ”’t(“))jwdf < &T(lﬂp‘lm‘l,(l—w)p‘l)

T'(p+uw)
T'(p) 1 -1 -1, 4 Tlp+1)
S Tty YT = pr gy T

where the first identity follows from Corollary 3 in [8] as in the proof of Theorem 1.1 in [3],
the convex ordering from Lemma 2 and the second identity from (2.7) in [8]. Then, using (7)
with p = am, we get the required inequality. O

As in Theorem 2, we believe that there is also a uniform lower bound, with a more
complicated optimal constant which can be read off from the asymptotic behavior of the
density at zero obtained in Proposition 7 below:

Conjecture 3. For every a € (0,1],m > 0and x > 0, one has

1
Eymmo1(=x) = : T - (8)
M (14 (am)”# 1 (T(1 4 &) G(1 — a;am) G(1 + a;am)) ~ w1 x) i

Unfortunately, the proof of this general inequality still eludes us. The monotonicity
property observed in Proposition 1 does not help here, giving only the trivial lower bound
zero. The discrete factorizations which are used in [5] are also more difficult to handle in
this context, because the Mellin transform underlying E, 1 is expressed in terms of
generalized Pochhammer symbols. In the case m = 1, we could however get a proof of
(8). The argument relies on the following representation, observed in Remarks 3.1 (d) and

3.3 (c) of [3]:
Ey11.1(2) = T(a)E,,(z) = TA+a)E,(z) = r(l‘i‘ﬂé)E{TanTw} _ E{ﬂil)} ©)

for every z € C, where T, = inf{t > 0, Ut(lx) > 1} is the first-passage time above one of the

)

a—stable subordinator and Tﬂgl its usual size-bias of order one.

Proposition 3. For every « € (0,1) and x > 0, one has
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Proof of Proposition 3. By (9) and since

Ble®] = (1 +1x)2

for every x > 0, it is enough to show, reasoning exactly as in the proof of Theorem 4 in [5], that

70( r2/ (10)

where < stands for the usual stochastic order between two real random variables. Recall

that X <5 Y means P[X > x| < P[Y > x| for every x € R. Since T/, 4 2,/T 2, the case
« = 1/2is explicit and the stochastic ordering can be obtained directly. More precisely, the
densities of both random variables in (10) are respectively given by

e X4 and eX/V2

X
2

N R

on (0, 00), where they cross only once at x = 2\@. It is a well-known and an easy result
that this single intersection property yields (10)—see Theorem 1.A.12 in [12].
The argument for the case & # 1/2 is somehow analogous, but the details are more

elaborate because the density of T,,El) is not explicit anymore. We proceed as in Theorem C
of [5] and first consider the case where « is rational. Setting « = p/n with n > p positive

integers and X, = Tél) we have, on the one hand,

E[(T,X)l_’_ns]
E[T.]
T(2+ns)[(1+pn1)
[(1+pn—1+ ps)

ns S n+ly: —1
o)

Hfzz(jp_l +n1)s
for every s > —2n~!, where we have used the well-known identity T, L (Ul(“))"" in the
second equality, whereas in the third equality we have used repeatedly the Legendre-Gauss
multiplication formula for the Gamma function—see e.g., Theorem 1.5.2 in [13]. The same
formula implies, on the other hand,

E[(X)™] =

=N
==

1_
'p




Mathematics 2021, 9, 217

12 of 24

Since

Hn+1( ) _ E[(ﬁ Bg,'_‘ X'ﬁ r].“) ]

[T, (jp~t + 1)

for every s > —3n~1, by factorization and Theorem 1.A.3 (d) in [5] we are finally reduced
to show

p sz -1 : p
-3 (H o) <2 1T

L
i j=2 F

:\N
'v::\>—'

for every n > p positive integers. The above inequality is equivalent to

2 |4 r(ip—l_n—l) p
(Bz1-1)7 <o <H2r<pl+1> P Ilr

and this is proved via the single intersection property exactly as for (5.1) in [5]: the random
variable on the left-hand side has an increasing density on (0,1), whereas the random
variable on the right-hand side has a decreasing density on (0, c0), both densities having
the same positive finite value at zero. We omit details. This completes the proof of (10)
when « is rational. The case when « is irrational follows then by a density argument. [J

Remark 5. It is easy to check from (A5) and (A6) that

I'(l1+«)

s = a*T(1+a)G(1—a;a)G(1+a;a),

so that Proposition 3 leads to (8) for m = 1, in accordance with the estimate (13). In general, the
absence of a tractable complement formula for the product G(1 — w; 8) G(1 + «; &) makes however
the constant in (8) more difficult to handle.

Our last result in this section gives optimal uniform hyperbolic bounds for the gener-
alized Mittag-Leffler functions E, g(—x) whenever they are completely monotone, that is

for B > a—see the above Remark 2 (a). This can be viewed as another generalization of (5).

Proposition 4. For every a € (0,1], > aand x > 0, one has

1 1
< T(a) Ega(—x) <
E R ’ r(1+a) _\2
(1 + FElthx; x) (1 RV x)
and
- < T(B)Eyp(—x) < -
T, = wplT) = e
L U ey *

Proof of Proposition 4. The bounds for E, ,(—x) are a direct consequence of (9), Proposi-
tion 2 and Proposition 3. Notice that letting « — 1 leads to the trivial bound 0 < e™* <
(2/(2 + x))?. To handle the bounds for B > «, we first recall from Remark 2 (a) that

F(IB) Eoc,,B(_x) = r(ﬁ) Etx,l g1 (—x) = E[@*XYM,I}

withl = (B—1)/a >1—-1/aand Y, 1, 2 BY Bon X Togl). Moreover, one has

I'(1+s)I'(B)

E[(sz,l,l)s] = r(,@—l—txs)

(11)
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for every s > —1, which implies the factorization L 4 Y,,1, % (Tg)*. Since, by Jensen’s inequality,

F(p+a) _ « @
we deduce from Corollary 3.A.22 in [12] the convex ordering

r'(p)

Y ——— L
lX,l,l —<CX r(ﬁ‘i‘lx)

which, as above, implies
1
I(B)Eap(—x) < ——5—
’ B)
L+ rpray *

for every x > 0.

The argument for the other inequality is analogous to that of Proposition 3. By density,
we only need to consider the case « = p/nand p = (p +¢)/n with p < n and q positive
integers. By (11) and the Legendre-Gauss multiplication formula, we obtain

s s i (ii/l71>s
Bl(Yar™) = 5 % E[(By 1 ) | x o 1122
! PP iy T2, Gp '+ (p+ @) (np) s

for every s > —n~1. On the other hand, one has

rg-a) 1Yo _ w P11 ) (i)
E[( T(B) L) } e EKK""ﬁ X T ey 1";]+,7$)} X T, Gp =+ (p+q) (np) )

with
_ Tgn™H) \"
Tap = pp(F((PJrq)nl)) '

Comparing these two formulae we are reduced to show

1
1 P T(gn") ) = '
B n < n| —— r I
®1)* o (i ) < (7 T T

for every p < n and g positive integers. This is obtained in the same way as above via the
single intersection property. We leave the details to the reader. O

4. Asymptotic Behavior of Fractional Extreme Densities

In this section, which is a complement to [3], we study the behavior of the density
functions of the fractional Weibull and Fréchet distributions at both ends of their support.
To this end, we also evaluate their Mellin transforms in terms of Barnes” double Gamma
function. Along the way, we give the exact asymptotics of x — E, ,,, ;(x) on the negative
half-line, in the completely monotonic case « € [0,1] and I > m —1/a.

4.1. The Fractional Weibull Case
In [3], a fractional Weibull distribution function with parametersa € [0,1] and A, p > 0
is defined as the unique distribution function F:\;\, p on (0, c0) solving the fractional differ-

ential equation
0. F(x) = AxP"%F(x)
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where F = 1 — F denotes the associated survival function and Dfj, a progressive Liou-
ville fractional derivative on (0, c0). The case @ = 1 corresponds to the standard Weibull
distribution. In [3], it is shown that this distribution function exists and is given by

Fovp(x) =1 = Egpo_i(=Ax)

for every x > 0—see the formula following (3.1) in [3]. In particular, the density % p1s
real-analytic on (0, o) and has the following asymptotic behavior at zero:

AT(p+1—a)
I'(p)

The behavior of f¥ pat infinity is however less immediate, and to this aim we will

e ~

)xp_l asx — 0.

need an exact expression for the Mellin transform of the random variable W, , , with

distribution function F¥, , which has an interest in itself.

a,A,p”

Proposition 5. The Mellin transform of W, , is

E[W;,,] - (f’:);r<1+sp1> o O el

for every s € (—p,p). Consequently, one has

w o~ [P et
ftx,/\,p(x) ()\F(l—a))x as x — oo.

Proof of Proposition 5. We start with a more concise expression of (3) for I = m — 1, which
is a direct consequence of (A9):

s M -aphels
(Lo~ 1s

By Theorem 1.1 in [3] and using the notations therein, we deduce

E[W: | = E[(AY&L,“)p]

= (%) %1"(1 +s071) x

E[(Ya,g,f? W) =0

«

R

[1 + (1 - ‘X)pil;loil]—sp*l

[1;p71}75p*1
_ (‘f)pr(lﬂp_l) x ["H[:);_p]‘i);p}s

forevery s € (—p, p) as required, where the third equality comes from (A8). The asymptotic
behavior of the density at infinity is then a standard consequence of Mellin inversion. First,

we observe from the above formula and (A10) that the first positive pole of s — E {W; A p}
is simple and isolated in the complex plane at s = p, with

] N (ﬁ) L ot (A —a)plp
A [o; p]—s
N (pw) L ot A—w)plp (o) -
A 20:0]—p Pl= = XT1—a) ~ ATA—a) (o —s)

E [w;, A
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as s T p, where the second asymptotics comes from (A9) and the equality from (A5).
Therefore, applying Theorem 4 (ii) in [14] beware the correction (log x)* — (log x)*~! to
be made in the expansion of f(x) therein, we obtain

fm/p(x) ~ (/\r(lp—a)>xpl as X — oo

as required. g

Remark 6. (a) Another proof of the asymptotic behavior at infinity can be obtained from that of the
so-called generalized stable densities. More precisely, using the identity in law on top of p.12 in [3]
and the notation therein, we see by multiplicative convolution, having set f,xg o for the density of the
generalized stable random variable G(p +1 — a, 1 — ), that

)P

o _Acx
fanp(¥) = Ax’“fo )y e » W ay
1
(2),;/0 f“g,p(x(p)\_lt)_fl’) t_%e_tdt

<)\1"(1p—oc) /Oootetdt>xpl = </\1"(1p—1x)>xpl

as x — oo, where for the asymptotics we have used the Proposition in [15] and a direct integration.
This argument does not make use of Mellin inversion and is overall simpler than the above. However,
it does not convey to the fractional Fréchet case.

(b) The Mellin transform simplifies for « = 0 and « = 1: using (A1) and (A6) we recover

S

EWil = A /T(L4+sp M1 —sp7!)  and  EWj, ] = (§)'TA+s™)

in accordance with the scaling property Wy O PWy, 1, and the identities given at the
bottom of p.3 in [3]. The Mellin transform takes a simpler form in two other situations.

*  For p = &, we obtain from (3), (A1) and (A5)

I'(1+s)

E[(Ya10)°] = T tas) [z,

in accordance with Remark 3.1 (d) in [3]. This yields

1
d L Y B | 1
W = = A «Z, x Lx,
o,\,0 ( /\th,l,O ) o

an identity which was already discussed for A = 1 in the introduction of [3] as the solution to
(1.3) therein. The Mellin transform reads

s T(14sa HI(1 —sa™1)

s — o
]E[ IX,/\,:X] =A r(l_s)
e  For p =1 — a, where we obtain from (A5)
_ (i T +sp (o —5) 4P\l
E[ Sifp,)\,p] = (X) (o) and Wi_,,, = (X) Le x T,

(c) The two cases p = « and p = 1 — « have a Mellin transform expressed as the quotient of a
finite number of Gamma functions. This makes it possible to use a Mellin-Barnes representation of
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the density to get its full asymptotic expansion at infinity. Using the standard notation of Definition
C.1.1in [13], one obtains

1-n«a

11— —a—1 r(24+2 -1 _
Zx\,lx (x) ~ 27121 /{l'ftfjgl—na) and flvzrx,)\,rx(x) ~ a))\cl"(uc) 2"20 (_1)11 (pn' ) (%) L
which are everywhere divergent. The first expansion can also be obtained from (1.8.28) in [16] using

,mra(x) = Ax* L Ey o (—Ax).
Unfortunately, the Mellin transform of Wy, , might have poles of variable order and it seems
difficult to obtain a general formula for the full asymptotic expansion at infinity of ;’VA p(x).

Writing .
B0 a(-AX) = BWanp > = [~ 1%, ()dy,

we obtain by integration the following asymptotic behavior at infinity, which is valid for
any « € (0,1] and m > 0:

Eqxmm—1(—x) ~ 1"(1Etx)x as x — co.

This behavior, which turns out to be the same as that of the classical Mittag—Leffler
function E, (—x)—see e.g., (3.4.15) in [2], gives the reason the constant in the lower bound
of Theorem 2 is optimal—see the above Remark 4 (a). It is actually possible to get the exact
behavior of E, ,,, ;(—x) at infinity for any « € (0,1],m > 0and [ > m — 1/«. We include
this result here since it seems unnoticed in the literature on Kilbas-Saigo functions.

Proposition 6. Forany a € [0,1],m > 0and 1 > m — 1/«, one has

Eqmi(—x) ~ F1£1(1++ail(;—_11;);n3) as x — 0.

Proof of Proposition 6. The case « = 0 is obvious since Eg,,;(x) = 1/(1 —x). For a €
(0,1], setting & = 1/am, recall from (4) that for every s € (0,1) one has

o N [(al +1)5; 8] _s
/0 Exmi(—x) ¢ 1dx = T(s)I(1—s) x ot G DA
[(al +1)6;6] 1 F(1+a(l+1—m))

[/m+ (al +1)5;6] 1 (1—s) T(A+a(l—m))(1—s)

ass T 1, where in the equality we have used the concatenation formula (A1). The asymptotic
behavior follows then by Mellin inversion as in the proof of Proposition 5. O

Remark 7. In the boundary case | = m — 1/, the behavior of Ey yy 1,4 (—x) at infinity, which
has different speed and a more complicated constant, will be obtained with the help of the fractional
Fréchet distribution—see Remark 8 (c) below.

We end this paragraph with the following conjecture which is natural in view of
Proposition 6. We know by Theorem 2 resp. Proposition 4 that this conjecture is true for
thecasesl =m —1landm = 1.

Conjecture 4. For every a € (0,1],m > 0,1 > m —1/a and x > 0, one has

1 1
A+ alom)) . = Eqmi(—x) < T(1 + al)

It farageme 1) ¥ L+ rayaaam ®
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4.2. The Fréchet Case
In [3], a fractional Fréchet distribution function with parameters « € [0,1] and A,
p > 0is defined as the unique distribution function F[f, Ap O1 (0, o) solving the fractional
differential equation
D*F(x) = Ax P *F(x)

where D* denotes a regressive Liouville fractional derivative on (0,00). The case « = 1
corresponds to the standard Fréchet distribution. In [3], it is shown that this distribution
function exists and is given by

Ffr/\,p(x) = Ea,%p% (=AxF)
for every x > 0—see the formula following (3.4) in [3]. In particular, the density flf Ap 18
real-analytic on (0, 00) and has the following asymptotic behavior at infinity:

AT(p+1)

oo ~ (5

)xpl as x — oo.

The behavior of the density at zero is less immediate and we will need, as in the above
paragraph, the exact expression of the Mellin transform of the random variable F, , , with

distribution function FF

w7 whose strip of analyticity is larger than that of W, ) ,.

Proposition 7. The Mellin transform of F, 5 , is

s _ ﬁ’ﬁ o [0+ 1;p0]s
sl = () oo i

for every s € (—p — w, p). Consequently, one has

2

flf)\p(x) ~ (pp(‘loJa)1"(1—1—0&)6(1—oc;p)G(l—i—oz;p))x“”‘1 as x — 0.
A, A+E

Proof of Proposition 7. The evaluation of the Mellin transform is done as for the fractional
Weibull distribution, starting from the expression

_ sy M heTls
e 14 ap= 1071,

which is a consequence of (3) and (A5). By Theorem 1.2 in [3] and (A8), we obtain the
required formula

p _s
s - L (P P o1y o e+ Lpls
E[ “WP} =k (/\Y“pp_l A T =sp™) x [0+ a;p0]s

13

Then the asymptotic behavior of ff A0 (%) at zero follows as that of f, o‘x\ o (x) at infinity,
in considering the residue at the first negative pole s = —(p + a) which is simple and
isolated in the complex plane, applying Theorem 4 (i) in [14] with the same correction as
above, and making various simplifications. We omit details. g

Remark 8. (a) Comparing the Mellin transforms, Propositions 5 and 7 imply the factorization

Wfl

d
wAo T Fyrp % Zlp+1—a,p+ap0,0+1p). (12)
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In general, it follows from Theorem 1 that for every a € (0,1],m,A > 0andl >m —1/a,
there exists a positive random variable with distribution function E, ,,, j(—Ax~%™"), and which is
given by (3), (2) and Theorem 1.2 in [3] as the independent product

1

FlX,/\,le X (Xoc,m,l)m é F(X,/\,le X Z("‘l + 1/“(7” + 1);“771/ "‘(l + 1) + 1;“7”)/

where the identity in law follows from (A8). In this respect, the fractional Fréchet distributions can
be viewed as the “ground state” distributions associated with the Kilbas-Saigo functions E, ,, |, in
the boundary casel = m —1/a.

(b) As above, the Mellin transform simplifies for « = 0,1: we get

s
I

B[R, ] = AP T(1+sp )T(1—sp™))  and  E[F,,] = (2) r—sp b,

in accordance with the scaling property F, ) , L\ PFy1, and the identities given after the
statement of Theorem 1.2 in [3]. The Mellin transform also takes a simpler form in the same other
situations as above.

e Forp = ua, with
. _ e M@ +sa Hr —sa™t)
El I =4 T(a+s)

o, ,0

This yields the identity Fy ) » LAY (Z 1)@ x L~ «, which was discussed for A = 1in the
introduction of [3] as the solution to (1.4) therein. This is also in accordance with Remark 3.3
(c) in [3], since
(T £ ((z;9W)s L (z;Hw,
Notice that the constant appearing in the asymptotic behavior of the density at zero is also
simpler: one finds
2aT(14«a) _
fvf;/\,tx(x) ~ <M>x2a 1 asx — 0 (13)
e Forp=1-—a, with

A\ P B
E[F_,,,] = (p) FA—sp )T +s) and Fi_p,,

2
VRS
| >
N———

o=

L-‘\
o=
X
-~

Here, the density converges at zero to a simple constant: one finds
F o\ 7 .
0 _
ficppp(x) = (X) [(1+p~") asx—0.

(c) Integrating the density and using P[F,,, < x| = E, = 1 (—Ax~P), we obtain the

following asymptotic behavior at infinity for any « € (0,1] and m> 0, which is more involved
than that of Proposition 6:
1

(=x) ~ (am)nT(14a)G(1 —a;am) G(1 4 a;am)x~ " as x — oo.

1
am,m—

For m =1, this behavior matches the first term in the full asymptotic expansion

Ea,l,l—%<_x) = F(OC)E,X,,X(—x) ~ F(Dé> ;W



Mathematics 2021, 9, 217

19 of 24

As for Ey yy m—1(—2x), a full asymptotic expansion of E —x) at infinity seems difficult

a,m,mfé (
to obtain for all values of m.

5. Some Complements on the Le Roy Function

In this section, we show some miscellaneous results on the Le Roy function

xn
;Ca(X)IZW, 06>0,XER.
n>0 .

In [3], this function played a role in the construction of a fractional Gumbel distribution
—see Theorem 1.3 therein. The Le Roy function, which has been much less studied than
the classical Mittag—Leffler function, can be viewed as an alternative generalization of the
exponential function. See also the recent paper [17] for a further generalization related to
the Mittag—Leffler function. Throughout, we giscard the explicit case £1(x) = Ej(x) = e*.

We begin with the asymptotic behavior at infinity. Le Roy’s original result—see [6]
p. 263-reads

1-a

(2m) > 1
N

and is obtained by a variation of Laplace’s method. An extension of this asymptotic

behavior has been given in [18] for the so-called Mittag—Leffler functions of Le Roy type.
Laplace’s method can also be used to solve Exercise 8.8.4 in [19], which states

1
et as x — oo,

Lo(x) ~

,a 1
Lo(—x) = ST 7 i gvcos(m/w)x (sin(n/2(x—|—ocsin(7r/oc)x%) + O(x_%)> (14)

fora > 2 and .

a*T(1— ) x (logx)*

La(—x) ~ (15)

forw € (1,2), as x — oo. The following estimate, which seems to have passed unnoticed in
the literature, completes the picture.

Proposition 8. For every o € (0,1), one has

1
Ly(—x) ~ (1 —a)x (log )" as x — .

Proof of Proposition 8. In the proof of Theorem 1.3 in [3] it is shown that

La(=x) = P[L > xLy] = /Oooe_”fa(t) dt

where . o
.3
L, i/ e %t dt
0

has density f, on (0, o) and Mellin transform
E[L] = T(1+s)7% s> 1.
In particular, using the notation in [20], we have f, = e1_,, and Theorem 2.4 therein implies

1
falx) ~ I(1—a)(—logx)®

asx — 0. (16)

Plugging this estimate into the above expression of L, (—x), we conclude the proof by
a direct integration. O
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Remark 9. (a) The estimate (16) also gives the asymptotic behavior, at the right end of the support,
of the density of the fractional Gumbel random variable G, ) which is defined in Theorem 1.3 of [3].
Indeed, by the definition and multiplicative convolution the density of e on (0, c0) writes

1
x2 (log x)«

© N
/0 eV yfaly)dy T(1—a) as x — oo,

where the estimate follows from (16) as in the proof of Proposition 8. A change of variable implies then

G A A
fa,/\(x) ~ (1_,(1_“)> xilx e * as x — o9,

Notice that at the left end of the support, there is a convergent series representation which is
given by Corollary 3.6 in [3].

(b) In the case & = 2, one has L(x) = Iy(2y/x) and Lo(—x) = Jo(2y/x) forall x > 0,
where Iy and ]y are the classical Bessel functions with index 0. In particular, a full asymptotic
expansion for Lo at both ends of the support is available, to be deduced e.g., from (4.8.5) and (4.12.7)
in [13]. These expansions also exist when « is an integer since L, is then a generalized Wright
function—see Chapter F.2.3 in [2] and the original articles by Wright quoted therein. The case when
« is not an integer does not seem to have been investigated, and might be technical in the absence of
a true Mellin-Barnes representation.

Our next result characterizes the connection between the entire function £,(z) and
random variables. Recall that a function f : C — C which is holomorphic in a neighbor-
hood Q) of the origin is a moment generating function (MGF) if there exists a real random
variable X such that

f(z) = ]E[ezx}, z € Q.

In particular, it is clear that £ is the MGF of the exponential law L and £; that of the
constant variable 1. The following provides a characterization.

Proposition 9. The function L,(z) is the MGF of a real random variable if and only if « < 1. In
this case, one has

Lo(z) = E[ezLa}, zeC.

Proof of Proposition 9. The if part is a direct consequence of the proof of Proposition 8.
On the other hand, the estimates (14) and (15) show that £,(z) takes negative values on
R~, so that it cannot be the moment generating function of a real random variable, when
« > 1. This completes the proof. O

Observe that since L, is non-negative, the above result also shows L, (—x) is CM
on (0,00) if and only if « < 1, echoing Pollard’s aforementioned classical result for the
Mittag-Leffler E;(—x). One can ask whether there are further complete monotonicity
properties for L, as in [21] for E,. Our last result for the Le Roy function is a monotonicity
property which is akin to Proposition 1.

Proposition 10. The mapping « — L (x) is non-increasing on [0, 1] for every x € R.

Proof of Proposition 10. The fact that « — L, (x) decreases on R™ is obvious for x > 0, by
the definition of £,. To show the property on [0, 1] for x < 0, we will use a convex ordering
argument. More precisely, the Malmsten Formula (A3) and the Lévy-Khintchine formula
show that for every t € [0, 1], the random variable G;_; = log L;_; is the marginal at time
t of a real Lévy process, since E[e?G1-t] = T'(1 +iz)! = e!¥(?) for every z € R, with

0o d
Y(z) = —vyiz + /_oo(elzx —1 —izx) 4|x|(e\x)\c— 1).
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This is actually well known—see Example E in [22]. By independence and stationarity
of the increments of a Lévy process, we deduce that there exists a multiplicative martingale

{M;,t € [0,1]} such that M; L1, for every t € [0,1]. Jensen’s inequality implies

L/g <ex Ly
forevery 0 < &« < B < 1. Applying the definition of convex ordering to the function
@(x) = e*, we get Lg(x) < Ly(x) forevery x <0and 0 < a < < 1, as required. O

Remark 10. (a) In the terminology of [23], the family {L1_,, « € [0,1]} is a peacock, whose
associated multiplicative martingale is completely explicit. We refer to [23] for numerous examples
of explicit peacocks related to exponential functionals of Lévy processes. Observe from Lemma 2 that
the family {T(a,b,t), t > 0} is also a peacock.

(b) Letting & — 0 and & — 1 in Proposition 10 leads to the bounds
¢ < Lp(x) < La(x) €
(I—x)¢

forevery x € Rand 0 < o < B < 1. The hyperbolic upper bound is optimal as in Theorem 2 and
Proposition 2, because Lqo(x) — 1 ~ x as x — 0. The exponential lower bound is thinner than the
order given in Proposition 8. On the other hand, it does not seem that stochastic ordering arguments
can help for a uniform estimate involving a logarithmic term.

It is natural to ask if the statement of Proposition 10 is also true for the classical
Mittag-Leffler function, and this problem seems still open.

Conjecture 5. The mapping o — E,(x) is non-increasing on [0, 1] for every x € R.

Numerical simulations suggest a positive answer. It is clear by the definition that
a — E,(x) is non-increasing for every x > 0 on [wp, o), where 1 + ap = 1.46163... is
the location of the minimum of the Gamma function on (0, c0). A direct consequence of
Theorem B in [5] is also that
a — Eu(T(1+4+a)x)

is non-increasing on [1/2,1] for every x € R. The constant I'(1 + «) appears above because
of the convex ordering argument used in [5]. It seems that other kinds of arguments are
necessary to study the monotonicity of & — E,(x) on [0, 1].

We would like to finish this paper with the following related monotonicity result,
which relies on a stochastic ordering argument, for the generalized Mittag—Leffler function.

Proposition 11. For every a € [0,1] and x € R, the mapping

B = T(B)Enp(x)

is non-increasing on (a, o) if x > 0 and non-decreasing on («, c0) if x < 0.
Proof of Proposition 11. By Remark 3.3 (c) in [3], we have the probabilistic representation
xBY,  x TV
T(B)Eap(x) = E|e” "wpa” e
forevery a € [0,1], 6 > w and x € R. Reasoning as in Proposition 3, we see by factorization

that it suffices to show that
,B = Bz,ﬁ—a
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is non-increasing on (a, o) for the usual stochastic order. On the other hand, the density
function of the random variable Bf Ba is

r'(B) 1\ p-a—l
M nr—a ()

on [0,1) and its value at zero is by the log-convexity of the Gamma function an increasing
function of B. Moreover, the density functions of B} Ba and B} B/—q CTOSS only once for

BB, at
1 o
T(BT(B —a) ) b
1 - < € (0,1).
( T(B)T(B— )
The single intersection property finishes then the argument, as for Proposition 3. [
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Appendix A

In this Appendix we recall some properties of Barnes” double Gamma function G(z; ),
which are used throughout the paper. For every § > 0, this function is defined as the
unique solution to the functional equation

G(z+1;0) = T(z671G(z9) (A1)

with normalization G(1;§) = 1. The function is holomorphic on C and admits the following
Malmsten type representation

zx ox

Glz:6) = exp Jy” (et — f + G- DG -De™ —1) & ()

which is valid for R(z) > 0—see (5.1) in [24]. Putting (A1) and (A2) together and making
some simplifications, we recover the standard Malmsten formula for the Gamma function

0 d
F(l1+z) = exp{—'yz + /w(ezx—l—zx)wx_l)} (A3)

forevery z > —1, where vy is Euler’s constant. The following Stirling type asymptotic behavior
log G(z;6) — 2 (z*logz — (3 +1ogd)z2 — (1+6)zlogz) — Az — Blogz — C (A4)

is valid for |z| — oo with | arg(z)| < 7, for some real constants A, B and C which are given
in (4.5) of [24]. There is a second concatenation formula

G(z+6;6) = (2m)0~D/261/2721(2)G(z; 6) (A5)

which is valid for all z € C, the right-hand side being understood as an analytic extension
when z is a non-positive integer—see (4.6) in [25] and the references therein. Observe that
(A1) and (A5) lead readily to the closed formula

G(6;0) = G(1+6;6) = (2m)1/257172, (A6)

In this paper, we make an extensive use of the following Pochhammer type symbol
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G(a+s;9)
Sl = A7
[a’ 5}5 G(ﬂ, 5) ( )
which is well-defined for every 4,6 > 0 and s > —a. The following formula
[0571;571]5571 — (271,)8(1/(571)/2 5S2/2(575(1+(1720)/5)/2 [a/. 5]5 (A8)

can be deduced from (4.10) in [25] beware the different normalization for G(1;6) therein
which becomes irrelevant when considering the Pochhammer type symbol. Notice also
that (A5) yields
8 la+5;6]s = (a)s[a;6]s (A9)
with the standard notation
(a)s = T(a+s)
’ I'(a)

for the usual Pochhammer symbol. Finally, we observe from the double product represen-
tation of G(z,d)—see e.g., (4.4) in [25] that for every a,é > 0 one has

inf{s >0, [4;,6]-s =0} = a (A10)

and that this zero is simple and isolated on the complex plane.
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