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Abstract: This research work is focused on the nonlinear modeling and control of a hydrostatic
thrust bearing. In the proposed work, a mathematical model is formulated for a hydrostatic thrust
bearing system that includes the effects of uncertainties, unmodelled dynamics, and nonlineari-
ties. Depending on the type of inputs, the mathematical model is divided into three subsystems.
Each subsystem has the same output, i.e., fluid film thickness with different types of input, i.e.,
viscosity, supply pressure, and recess pressure. An extended state observer is proposed to estimate
the unavailable states. A backstepping control technique is presented to achieve the desired tracking
performance and stabilize the closed-loop dynamics. The proposed control technique is based on the
Lyapunov stability theorem. Moreover, particle swarm optimization is used to search for the best
tuning parameters for the backstepping controller and extended state observer. The effectiveness of
the proposed method is verified using numerical simulations.

Keywords: multivariable optimization; numerical modeling; hydrostatic thrust bearing; mem-
brane restrictor; servo control systems; backstepping control; extended state observer

1. Introduction

Enhanced lubrication performance of mechanical bearings ensures high reliability
and accuracy of the machining process. In this regard, several studies have reported on
the improvement of lubrication performance by utilizing the optimization of bearing ge-
ometry [1–3]. The geometry optimization of bearings allows a one-time improvement in
the lubrication performance of the hydrostatic bearing because once a system has been
designed, then the mechanical design cannot be altered easily. Thus, the enhancement of
lubrication performance by other means is preferred over mechanical design. Active hy-
drostatic bearings have a sort of active device that improves lubrication performance.
The active device helps to increase the stiffness of the fluid film; more stiffness means an
increase in bearing load capacity. Broadly speaking, the active hydrostatic bearings are
divided into three configurations. This division is done on the basis of an active input that
is used to control the dynamics of hydrostatic bearings.

The first configuration takes viscosity as a control input for active lubrication. Hessel-
bach [4], Wang [5], and Zhang [6] used magnetorheological fluids (MR fluids) to provide
active lubrication in hydrostatic bearings by utilizing an external magnetic field. This field
changes the viscosity of magnetorheological fluids to maintain a constant fluid film gap
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by varying the load. The biggest problem with MR-fluid-based hydrostatic bearings is
their support for small loads. Large loads can only be supported by increasing the sup-
port area. Normally, the MR-fluid-based hydrostatic bearings are called smart bearings.
Kumar [7] used a combination of both recess shape and magnetorheological fluids to
provide active lubrication.

The second configuration takes recess pressure as a control input to monitor the
clearance gap. Morosi [8] and Fabian [9] proposed a jet to control the pressure between
the rotating shaft and the bearing’s inner surface. This jet controls recess pressure, and it
is driven by a piezoelectric-type actuator. Mizumoto [10] proposed an active orifice to
control recess pressure. Rehman [11–14] proposed a controlled servo valve to adjust recess
pressure. Eberhardt [15] measured the clearance gap with the help of an eddy current
sensor; hydrostatic support is activated when the clearance gap is critical. Rehman [16]
proposed an active aerostatic thrust bearing, where high-speed pneumatic valves are
used to control recess pressure and adjust fluid film thickness. Kang [17,18] proposed
different types of restrictors to control recess pressure. Tapered-spool-type and cylindrical-
spool-type double-action restrictors have been proposed for the variable compensation
of hydrostatic bearings. Recently, Babin [19] performed an experimental study where a
servo-controlled thrust bearing was proposed to improve dynamic stiffness against an
external load. Lai [20] used a membrane-type restrictor that controls active lubrication
through recess pressure.

The third configuration provides active lubrication with the help of active supply
pressure, which is taken as a control input. Santos [21] proposed a hydraulic actuator to
control supply pressure. A hydraulic actuator helps increase the damping and stiffness of
oil film. San Andrés [22] proposed an external pressure source to stiffen the fluid film for
gas bearings. The increase in stiffness of the fluid film helps to reduce the vibrations of the
rotor and increases stability.

From the above-cited literature, it has been concluded that tribology, control tech-
niques, and the informatics of bearings play important roles in improving active lubrication.
A frequency-domain control method was reported in [21] for active lubrication of a bearing;
however, the classical design method neglects several control features, such as parametric
uncertainties, unmodeled dynamics, and nonlinearities. Similarly, a nonlinear control
method was reported for active lubrication in [23], while a linear observer-based control
method was proposed in [24]. However, the nonlinear controller proposed in [23] is depen-
dent on the calculation of the unknown terms f(x); in practical cases, its nominal values
are known. This paper proposes a backstepping combined extended-state observer-based
control scheme for active lubrication of hydrostatic bearings. The current research pro-
posal has two main advantages over the published literature in [23]: (1) The proposed
mathematical model includes the effects of nonlinearities, uncertainties, and unmodelled
dynamics; thus, it can be implemented in real-world applications. Secondly, the combina-
tion of backstepping control and extended state observer helps to achieve better tracking
performance. The proposed control scheme requires few sensors to monitor the system
states; thus, it is cost-effective and more economical. Specific objectives of this work are
highlighted as follows:

1. The proposed method utilizes an extended state observer to estimate the unknown
terms in the state models of the system.

2. The combined extended-state-observer-based backstepping controller is an adaptive
type compared to the previously reported method of [23].

3. The optimal parameters of the proposed control scheme are tuned using the mul-
tiobjective particle swarm optimization method, while in the previously reported
literature, the criteria for parameters tuning is not given.

4. As compared to previously reported methods, the proposed method utilizes fewer
sensors to implement the control law.

The rest of the paper is organized as follows: Section 2 formulates the mathematical
models for hydrostatic thrust bearings, Section 3 designs an extended-state-observer-based
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backstepping control that is tuned with the help of particle swarm optimization, Section 4
describes the results, and, finally, a conclusion is made in Section 5.

2. Mathematical Models
2.1. Fluid Viscosity as Control Input

Figure 1 shows a thrust bearing whose viscosity is taken as a control input. Normally,
a magnetic field is applied to change the viscosity of such types of bearing.

Figure 1. Hydrostatic thrust bearing.

The motion dynamics of a hydrostatic thrust bearing is given as follows:

M
..
h = f + w + δd (1)

where δd is an unknown disturbance. The force of the oil film depends upon the distribution
of the pressure. Let us suppose that the pressure in the recess region is constant, and the
pressure of the restricted region is expressed by the Reynolds equation [24]:

h3

12µ

(
∂2 p
∂r2 +

1
r

∂p
∂r

)
=

.
h (2)

Applying the integration to Equation (2) yields the following expression:

p(r) = C1 ln(r) +
3µ

.
hr2

(h + h0)
3 + C2 (3)

Applying the boundary conditions p(R1) = Pb and p(R2) = 0 to Equation (3) yields
the following: 

C1 ln(R1) + C2 = Pb −
3µ

.
hR2

1
(h+h0)

3

C1 ln(R2) + C2 = 0− 3µ
.
hR2

2
(h+h0)

3

(4)

Solving Equation (4) and substituting it in Equation (3) yields

p(r) = ln(r)
Pb(h + h0)

3 − 3µ
.
h
(

R2
1 − R2

2
)

(h + h0)
3 ln R1

R2

+
3µ

.
hr2

(h + h0)
3 −

Pb(h + h0)
3 ln R2 − 3µ

.
h
(

R2
1 ln R2 − R2

2 ln R1
)

(h + h0)
3 ln R1

R2

(5)

Annular fluid force is expressed as follows:

Fannular = 2π

R2∫
R1

p(r)rdr (6)
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The total fluid film force is given by the following relations:
f = Fannular + πR2

1Pb

f = π
(

R2
1 − R2

2
) 3µ

.
h(R2

1+R2
2) ln R1

R2
−3µ

.
h(R2

1−R2
2)+Pb(h+h0)

3

2 ln R1
R2

(h+h0)
3

(7)

Let the unmodelled dynamics such as leakage, change in viscosity, fluid film friction
losses, and pocket pressure losses be represented by δm. The unmodelled dynamics often
lowers the fluid film force, so Equation (7) is rewritten as follows:

f − δm = π
(

R2
1 − R2

2

)3µ
.
h
(

R2
1 + R2

2
)

ln R1
R2
− 3µ

.
h
(

R2
1 − R2

2
)
+ Pb(h + h0)

3

2 ln R1
R2
(h + h0)

3 (8)

Taking viscosity as a control input, the rearrangement of Equation (8) yields the
following expression:

f − δm = BPb +
A

.
h

(h + h0)
3 u1 (9)

where

A = π
(

R2
1 − R2

2
)[ 3(R2

1+R2
2) ln R1

R2
−3(R2

1−R2
2)

2 ln R1
R2

]
,

B =
π(R2

1−R2
2)

2 ln R1
R2

Equations (1) and (9) are combined to produce a state space form, which is expressed
as follows: .

X = F1(x) + g1(x)u1
Y = CX

(10)

where

F1(x) =
[ .

h (BPb + w + δm + δd)/M
]T

, g1(x) =

[
0

A
.
h

M(h + h0)
3

]T

, C = [1 0]T

2.2. Active Supply Pressure as Control Input

In Model 2, supply pressure is taken as a control input. The capillary-controlled
hydrostatic thrust bearing, which is pressurized by an external active pressure supply,
is shown in Figure 2.

Figure 2. Thrust bearing having active supply pressure.
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The rate of flows for the input and output sections are expressed as follows:
Qin = πd4(Ps−Pb)

128µL

Qout = −πR2h3

6µ
∂p
∂r r=R2

(11)

The continuity equation is given by the following expression:

Qin = Qout + πR2
2

.
h (12)

By substituting the pressure distribution into Equation (12), one obtains the follow-
ing relation:

πd4(Ps − Pb)

128µL
+

πPb(h + h0)
3 − 3π

.
hµ
(

R2
1 − R2

2
)

6µ ln R1
R2

= 0 (13)

By combining Equation (13) with Equations (1) and (9), the following state space form
is derived: .

X = F2(x) + g2(x)u2
Y = CX

(14)

where

F2(x) =
192
(
− 2

3 (w + δm + δd)(h + h0)
3 + πµ

.
h
(

R4
1 − R4

2
))(

L(h + h0)
3 − 3d4

64 ln R1
R2

)
+ 9πµ

.
hd4(R1 − R2)

2(R1 + R2)
2

128M(h + h0)
3
(

L(h + h0)
3 − 3d4

64 ln R1
R2

)
g2(x) = −

3πd4(R2
1 − R2

2
)

128M
(

L(h + h0)
3 − 3d4

64 ln R1
R2

) , C = [1 0]T

2.3. Membrane-Controlled Thrust Bearing

In this model, an active membrane restrictor is introduced for controlling recess
pressure. The schematic for the membrane-compensated hydrostatic thrust bearing is
shown in Figure 3.

Figure 3. Schematic for membrane-compensated hydrostatic bearing.

The flow into the hydrostatic bearing is given by the following expression [24]:

Qin =
πr(x + x0)

3

6µ

∂pmem

∂r

∣∣∣∣∣r=r2 − πr2
2

.
x (15)

Qout = −
πR2h3

6µ

∂p
∂r

∣∣∣∣r = R2 (16)
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The continuity equation for the hydrostatic thrust bearing is expressed as follows:

Qin = Qout + πR2
2

.
h (17)

Pb is obtained by substituting the pressure distribution into Equations (15)–(17).

Pb = −πR2(h + h0)
3

6µ

(
6µ

.
hR2

(h + h0)
3 −

3µ
.
h
(

R2
1 − R2

2
)

R2(h + h0)
3(ln R1 − ln R2)

)
+ πR2

2

.
h + πr2

2
.
x +

Ps(x+x0)
3+3µ

.
x(r2

1−r2
2)

(lnr1−lnr2)
− 6µr2

2
.
x

(x+x0)
3

(lnr1−lnr2)
+ (h+h0)

3

(ln R1−ln R2)

(18)

By combining Equation (18) with Equations (1) and (9), the state space form of the
membrane-restrictor-controlled hydrostatic bearing is formulated. The state space form of
the membrane-restrictor-controlled hydrostatic bearing is given by the following expres-
sions: .

X = F3(x) + g3(x)u3
Y = CX

(19)

where

F3(x) =

[
Aµ

M(h + h0)
3 +

Bπ
(

R2
1 − R2

2
)

2M(ln R1 − ln R2)

]
.
h +

BPs(x + x0)
3

M(lnr1 − lnr2)

[
(x+x0)

3

(lnr1−lnr2)
+ (h+h0)

3

(ln R1−ln R2)

] +
Bw
M

g3(x) =
Bπr2

2
M

+
3µB

(
r2

1 − r2
2
)
− 6µr2

2B(lnr1 − lnr2)

M(lnr1 − lnr2)

[
(x+x0)

3

(lnr1−lnr2)
+ (h+h0)

3

(ln R1−ln R2)

]
Equation (19) shows a complete mathematical model of the hydrostatic thrust bearing

with membrane restrictor.
From Equations (10), (14) and (19), the terms F1(x), F2(x) and F3(x) are unknown.

In previously published work [23], F1(x), F2(x), and F3(x) were used in the design of the
controller. Practically speaking, it is not easy to calculate F1(x), F2(x), and F3(x). Thus in
the current research work, this limitation is addressed using an extended state observer.
In our proposed method, the controller is formulated based on the estimation of F1(x),
F2(x), and F3(x).

3. LESO-Based Controller Design

Theorem 1. Lyapunov’s stability theorem.

Let us suppose a time variable function x = f (x, t), where its equilibrium point is at
its origin. Additionally, assume that V is a continuous differentiable function, such that the
following relation is true: {

γ1(‖x‖) ≤ V(x, t) ≤ γ2(‖x‖)
dV
dt = ∂V

∂t + ∂V
∂x f (x, t) ≤ γ3(‖x‖)

(20)

where γ1, γ2, γ3 are functions having class K, which exists for ∀t ≥ 0, and x is uniformly
and asymptotically stable.

Theorem 2. Convergence and Boundedness.

Let us suppose D = {x ∈ R|x < r}, and x = f (x, t) is locally Lipchitz for D× [0, ∞).
Suppose that V belongs to a class that is continuous and differentiable. Then{

γ1(‖x‖) ≤ V(x, t) ≤ γ2(‖x‖)
dV
dt = ∂V

∂t + ∂V
∂x f (x, t) ≤ −W(x) ≤ 0

(21)
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For ∀t ≥ 0, ∀x ∈ D, where γ1 and γ2 are class K functions and have defined intervals
(0, r), W(x) is continuous at D, while

.
V is continuous at t. All solutions to x = f (x, t),

with x(t0) < γ−1
2 (γ1(r)), are bound and satisfy

W(x(t))→ 0 as t→ ∞ (22)

Let us suppose h,
.
h = x1, x2, Then, the proposed models can be described by state

space as follows:

ψ =


.
x1 = x2.

x2 = f (x) + g(x)u
y = x1

(23)

Let us suppose the extended state is x3 = f (x). Then

ψ =


.
x1 = x2.

x2 = x3 + g(x)u
.
x3 = q
y = x1

(24)

We rewrite the extended order system by defining the extended state vector as follows:
X = [x1, x2, x3]

T ; { .
X = AX + Bu + Eq

Y = C1X1
(25)

where

A =

 0 1 0
0 0 1
0 0 0

, B =

 0
g(x)

0

, C1 =

 1
0
0

T

, E =

 0
0
1


Now the extended state observer can be designed as follows:

.
X̂ = AX̂ + Bu + LC

(
X− X̂

)
(26)

Equation (26) represents the extended state observer. The extended state observer is
proposed when it is difficult to access all the states of the system [24–28]. There are several
methods to find observer gains. One typical example is [28].

L = [l1, l2, l3] =
[
4ω, 6ω2, 4ω3

]
(27)

New state variables based on the controller are defined as follows:

ẑ1 = x̂1 − xd (28)

ẑ2 = x̂2 − α1(ẑ1) (29)

ẑ3 = x̂3 − α2(ẑ1, ẑ2) (30)

where xd is the desired input, and virtual control inputs are represented as α1(ẑ1) and
α2(ẑ1, ẑ2). It (the virtual controllers) helps to attain convergence as well as stability, with the
help of Theorems (1) and (2).

Remark 1. In order to achieve stability, state errors must converge to zero. The state errors are
defined by Equations (28)–(30).
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Step 1:
In order to prove the convergence and stability of the system presented in Equation (28),

a positive semidefinite Lyapunov function is given by the following relationship:

V1 =
1
2

ẑ2
1 (31)

The derivative of z1 yields the following expression:

.
ẑ1 = ẑ2 + α1(ẑ1)−

.
xd (32)

That guarantees stability if the following expression is valid

α1(ẑ1) = −k1ẑ1 +
.
xd (33)

then .
V1 = ẑ1ẑ2 − k1ẑ2

1 (34)

Step 2:
One can define a positive definite Lyapunov function for convergence and stability,

as shown in Equation (29).

V2 = V1 +
1
2

ẑ2
2 (35)

That guarantees stability if the control law is chosen as follows:

u =
1

g(x)
[ .
α1(ẑ1)− ẑ1 − x̂3 − k2ẑ2

]
(36)

Then it is easy to show that

.
V2 = −k1ẑ2

1 − k2ẑ2
2 (37)

3.1. Multiobjective Performance Criteria

The multiobjective optimization for tuning the controller’s parameters has been popu-
lar in recent decades [29–31]. Several criteria are used to tune the parameters of controllers.
Three commonly used performance criteria are integral of squared error (ISE), absolute
error (IAE), and time-weighted absolute error (ITAE). The current research will use mul-
tiobjective performance criteria. These criteria will use performance variables such as
overshoot, settling time, rise time, and tracking convergence error. Performance variables
are calculated online by simulating the model. The objective function is updated with new
values of performance variables after each simulation. The multiobjective performance
criteria are given by

f (k) = q1

[
t

∑
0
(hr − h)2

]
+ q2[|Ts|] + q3[|Tr|] + q4[|Os|] (38)

where q1, q2, q3, and q4 are weighting factors. The increase in value of the weighting
factor for specific terms results in the improved performance of that term at the expense
of degradation in performance for other terms. Tr is the rise time, Os is the percentage
overshoot, hr is the reference fluid film thickness and Ts is the settling time.

3.2. Particle Swarm Optimization (PSO)

Particle swarm optimization is the best algorithm to tune the parameters of control
techniques [29,32–34]. Particle swarm optimization is optimizing the multiobjective func-
tion against the different values of the tuning parameters. The multiobjective performance
criteria consist of rise time, settling time, percentage overshoot, and error signal. In other
words, it can be said that PSO optimizes rise time, settling time, percentage overshoot,
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and error. A set of 3-dimensional tuning parameters [ω, K1, K2] is used for the extended-
observer-based controller. The value of this vector is found by using PSO. Some important
terms for PSO are as follows:

1. Θ = [θ1, θ2, θ3] = [ω, K1, K2]. It gives the value of the tuning parameters. For the nth
iteration, the ith particle is represented by Θi(n) = [θi,1(n), θi,2(n), θi,3(n)]. The upper
and lower bound [θmin, θmax] are defined for the optimizing parameters.

θj =


θmin i f θj < θmin

θj i f θmin ≤ θj ≤ θmax
θmax i f θj > θmax

(39)

2. Velocity V(n): it represents the velocity of particle Θ(n). For the nth iteration, the ith
particle velocity is given by

Vi(n) = [vi,1(n), vi,2(n), vi,3(n)] (40)

3. Individual best P(n): the cost function value of the particle is compared with the best
cost function value. The particle that has the best cost function value is known as
the individual best. The individual best is obtained when the ith particle holds the
following condition:

J(Pi(n)) ≤ J(Θi(τ)) ∴ τ ≤ n (41)

where J(Pi) and J(Θi) are the cost function for Pi and Θi. The ith individual best for
the nth iteration is given by

Pi(n) = [pi,1(n), pi,2(n), pi,3(n)] (42)

4. Global best G(n): It is the best outcome among all the individual best values. For the
nth iteration, the global best G(n) = [g1(n), g2(n), g3(n)] is found when the condition
of Equation (43) is satisfied

J(G(n)) ≤ J(Pi(n)) ∴ i = 1, 2, . . . , H (43)

5. Position and velocity are updated with respect to individual best and global best
position. The ith particle’s position and velocity is given by

vi,j(n + 1) = wvi,j(n) + c1r1
(

pi,j(n)− θi,j(n)
)
+ c2r2

(
gj(n)− θi,j(n)

)
∴ i = 1, 2, 3..., H

θi,j(n + 1) = θi,j(n) + vi,j(n + 1) ∴ j = 1, 2, 3,..
(44)

where r1 and r2 represent random numbers, w is an inertial weight, c1 as well as c2
are positive acceleration constants, vi,j(n) and vi,j(n + 1) are the current and the next
velocity, respectively.

6. Termination condition: Termination criteria are often two types. The first is the required
number of iterations that have been achieved, while the second is the desired value of
the objective function. The current research will try to achieve the “required number
of iterations”.

A particle swarm optimization algorithm (PSO) is used to tune the parameters of the
controller. The controller is given by Equation (36). The design steps to tune the parameters
of the controller are given by

Step 1: Define a multiobjective function. The simulation is performed online, and vari-
ables such as error, settling time, overshoot, and rise time are updated to Equation (38)
to find the multiobjective function. The total number iterations and parameters w, c1,
c2 are defined.
Step 2: Stop PSO if the required number of iterations have been reached, or else update the
multiobjective function by simulating the model and updating the monitoring variables.
Step 3: Update the position of individual best according to Equation (41).
Step 4: Update the position of global best according to Equation (43).
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Step 5: Update position and velocity according to Equation (44). Apply lower and
upper boundaries by using Equation (39) if the value goes beyond the desired interval.
Step 6: go to Step 2.

The controller presented in Equation (36) has an inherent advantage of requiring a
position tracking signal of the system; it does not require any other state variables. Pre-
viously published literature [23] has used factor F(x) in the controller design process.
It is almost impossible to find F(x) in practical applications. The current proposed con-
troller eliminates the requirement for finding the unknown term F(x). The control system
presented by Equation (36) can be used by the models of Equations (10), (14), and (19).

4. Results

To check the effectiveness of the proposed method, simulations were done in Mat-
lab/Simulink. Some procedures and calculations were done before performing the simula-
tions. It included the external load and assuming initial values of h0, x0,

.
h,

..
h,

.
x,

..
x, and Ps.

Simulations were performed using the Simulink parameters given in Sha et al. [23].
In Model 1, control input is fluid viscosity. The control law of Equation (36) is valid

only for the model of Equation (10) if the initial velocity is not zero. If the initial velocity is
zero, then the control input would achieve an infinity value. To avoid such circumstances,
the initial velocity is kept at nonzero. The control law of Equation (36) is implemented
for the system model of Equation (10). The external load is w = 1500 N, and the supply
pressure is Ps = 1 Mpa. The obtained results were compared with previously published
literature [23]. Figure 4 shows the time displacement plot. From the presented results,
it is confirmed that the proposed mathematical model has faster tracking performance
in achieving the desired fluid film thickness. The rise time Tr1 and settling time Ts1 for
the present study are measured as 2.01 and 3.64 s, respectively, while with the method
presented in [23], the following measurements are recorded: Tr2 = 3.90 s and Ts2 = 6.07 s
The comparison of the rise time and the settling time shows that the proposed model has a
faster tracking response to achieve the desired displacement h.

In Model 2, supply pressure is taken as a control input while output is fluid film
thickness. The external load is kept at w = 1000 N. Two types of controller, such as
the sliding mode controller (Sha et al. [23]) and the observer-based back-ping controller,
are applied to the proposed model. The result (Figure 5) shows that the proposed model has
a faster response (less rise time and settling time) under the observer-based backstepping
controller compared to sliding mode control (from the published literature [23]). It can
be seen from Figure 5 that the proposed controller has better performance in terms of
higher initial supply pressure and faster tracking performance to achieve the required fluid
film thickness. Furthermore, the rise time Tr1 and settling time Ts1 under observer-based
backstepping control (present study) are measured as 0.13 and 0.23 s, respectively, while it
is 0.54 and 0.97 s for the method proposed in [23]. A comparison with respect to rise time
and settling time shows that the proposed method tracks faster to achieve the desired
displacement or fluid film thickness.

In Model 3, a hydrostatic thrust bearing, controlled by a membrane restrictor, is pro-
posed. The thickness of the fluid film is taken as an output. The simulations were performed
for the proposed method and previous work [23]. It can be seen from Figure 6 that the
proposed scheme shows better performance in terms of convergence and rise and settling
times compared to previous work. Supply pressure and fluid viscosity are also changed to
further verify the effectiveness of the membrane-restrictor-controlled thrust bearing under
observer-based backstepping control. The external supply pressure is changed from 1 to
7 Mpa. By changing the external supply pressure, there is an improvement in tracking
performance with the proposed method. The rise time and settling time are measured as
0.037 and 0.074 s, respectively, under 1 Mpa and 0.016 and 0.026 s under 7 Mpa. Figure 7a,b
shows the simulation results with the proposed method and reference [23], respectively.
Normally, in practical systems, there is an improvement in the tracking performance of
hydrostatic thrust bearings by increasing external supply pressure, while the method
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presented in [23] showed no such improvements. Hence, the results obtained with the
proposed method are more practical under varying conditions of supply pressure.

Figure 4. Control input (viscosity) and tracking performance. (a) Tracking performance to attain a
desired fluid film thickness. (b) Fluid viscosity as a control input.

Figure 5. Cont.
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Figure 5. Control input (supply pressure) and tracking performance. (a) Tracking performance to
attain desired fluid film thickness. (b) Supply pressure as a control input.

Figure 6. Comparison of tracking performance.

Similar behavior has been noted by changing viscosity. Figure 8 shows the effect
of viscosity on tracking performance. It is found that with the proposed method and
by increasing viscosity, the system response is slower to achieve the desired fluid film
thickness, while it had no significant effect on the performance of the system with the
method proposed in [23]. The proposed method is more practical.

One of the most important factors for performance evaluation of a hydrostatic thrust
bearing is its ability to reject the effect of the external load that acts on it during the
operation of machines. A square wave load of magnitude 4500 N and pulse width 50%
is applied (Figure 9). The amplified diagram for load rejection performance is shown in
Figure 9. The load rejection performance of the system with the proposed method and
the previously reported method [23] is compared in Figure 9. The result shows that the
present study has less change in film thickness (∆h2 = 3.6 µm) compared to the published
literature (∆h1 = 6.8 µm). It shows that the proposed method has better load rejection
performance compared to the previously published method of [23].
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Figure 7. Tracking performance under different supply pressure. (a) Present study. (b) Literature
research work.

Figure 8. Cont.
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Figure 8. Tracking performance under different viscosity. (a) Present study. (b) Literature research work.

Figure 9. Load rejection performance.

5. Conclusions

This research presents a backstepping combined extended-observer-based active lu-
brication method to improve the performance of thrust bearings. The current research
presents a sensorless nonlinear control method that offers advantages over the published
literature in terms of handling unmodeled dynamics, unavailable motion states, nonlinear-
ities, and unknown disturbance. Moreover, the proposed method utilizes fewer sensors
compared to a previously reported method [23]. The parameters of the proposed method
are tuned using the multiobjective particle swarm optimization method. From the pre-
sented results, it is concluded that the system achieves better performance in terms of
convergence, rising, and settling times under the action of the proposed control scheme.
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Nomenclature

δd Unknown disturbance
h Fluid film thickness
h0 Initial fluid film thickness
Ps Supply pressure
µ Fluid viscosity
R1, R2 Inner and outer radius for bearing
r1, r2, r3 Radius for membrane restrictor
Pb Recess pressure
δm Unmodelled dynamic
M Mass of bearing
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