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Abstract

:

Electronic noses are one of the predominant technological choices for gas mixture detection, but their application in real-world atmospheric environments still leaves several issues to be resolved. The key bottleneck is the effect of turbulence caused by the diffusion of gases in the atmosphere on the quantitative and qualitative analytical performance of the electronic nose. In light of this, this paper presents a quantitative and qualitative analysis strategy for gas mixture monitoring. This strategy adopts baseline manipulation of the raw sensor data to reduce drift interference, and then performs feature extraction on the multidimensional response signals of the MOS gas sensor array using principal component analysis (PCA). In order to improve gas mixture recognition accuracy, the whale optimization algorithm (WOA) is used to optimize the network structure of the long short-term memory (LSTM) model for turbulent gas mixture composition recognition. The least squares support vector machine (LSSVM) algorithm is adopted to implement turbulent gas mixture concentration prediction. This paper focuses on two aspects of hyper-parameter optimization for the development of an LSSVM with particle swarm optimization (PSO) and for improved training sample selection for the LSSVM which should subsequently increase the accuracy of concentration estimation. The effectiveness of the proposed strategy is evaluated with a dataset from a chemical sensor array exposed to turbulent gas mixtures. Experimental results revealed that the proposed strategy for turbulent gas mixtures has satisfactory outcomes for both qualitative gas composition recognition and quantitative gas concentration prediction.
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1. Introduction


The human living environment is surrounded by a variety of gases. Although the presence of these gases can easily be neglected, the gases in the environment frequently contain a lot of important information that can be used by people. Currently, there are many ways to achieve gas detection, among which artificial olfactory systems [1], also known as electronic noses (e-noses), offer a promising low-cost, simple structured, portable solution for gas detection and have become one of the hot spots for academic research in this field. E-noses have shown prospective applications in food quality monitoring, public safety, assisted medical diagnosis, atmospheric environmental monitoring, flammable and explosive gas detection, and space capsule environmental monitoring [2,3,4,5,6,7,8]. Gas sensor arrays and pattern recognition methods are the core components of the e-nose [9]. Limited by the selectivity and sensitivity of existing commercial gas sensors, the performance of the pattern recognition method determines the results of the qualitative and quantitative analysis of the gas by the e-nose to a large extent [10]. In recent years, many scholars have used many different pattern recognition methods to improve the accuracy of e-noses for gas detection and have achieved considerable results. Fan et al. proposed a qualitative and quantitative multi-component analysis strategy for gas mixtures using a gas sensor array [11]. The analysis strategy used principal component analysis (PCA) combined with a random forest (RF) as a qualitative identification method for mixed gases, and support vector regression (SVR) optimized by the particle swarm optimization (PSO) method was adopted for quantitative analysis. Laref et al. discussed the positive effect of hyper-parameter optimization of the SVR algorithm on the accuracy of electronic nose gas concentration analysis [12]. Gamboa et al. investigated three different deep learning models and compared them with support vector machines (SVM) in terms of their effectiveness regarding fast gas detection [13]. The experimental results showed that SVM obtained the highest accuracy and the least training time. Chen et al. proposed a concentration estimation method of mixed volatile organic compounds (VOCs) for gas sensor arrays based on use of a back propagation neural network (BPNN) coupled with decision tree learning [14]. Bakiler et al. presented a mixed gas detection method, which uses LSTM to extract features from the steady-state response signals of the gas sensor array and then adopts SVM to achieve gas identification and concentration estimation [15]. Chu et al. utilized a genetic algorithm (GA) to optimize the BPNN model to achieve accurate identification of multiple gas mixtures with different concentrations [16]. It can be seen from the above research that the research core of gas detection using an electronic nose mainly focuses on selecting appropriate pattern recognition methods to solve the classification and regression problems.



Although the above research has been effective in achieving mixture composition identification and concentration prediction to some extent, the following two main issues still cannot be ignored. Firstly, most of the existing methods ignore the impact of turbulent gas diffusion on the detection accuracy of gas mixtures in real atmospheric environments. Because the datasets used for training gas detection models are obtained from laboratories with strictly controlled experimental parameters and mostly under static experimental conditions, the developed models are unsuitable for dynamic turbulent gas mixture detection [17]. In practice, the diffusion of gases in the atmospheric environment is indefinite and dynamic, and the direction and concentration of diffusion are constantly changing, which is the bottleneck problem that restricts the application of e-noses to the real-world atmospheric environment. Secondly, the impact of training sample selection strategy on the performance of the mixed gas detection model cannot be ignored. Previous investigations have focused more on model parameter optimization in order to improve detection accuracy. Fonollosa et al. experimentally verified that the selection of samples with different concentration levels in the training sample set precisely determines the measurement range and accuracy of the detection model [18]. The complexity of mixed gas detection is significantly increased by the fact that various gaseous analytes undergo diffusion, turbulence, and advection in the atmospheric environment, and by the fact that most chemical gas sensors are susceptible to environmental changes. Therefore, the design of a qualitative and quantitative analysis strategy applicable to turbulent gas mixtures is of great importance when seeking to improve the performance of e-noses in realistic, uncontrolled natural scenarios.



At present, only a few studies have attempted to investigate theoretical and experimental approaches for the composition detection of turbulent gas mixtures [16,17,18,19,20]. In this paper, a qualitative and quantitative analysis strategy for turbulent gas mixture monitoring is proposed and an experimental study of different training sample selection strategies is conducted in order to achieve more effective detection. Firstly, baseline correction of the gas sensor array response signal is performed using the fractional difference method to reduce the drift effect under long-term monitoring conditions, and the relative resistance value method is then employed to further highlight the signal features. Secondly, feature extraction of the response signal of the sensor array is realized by principal component analysis (PCA). After that, the qualitative identification of turbulent gas mixtures is solved by using the capability of long short-term memory (LSTM) neural networks to process unstable time series data with fixed components. LSTM has advantages in time series modelling and has a long-time memory function, which is simple to implement and solves the gradient disappearance and gradient explosion problems that exist in the long series training process. LSTM has good performance when processing multivariate signals from MOS gas sensor arrays. In order to improve the gas recognition accuracy of the LSTM model, this paper uses the whale optimization algorithm (WOA) to balance the ability to globally search and locally search effectively and optimizes the learning rate and the number of hidden neural layer units of the LSTM model to further construct the WOA-LSTM model for gas recognition. As for the quantitative estimation of turbulent gas mixture concentration, the least squares support vector machine (LSSVM) is used as the concentration prediction model in this paper. The LSSVM introduces two important parameters (kernel function parameter, regularization parameter), where the kernel parameter has a direct impact on the complexity of the distribution of low-dimensional sample data in the mapping space and the regularization parameter is related to the fit of the model to the training samples and the ability of the model to generalize. As a result, the LSSVM shows many unique advantages in small sample, non-linear, and high-dimensional pattern recognition problems, modelling with advantages such as good prediction accuracy, fast modelling, and strong learning ability. In order to solve the problem of selecting the parameters of the LSSVM kernel function, this paper optimizes its parameters by using the particle swarm optimization (PSO) algorithm to further improve gas concentration estimation accuracy. Finally, the performance of the proposed qualitative and quantitative analysis method of turbulent gas mixtures is experimentally verified using different training sample selection strategies.



The rest of this paper is organized as follows. The relevant theoretical approaches utilized in this paper are presented in Section 2. Section 3 describes the proposed qualitative and quantitative analysis strategy for turbulent gas mixtures. Section 4 illustrates the performance of the proposed method through experiments. Section 5 summarizes the conclusions drawn from the results.




2. Methods


2.1. Long Short-Term Memory


The long short-term memory (LSTM) network was proposed by Hochreiter in 1997 as an improved recurrent neural network (RNN) for time series learning tasks [21]. Compared to the traditional RNN model, LSTM introduces a new structure cell that helps solve the long-term dependencies of time series and is suitable for learning classification from experience. The basic principle of LSTM is described as follows.



The structure of a standard LSTM network is shown in Figure 1. The LSTM cell consists of three gates, namely an input gate, a forget gate, and an output gate. The gates control the discarding or adding of information for forgetting or remembering functions.



The input gate determines which new information from    x t    can be stored in the cell state    C t   .


   i t  = σ (  W i  ⋅ [  h  t − 1   ,  x t  ] +  b i  )  



(1)






    C ˜  t  = tanh (  W C  ⋅ [  h  t − 1   ,  x t  ] +  b C  )  



(2)




where   σ ( ⋅ )   is a sigmoid function that converts the variable to a value between   [ 0 , 1 ]  ;   tanh ( ⋅ )   is a hyperbolic tangent function which outputs a value between   [ − 1 , 1 ]  ;    x t    denotes the input value at moment t;    h t    denotes the hidden state at moment t;  W  denotes the weights; and  b  denotes the bias.



The forget gate decides which information is discarded from the cell state.    f t    determines how much of the previous cell state    C  t − 1     is retained to the current cell state    C t   .


   f t  = σ (  W f  ⋅ [  h  t − 1   ,  x t  ] +  b f  )  



(3)






   C t  =  f t  ∗  C  t − 1   +  i t  ∗   C ˜  t   



(4)







The output gate is used to control how much information is filtered out in the new state    C t   .


   o t  = f (  W o  ⋅ [  h  t − 1   ,  x t  ] +  b o  )  



(5)






   h t  =  o t  ∗ tanh (  C t  )  



(6)








2.2. Least Squares Support Vector Machine


The least squares support vector machine (LSSVM) is an extension of the standard SVM that is more suitable for solving high-dimensional learning problems; the machine has faster solving speed and excellent generalization capabilities [22,23].



Given a set of samples,     {  x i  ,  y i  }   i = 1  N   ,    x i  ∈  ℝ n    and    y i  ∈ ( − 1 , 1 )  , the optimization problem of the LSSVM is formulated in the following form,


      min   w , b , e   J ( w ,  e i  ) =  1 2   ‖ w ‖  +  1 2  γ   ∑  i = 1  N    e i 2        s . t .    y i  =  w T  φ (  x i  ) + b +  e i  , i = 1 , 2 , … , N    



(7)




where  w  is the weight vector,  γ  is penalty coefficient, and    e i    is the random error.   φ ( ⋅ )   is the non-linear mapping function that maps    x i    into a higher dimensional feature space.  b  is a bias term.



A Lagrangian function is built to solve the LSSVM as follows.


  L ( w , b ,  e i  ,  α i  ) = J ( w ,  e i  ) −   ∑  i = 1  N    α i  ( w φ (  x i  ) + b +  e i  −  y i  )    



(8)




where    α i    is the Lagrangian multiplier. Equation (8) is solved as described below,


   {        ∂ L   ∂ w   = 0 ⇒ w =   ∑  i = 1  N    α i  φ (  x i  )           ∂ L   ∂ b   = 0 ⇒   ∑  i = 1  N    α i  = 0           ∂ L   ∂  e i    = 0 ⇒  α i  = C  e i          ∂ L   ∂  α i    = 0 ⇒ w φ (  x i  ) + b +  e i  −  y i  = 0        



(9)







A linear system for classification and regression can be obtained and its solution is found by solving the system of linear equations expressed in matrix form as follows:


   [     0     I T       I    Z  Z T  +  γ  − 1   I      ]   [     b     a     ]  =  [     0     y     ]   



(10)




where   I =   [ 1 , 1 , ⋯ , 1 ]  T   ,   Z =   [ φ (  x 1  ) , φ (  x 2  ) , ⋯ , φ (  x N  ) ]  T   ,   a =   [  a 1  ,  a 2  , ⋯ ,  a N  ]  T   ,   y =   [  y 1  ,  y 2  , ⋯ ,  y N  ]  T   .



The regression function of the LSSVM is described as follows:


  f ( x ) =   ∑  i = 1  N    a i    K (  x i  , x ) + b  



(11)




where the kernel function is given by   K (  x i  , x ) = φ (  x i  ) φ ( x )   and meets Mercer criteria. The Gaussian kernel is a widely used kernel function that is defined as


  k ( x ,  x j  ) = exp  (  −      ‖  x −  x j   ‖   2    2  σ 2     )   



(12)




where  σ  is the width of the Gaussian kernel that influences the performance of the regression model. The penalty coefficient  γ  is another critical parameter that affects the performance of the regression model.




2.3. WOA-LSTM


The WOA optimization algorithm mainly imitates the behavior of humpback whales surrounding prey, bubble-net attack, and searching for prey, and obtains the global optimal solution in the search space [24]. Compared to other optimization algorithms, the WOA has better optimization ability, faster convergence speed, higher calculation accuracy, and stronger robustness. The basic principle of the WOA algorithm is as follows.



	
Encircling prey






In D-dimensional space, the position of each whale is


  X = (  x 1  ,  x 2  , ⋯ ,  x D  )  



(13)







Humpback whales can sense the location of their prey and gradually surround them. As the location of the optimal solution in the search space is usually unpredictable, the WOA modeling process assumes that the current optimal candidate solution is the target prey. Once the best search agent has been determined, the other search agents will update their positions to approximate the current best search agent. This behavior is represented by the following equations.


   D →  = |  C →  ×   X →  *  ( n ) −  X →  ( n ) |  



(14)






   X →  ( n + 1 ) =   X →  *  ( n ) −  A →  ×  D →   



(15)




where n indicates the current iteration number,   A →   and   C →   are coefficient vectors,     X →  *  ( n )   is the position vector of the optimal solution,    X →  ( n )   is the position vector of the current solution, and    | · |    denotes the absolute value operation.     X →  *  ( n )   is updated each time a better solution appears during each interaction.



The coefficient vectors   A →   and   C →   are obtained by Equations (16) and (17).


   A →  = 2  a →  ⋅  r →  −  a →   



(16)






   C →  = 2  r →   



(17)




where   r →   is a random number in   [ 0 , 1 ]   and   a →   is a control parameter that decreases linearly from 2 to 0 as the number of iterations increases.
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Bubble-net attacking method







During the process of encircling prey, whales update their position according to two mechanisms: the shrinking encirclement mechanism and the spiral position updating mechanism.



	
Shrinking encirclement mechanism






Shrinking encirclement means moving the individual whale at the current position towards the individual whale at the current optimal position. The shrinking encirclement mechanism is achieved by lowering the value of   a →   in Equation (16). Note that the fluctuation range of   A →   is also reduced by   a →  , and the range of   A →   is adjusted from the original   [ − a , a ]   to   [ − 1 , 1 ]  .



	
Spiral position updating mechanism






First, the positional distance between the whale and its prey is calculated, and the behavior of the humpback whale is modeled by establishing a spiral equation between the positions and performing a position update. The spiral position update formula is as follows.


   X →  ( n + 1 ) =  d →   e  b l   cos ( 2 π l ) +   X →  *  ( n )  



(18)




where   |  d →   | = |    X →  *  ( n ) -  X →  ( n ) |   represents the positional distance between the whale and the prey, b is a constant for defining the shape of the spiral, and l is a random number in   [ − 1 , 1 ]  .



Since there are two predatory behaviors in the process of approaching the prey, the WOA chooses to shrink the encircling circle according to the probability  p  or chooses to swim towards the prey in a spiral form. The mathematical model is as follows.


   X →  ( n + 1 ) =  {        X →  *  ( n ) −  A →  ×  D →  ,   i f   p < 0.5        d →   e  b l   cos ( 2 π l ) +   X →  *  ( n ) ,   i f   p ≥ 0.5        



(19)







	3

	
Searching for prey







Humpback whales find their prey randomly by positioning themselves in relation to each other. Instead of updating their position based on prey, they select a humpback whale in the group to replace the original prey, forcing the whales to leave the prey’s position. As a result, humpback whales perform a global search to avoid converging prematurely to determine the optimal solution.



Humpback whales randomly search for prey using each other’s position; they do not update their position according to the prey, but instead choose a humpback whale in the group to replace the original prey, thus forcing the whale to leave the prey’s position. Therefore, the WOA performs a global search, avoiding premature convergence to determine the optimal solution. The mathematical models are as follows.


   K →  = |  C →  ×   X →   r a n d   −  X →  |  



(20)






   X →  ( n + 1 ) =   X →   r a n d   −  A →  ×  K →   



(21)




where     X →   r a n d     denotes a randomly determined vector of whale locations in the current population.



Three parameters in the LSTM model have a significant impact on the performance of LSTM, including the learning rate, the hidden layer size, and the noise input. In order to avoid the effects associated with artificially setting parameters on the LSTM model, this paper uses the WOA to determine the learning rate and number of hidden layer neural units of the LSTM model. The flow chart of the WOA-LSTM model is shown in Figure 2. The specific steps are as follows.



	(1)

	
Set the number of whales and the maximum number of iterations for LSTM and determine the optimal range for the learning rate and number of hidden neural units.




	(2)

	
Calculate the fitness of each whale, find the current optimal whale position, and retain it.




	(3)

	
Compute parameters   a →  ,  p  and coefficient vectors   A →  ,   C →  . Determine whether the probability  p  is less than 50%. If yes, go to step (4) directly; otherwise, adopt the spiral position updating mechanism as shown in Equation (18) to update the position.




	(4)

	
Determine whether the absolute value of the coefficient vector   A →   is less than 1. If yes, surround the prey and update the position according to Equation (14); otherwise, conduct a global random search for the prey and update the position according to equation Equation (20).




	(5)

	
At the end of the positional update, the fitness of each whale is calculated and compared to the position of the previously retained optimal whale. If it is better than the previous position, it is replaced using the new optimal solution.




	(6)

	
Determine whether the current calculation has reached the maximum number of iterations. If so, obtain the optimal solution and end the calculation; otherwise, proceed to the next iteration and return to step 3.
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Figure 2. Flow chart of the WOA-LSTM model. 
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2.4. PSO-LSSVM


Accurate prediction using LS-SVM models requires a reasonable selection of the penalty parameters and kernel function parameters involved. Traditional methods of parameter selection include trial-and-error and iterative optimization. The trial-and-error method requires a good knowledge of the algorithm and experience in its practical application. The iterative optimization method is related to the optimization of step size, where too large a step size can easily fall into the global optimum and too small a step size can make the algorithm more time-consuming. PSO algorithms are simple, easy to implement, fast to converge, capable of global optimization and constraint processing, and have been widely used in pattern recognition [25]. In this paper, PSO is used to optimize the parameters of the LSSVM to address the problems of poor model fit and low prediction accuracy.



Subject to the radial basis kernel function being selected, the parameters to be optimized for the LSSVM are the penalty coefficient  γ  and the kernel function parameter  σ . A flow chart of the PSO-LSSVM model is shown in Figure 3. The specific optimization steps for the PSO-LSSVM are as follows.



	(1)

	
Set initial parameters, including acceleration factors     c  1    and     c  2   , inertia weights  w , population size  m , and maximum number of evolutionary iterations     T   max    .




	(2)

	
Initialize the population, including the position and velocity vectors of each particle within the initial population.




	(3)

	
Calculate the fitness value   F (  x i  )   for each particle according to the set fitness function  F , where   i = 1 , 2 , ⋯ , m  . If the particle fitness value is better than its own current extreme value (  F (  x i  ) < F ( P b e s  t i  )  ), replace the   P b e s  t i    of the previous round with    x i   .




	(4)

	
The best fitness value   F ( P b e s  t i  )   of each particle is compared with the best fitness value   F ( G b e s t )   of all particles and, if   F ( P b e s  t i  ) < F ( G b e s t )  , the population’s optimal position   G b e s t   is replaced by    x i   .




	(5)

	
Update particle state following the position update formula and velocity update formula to update the velocity and position of the particle.




	(6)

	
Check the termination condition of the optimization (i.e., the set maximum number of iterations    T  max     or the fitness value   F (  x i  ) < ε  ), if it is satisfied, map the globally optimal particle to the penalty coefficient  γ  and the kernel parameter  σ ; otherwise, go to step (4) to continue to complete the iterations.




	(7)

	
The optimal parameters are obtained and the final PSO-LSSVM model is established.
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Figure 3. Flow chart of the PSO-LSSVM model. 
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2.5. The Proposed Qualitative and Quantitative Analysis Strategy


This paper presents a qualitative and quantitative analysis strategy for continuous turbulent gas mixture monitoring. The strategy consists of two main parts, namely a WOA-LSTM method for qualitative identification of the gas mixtures and a PSO-LSSVM method for quantitative estimation of the gas mixtures. A flow chart of the proposed qualitative and quantitative analysis strategy is shown in Figure 4.



As shown in Figure 4a, in order to construct the gas qualitative identification model and gas quantitative prediction model in the proposed strategy, it is necessary to complete the construction of the sample feature set in advance. In the data preprocessing part, the fractional difference method is used to realize the baseline manipulation of the gas sensor array signal, and the data are then normalized. PCA is used to extract features from the preprocessed sensor array signals. The sensor array signal features obtained through the above steps constitute a sample feature set. The sample feature set is divided into a training set and test set proportionally. The qualitative and quantitative analysis strategy for gas mixtures is illustrated in Figure 4b. The modeling process of the gas identification model and gas concentration estimation model is described. In the above model, the optimization of model parameters is considered. In addition, sample selection is vital for building gas identification models and gas concentration prediction models.





3. Results


3.1. Dataset


To verify the effectiveness of the qualitative and quantitative analysis strategy proposed in this paper for continuous turbulent gas mixture monitoring, a public dataset provided by the Institute of Biological Circuits at the University of California, San Diego was used as an experimental sample set [18,26]. The public dataset was collected through an open sampling system, which consisted of a wind tunnel with two independent gas sources and a sensor array detection platform with eight built-in MOS gas sensors. The schematic structure of the experimental setup is shown in Figure 5. The types and target gases of the eight MOS gas sensors (provided by Figaro Inc., Osaka, Japan) in the sensor array are shown in Table 1. The operating temperature of the sensors is controlled by the voltage applied to the built-in sensors’ heaters. The voltage on the heaters was kept constant at 5 V. The size of the wind tunnel was 2.5 m × 1.2 m × 0.4 m. Two gas sources were included in the wind tunnel. The gas concentration of each plume was controlled by a set of mass flow controllers (mfc). Each source was controlled independently to release selected volatiles at different flow rates, thus producing different concentration levels at the sensor locations. The wind turbine generators created a turbulent flow that continuously moved the introduced volatiles towards the exhaust outlet. The sample was acquired by the response of the gas sensor array. All experimental data in this paper are taken from the above public dataset.



The volatiles under consideration were provided as a mixture of medically dry air with certified concentrations of 2500 ppm ethylene, 1000 ppm methane, and 4000 ppm carbon monoxide. The mixture was produced by releasing ethylene at one source, while the interference plume was produced by releasing methane or carbon monoxide at the source of the interference. Although the gas concentration at the gas source is constant for a given volatile gas, it is important to note that different gas flow rates at the source can lead to plumes of different gas concentrations. In order to estimate the actual concentration at which the detection unit was exposed, the researchers used a GC-MS system as a gold standard. In particular, they utilized a Trace GC ultra coupled with an ISQ single quadrupole MS (Themo Scientific) with a 30 m length, 0.32 mm diameter GS-GASPRO chromatogram column (Agilent) [26]. Table 2 shows the average concentrations of the three gases in the wind tunnel at different flow rates estimated by gas chromatography-mass spectrometry (GC-MS) under fan operation. The total duration of each measurement was 300 s. During the first 60 s, no gas was released at the source. At t = 60 s, both sources started releasing the corresponding volatile fraction at the specified flow rate. The gas release duration was 180 s. Finally, the system reverted to the baseline of 60 s. Throughout the experiment, the sensor signals were continuously acquired every 20 ms, generating eight time series which indicated the gas conditions presented to the sensor. The public dataset collected by the gas acquisition system contains a total of 180 text files, of which 72 data sample files correspond to three single gases. The remaining 108 data sample files correspond to mixed gases, which are ethylene-carbon monoxide and ethylene-methane mixed gases.



Each sample is the response signal of the gas sensor array to two gas mixtures with different concentration levels (n: 0, L: Low, M: Medium, H: High). During the experiments, the average concentration levels of the individual gas components in the turbulent gas mixtures were estimated by means of a gas chromatography-mass spectrometry (GC-MS) system. Detailed information regarding the mixed gas samples in the dataset is shown in Table 3. As shown in Table 3, the experiment was divided into 30 batches, and six independent repeated experiments were carried out for each set with fixed concentrations of two mixed gases. Response curves of ethylene and carbon monoxide gas mixtures are shown in Figure 6. In Figure 6, it can be seen that the response signal of the sensor array in the case of continuous turbulent gas has randomness and dynamic characteristics that create a challenge for the subsequent identification and concentration estimation of the gas mixture components.




3.2. Training Sample Selection Strategy


The strategy proposed in this paper for the qualitative and quantitative analysis of gas mixtures is implemented using pattern recognition methods. Appropriate training sample selection can have a positive impact on the performance of a gas detection model. Particularly in turbulent gas mixtures, the dynamics of the gas flow make the detection of the composition of the gas mixtures even more complex. This part uses different training sample selection strategies to implement the modelling and aims to analyze the impact of different sample selections on the qualitative and quantitative analysis of turbulent gas mixtures.



3.2.1. Sample Selection Strategy for Qualitative Analysis


In real world atmospheric environments, gases are present as a mixture, and the gas detection model needs to identify gas composition in the presence of gas turbulence. Therefore, two gas identification scenarios are respectively considered, namely identifying a certain gas component in the gas mixtures and identifying the composition of components in the gas mixtures. Figure 7 shows the two different training sample selection strategies employed in this paper to identify a certain gas component contained in the gas mixtures. In order to identify the presence of ethylene in the gas mixtures, the training samples should consist of gas samples with ethylene and without ethylene. As shown in Figure 7a, the single-concentration level sample selection strategy selects the high-concentration, medium-concentration, and low-concentration ethylene mixed gas samples and ethylene-free samples as the training samples (70 samples) to establish the gas identification model. The testing samples (30 samples) are used to verify the ethylene gas identification performance of the qualitative analysis model. In Figure 7b, the compound-concentration level sample selection strategy further expands the training samples and selects samples of any two concentration levels in high-concentration, medium-concentration, and low-concentration ethylene gases to combine with ethylene-free samples in order to train the gas identification model. Compared to the sample selection strategy in Figure 7a, the number of training samples is increased from 70 to 110. In addition, the size of the testing set is still 30 samples to validate the performance of the gas identification model.



In order to further accurately identify the composition of components in turbulent gas mixtures, this paper adopts the full-sample selection strategy shown in Figure 8 and analyzes its effect on gas mixture identification. The strategy divides the samples in the original dataset into five types, namely the mixture of ethylene and carbon monoxide, the mixture of ethylene and methane, pure ethylene, pure methane, and pure carbon monoxide. The above gas samples are divided into training samples and testing samples according to a fixed proportion in order to model and verify the gas mixture identification model. This strategy makes full use of all the samples in the dataset, containing mixtures of ethylene gases at different concentration levels.




3.2.2. Sample Selection Strategy for Quantitative Analysis


Estimating the concentration of gas components in turbulent gas mixtures is an important function of gas detection models. Due to the complex composition of mixed gas and the cross-sensitivity of gas sensors, multiple regression methods are generally used for modeling. Therefore, sample selection has a significant impact on the performance of gas detection models. Estimating the target gas concentration under the background gas is one of the important functions of the gas detection model. The sample selection strategy, using ethylene as the target gas under the condition of high-concentration carbon monoxide as the background gas, is shown in Figure 9. The gas concentration prediction model was modeled by selecting the mixed gas samples of ethylene and high concentrations of carbon monoxide from all samples in the dataset. The gas concentration prediction model is modelled on a mixture of ethylene and high concentrations of carbon monoxide selected from all samples in the dataset. The sample selection strategy for estimating the concentration of a target gas in other gas mixtures is consistent with the selection strategy depicted in Figure 9.



The sample selection strategy described in Figure 9 can only be applied when the background gas concentration is fixed, which limits the range of applications for the mixture concentration estimation models trained with it. Therefore, a full-sample selection strategy for mixed gas concentrations is proposed in this paper. The full-sample selection strategy for estimating ethylene concentration is shown in Figure 10. This sample selection strategy covers all samples in the dataset. The sample selection strategy ignores information on the type and concentration of the background gas and only takes into account the presence and absence of the target gas to form the training set. The sample selection strategy significantly increases the size of the training set. The sample selection strategy is consistent with the rationale depicted in Figure 10 regarding the estimation of other gas concentrations in the dataset.





3.3. Experimental Results


3.3.1. Qualitative Gas Mixture Identification Results


In order to demonstrate the effectiveness of the WOA-LSTM-based mixture identification method proposed in this paper, different sample selection strategies were used to verify the effectiveness of mixture identification. The parameters for the WOA-optimized LSTM in the gas recognition model used in this paper were set as 21 neurons in the hidden layer and a learning rate of 0.0047.



The average ethylene gas identification accuracy of the single-concentration sample selection strategy depicted in Figure 7a is shown in Table 4. While the average ethylene gas identification accuracy with compound ethylene concentration sample selection strategies as described in Figure 7b is shown in Table 5. From the above experimental results, it can be seen that both sample selection strategies shown in Figure 7 have a high accuracy rate when identifying ethylene gas.



Table 6 compares the average identification accuracy of different gas identification models with medium- and low-concentration sample selection strategies, and the results show that the WOA-LSTM-based gas identification model proposed in this paper has the highest gas identification result. The average recognition accuracy of WOA-LSTM is 96.39%, while the average recognition accuracy of LSTM is 94.67%.



In order to further identify the composition of turbulent gas mixtures, a more comprehensive sample is required to establish the gas identification model. This paper adopts the full-sample selection strategy shown in Figure 8 to illustrate the multi-gas component identification performance of the WOA-LSTM model. The gas identification models were tested using a mixture of ethylene and methane, a mixture of ethylene and carbon monoxide, ethylene, methane, and carbon monoxide. The identification accuracy of WOA-LSTM for five gas components is shown in Table 7. From the experimental results, it can be seen that the proposed WOA-LSTM method is able to identify the components of turbulent gas mixtures with an identification accuracy of over 90%.



In order to demonstrate the superiority of the proposed WOA-LSTM method for qualitative identification of turbulent mixed gases, SVM, KNN, BP, Softmax, and LSTM were introduced as comparison methods in this paper, and the mixed gas multi-classification results of WOA-LSTM were compared with those of the other five methods, as shown in Table 8. It can be seen that the WOA-LSTM method has the highest recognition accuracy compared to other gas identification models.




3.3.2. Quantitative Gas Mixture Estimation Results


To illustrate the performance of the PSO-LSSVM model regarding turbulent gas mixture concentration prediction, the experiments were conducted using different sample selection strategies.



First, this paper provides experimental validation of the effectiveness of PSO-LSSVM in predicting the target gas concentration for a given background gas in the mixture. Figure 11 shows the predicted results of ethylene gas concentration using the PSO-LSSVM method under the condition of a high concentration of carbon monoxide as the background gas and the sample selection strategy shown in Figure 9. The box plots of ethylene concentration prediction errors (RMSE and MAPE) under the condition of a high concentration of carbon monoxide as the background gas are shown in Figure 12. The concentration prediction results of ethylene with carbon monoxide and methane as the background gas are shown in Table 9.



In addition, the experiment uses ethylene as the background gas and uses PSO-LSSVM to predict carbon monoxide and methane gas concentrations. The box plots of carbon monoxide and methane prediction errors (RMSE and MAPE) under the condition of ethylene as the background gas are shown in Figure 13. The concentration prediction results for carbon monoxide and methane with ethylene as the background gas are shown in Table 9.



Combining the experimental results in Table 9 and Table 10, Table 11 shows the overall prediction effect of the PSO-LSSVM model on turbulent gas mixtures. In order to further illustrate the composition prediction performance of the PSO-LSSVM model for turbulent mixed gas, this paper uses the SVM and LSSVM methods to predict the ethylene concentration in the mixed gas under the same conditions. The comparative experimental results are shown in Table 12.



Second, the prediction results for the turbulent mixed gas concentration obtained by the PSO-LSSVM model under the condition of the full-sample selection strategy being used are verified by experiments. The prediction results for three gas concentrations under the full-sample selection strategy are shown in Figure 14. A comparison of results of the true and predicted concentrations of ethylene, methane, and carbon monoxide in the test samples is shown in the graphs. Evidently, the concentration prediction model based on PSO-LSSVM has good prediction accuracy. Table 13 evaluates the prediction accuracy for each of the three gases using RMSE and MAPE. In order to further illustrate the performance of the PSO-LSSVM-based gas concentration prediction model, Table 14 compares the prediction results of different algorithms for ethylene gas concentrations. The results show that PSO-LSSVM has higher prediction accuracy for ethylene gas concentrations compared to the SVM and LSSVM methods.






4. Discussion


By describing the experimental results of the qualitative gas mixture identification model in Section 3.3.1, it can be seen that the proposed WOA-LSTM-based turbulent gas mixture identification model has good gas identification accuracy. In Table 4, Using a single-concentration level sample selection strategy for ethylene gas identification shows that the highest average identification accuracy is obtained by training the WOA-LSTM model with low-concentration ethylene samples. As can be seen in Table 3, the medium- and low-concentration samples are closer in ethylene concentration levels; therefore, the WOA-LSTM method is more likely to lead to confusion when modeling the medium- and low-concentration samples during gas identification. Modelling the WOA-LSTM method with high concentrations of ethylene samples does not achieve the desired identification results in the identification of low and medium concentrations of ethylene samples. This is mainly because the response of the gas sensor array is more significant for high-concentration ethylene samples, and the WOA-LSTM model trained using this response signal is less sensitive to low- and medium-concentration ethylene samples. In order to improve the gas identification performance of the WOA-LSTM model, a compound sample selection strategy is used for modeling WOA-LSTM, and the experimental results are shown in Table 5. The classification accuracy of the sample selection strategy with low-concentration vinyl samples improved, and the sample selection strategy with a combination of medium- and low-concentration samples had the best classification accuracy. The sample selection strategy with a combination of medium and low concentrations was chosen, and the corresponding samples were input into the LSTM model, SVM, KNN, BP neural network, and Softmax classification model. The classification results corresponding to these five algorithm models were compared and analyzed with regard to WOA-LSTM, and the results are shown in Table 6. Among the six classification algorithms, the LSTM and WOA-LSTM models have a significant advantage in terms of classification accuracy, as the LSTM model is better able to handle long time series data and is more conducive to the identification of mixed gas components. The WOA-LSTM identification model achieves the highest recognition rate, with a 1.72% increase in accuracy compared to the LSTM model, demonstrating the positive effect of the WOA optimization algorithm on the LSTM. In order to explore the ability of WOA-LSTM to identify more components in a mixture, a full-sample selection strategy was used for modelling and the experimental results are shown in Table 7. It can be seen that the WOA-LSTM model can distinguish the five gas components quite accurately. The average of the classification results was obtained after several training sessions, and the final multi-classification accuracy of WOA-LSTM for the mixed gases was 94.61%. In addition, Table 8 illustrates that the WOA-LSTM model trained using the full-sample training strategy had the highest recognition accuracy for the different gas components compared to the other methods.



The PSO-LSSVM model has good turbulent gas mixture concentration prediction, as can be seen from the experimental results of mixed gas component concentration prediction in Section 3.3.2. Two practical scenarios for use are discussed, namely the prediction of the concentration of a particular gas with a fixed background gas and the prediction of the concentration of each component in a gas mixture. Analysis of Figure 11 and Figure 12, and Table 9 shows that the RMSEs and MAPEs of the predicted ethylene gas concentrations are low under the conditions where carbon monoxide and methane gases are used as background gases. Furthermore, Figure 13 and Table 10 show that the predictions of other gas concentrations also have good accuracy with ethylene as the background gas. It is possible through analysis of the experimental results to identify that the PSO-LSSVM model has a large deviation in prediction for pure gases, mainly due to the large range of pure gas concentrations. As a result, the overall concentration predictions depicted in Table 11 show a slight increase compared to Table 9 and Table 10. Table 12 compares the results of SVM, LSSVM, and PSO-LSSVM for the prediction of mixed gas concentrations and shows that the PSO-LSSVM model has the smallest RMSE and MAPE, indicating that the performance of the LSSVM model has been enhanced by PSO. In view of this, to further improve the prediction accuracy, the PSO-LSSVM model was trained using a full-sample selection strategy in this paper. The full-sample selection strategy expands the number of training samples and can obtain a more performant gas concentration prediction model. As shown in Table 13 and Table 14, it can be seen that training the PSO-LSSVM model using a full-sample selection strategy can further improve the accuracy of turbulent gas mixture concentration estimation.




5. Conclusions


Electronic nose systems with chemical sensors as core components have potential applications in a wide range of fields; however, there are still a number of problems that need to be solved. This paper investigates a qualitative and quantitative analysis strategy for continuous turbulent mixed gas monitoring in an attempt to address the key bottleneck in the use of electronic nose systems in natural atmospheric environments. The proposed strategy combines WOA-LSTM and PSO-LSSVM to achieve qualitative identification and quantitative prediction of mixed gas components, respectively. The effectiveness of the proposed strategy was validated using a public dataset provided by the Institute of Biological Circuits at the University of California, San Diego. Moreover, this paper discusses the experimental results of qualitative identification and quantitative prediction of gas mixtures under different sample selection strategies. With different sample selection strategies, the proposed strategies are all able to achieve a certain degree of accuracy in gas identification and concentration estimation. It can be seen that the full-sample selection strategy achieves the best detection results due to the inclusion of more experimental samples. The proposed qualitative and quantitative analysis strategy for continuous turbulent gas mixture monitoring has high detection accuracy and is capable of initial application in subsequent atmospheric environmental pollution monitoring, public safety monitoring, and other fields. However, the research in this paper also has the limitation that no experimental verification has been carried out for frequent changes in the concentration of the gas source, which will be a direction for future research.
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Abbreviations




	MAPE
	Mean absolute percentage error



	RMSE
	Root mean square error



	WOA
	Whale optimization algorithm



	LSTM
	Long short-term memory



	LSSVM
	Least squares support vector machine



	k-NN
	K-nearest neighbor



	RF
	Random forest



	BP
	Back propagation



	SVR
	Support vector regression



	GA
	Genetic algorithms



	SOFTMAX
	Soft version of max



	BPNN
	Back propagation neural network



	PCA
	Principal component analysis



	PSO
	Particle swarm optimization



	PSO-LSSVM
	Particle swarm optimization-based least squares support vector machine



	WOA-LSTM
	Whale optimization algorithm-based long short-term memory



	RNN
	Recurrent neural network



	SVM
	Support vector machines
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Figure 1. The structure of a standard LSTM network. 






Figure 1. The structure of a standard LSTM network.



[image: Chemosensors 10 00499 g001]







[image: Chemosensors 10 00499 g004 550] 





Figure 4. Flow chart of the proposed qualitative and quantitative analysis strategy. (a) The data preprocessing and feature extraction performed to create the sample feature set. (b) The modeling process of the WOA-LSTM model and PSO-LSSVM model. 
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Figure 5. Schematic diagram of the experimental setup of the public dataset used in this paper. The wind tunnel includes two gas sources that generate two independent gas plumes. The facility collected sensor responses when placed in a turbulent environment [14]. 
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Figure 6. Response curves of ethylene and carbon monoxide gas mixtures. 
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Figure 7. Two different training sample selection strategies for identifying a certain gas component in the gas mixtures. (a) Single-concentration level sample selection strategy; (b) compound-concentration level sample selection strategy. 
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Figure 8. Full-sample selection strategy for gas mixture identification. 
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Figure 9. Sample selection strategy for ethylene as a target gas under the conditions of high-concentration carbon monoxide as a background gas. 
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Figure 10. Full-sample selection strategy for estimating ethylene concentration. 
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Figure 11. Predicted results of ethylene gas concentration using the PSO-LSSVM method under the condition of a high concentration of carbon monoxide as the background gas. 
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Figure 12. Box plots of ethylene concentration prediction errors under the condition of a high concentration of carbon monoxide as the background gas. (a) RMSE; (b) MAPE. 
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Figure 13. Box plots of carbon monoxide and methane concentration prediction errors under the condition of ethylene as the background gas. (a) RMSE; (b) MAPE. 
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Figure 14. Prediction results for three gas concentrations under the full-sample selection strategy. (a) Comparison of predicted and real ethylene concentration; (b) comparison of predicted and true values of carbon monoxide concentration; (c) comparison of predicted and true methane concentrations. 
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Table 1. Details of the eight MOS gas sensors assembled on the gas sensor array.
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	Sensor Types
	Number of Units
	Target Gases





	TGS2611
	1
	CH4



	TGS2612
	1
	CH4, C3H8, C4H10



	TGS2610
	1
	C3H8



	TGS2600
	1
	H2, CO



	TGS2602
	2
	NH3, H2S, VOCs



	TGS2620
	2
	CO, flammable gas, VOCs
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Table 2. Average estimated concentrations of the three gases at different flow rates obtained by gas chromatography-mass spectrometry.
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Volatile Gases

	
Flow Rate (sccm)

	
Estimated Concentration (ppm)






	
Ethylene@2500 ppm

	
20

	
96




	
14

	
46




	
8

	
31




	
Carbon monoxide

@4000 ppm

	
200

	
460




	
180

	
397




	
140

	
270




	
Methane@1000 ppm

	
300

	
131




	
200

	
115




	
100

	
51
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Table 3. Sample distribution in the dataset along with rate of chemical release (in sccm) and corresponding induced gas concentration level (in ppm) in the vicinity of the sensors. In total, 180 measurements were performed. The labels H, M, L, and n indicate high, medium, low, and zero concentrations of the corresponding volatiles, respectively.
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Volatiles

	
Ethylene@2500 ppm




	
20 sccm

	
14 sccm

	
8 sccm

	
0 sccm




	
H:96 ppm

	
M:46 ppm

	
L:31 ppm

	
n:0 ppm






	
Carbon Monoxide

@4000 ppm

	
200 sccm

	
H: 460 ppm

	
6

	
6

	
6

	
6




	
140 sccm

	
M: 397 ppm

	
6

	
6

	
6

	
6




	
800 sccm

	
L: 270 ppm

	
6

	
6

	
6

	
6




	
0 sccm

	
n: 0 ppm

	
6

	
6

	
6

	
—




	
Methane

@1000 ppm

	
300 sccm

	
H: 131 ppm

	
6

	
6

	
6

	
6




	
200 sccm

	
M: 115 ppm

	
6

	
6

	
6

	
6




	
100 sccm

	
L: 51 ppm

	
6

	
6

	
6

	
6




	
0 sccm

	
n: 0 ppm

	
6

	
6

	
6

	
—
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Table 4. Average ethylene gas identification accuracy of WOA-LSTM with the single-concentration level sample selection strategy. The training samples were selected from high-concentration, medium-concentration, or low-concentration ethylene samples.
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	Sample Selection Strategies
	Average Identification Accuracy (%)





	High-concentration sample selection strategy
	88.17 ± 6.09



	Medium-concentration sample selection strategy
	91.56 ± 3.30



	Low-concentration sample selection strategy
	94.40 ± 2.57
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Table 5. Average ethylene gas identification accuracy of WOA-LSTM with compound ethylene concentration sample selection strategies. The training samples were selected from high- and low-concentration, medium- and low-concentration, or high- and medium-concentration ethylene samples.
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	Sample Selection Strategies
	Average Identification Accuracy (%)





	High- and low-concentration sample selection strategy
	94.00 ± 2.08



	Medium- and low-concentration sample selection strategy
	96.39 ± 1.48



	High- and medium-concentration sample selection strategy
	93.39 ± 3.22
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Table 6. Average identification accuracy of different gas recognition models with compound ethylene concentration sample selection strategies.






Table 6. Average identification accuracy of different gas recognition models with compound ethylene concentration sample selection strategies.





	Models
	SVM
	KNN
	BP
	Softmax
	LSTM
	WOA-LSTM





	Average identification accuracy (%)
	88.93 ± 2.25
	95.91 ± 1.65
	86.21 ± 3.17
	86.70 ± 2.78
	94.67 ± 1.98
	96.39 ± 1.48
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Table 7. Identification accuracy of WOA-LSTM for different gas components.
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	Gas Categories
	Ethylene and Methane
	Ethylene and

Carbon Monoxide
	Ethylene
	Methane
	Carbon Monoxide





	Identification accuracy (%)
	95.24 ± 2.91
	94.97 ± 3.21
	90.48 ± 2.28
	95.24 ± 2.51
	95.24 ± 3.03
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Table 8. Average identification accuracy of different gas identification models for multi-gas components with the full-sample selection strategy.
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	Models
	SVM
	KNN
	BP
	Softmax
	LSTM
	WOA-LSTM





	Identification accuracy (%)
	72.2 ± 2.08
	76.84 ± 3.05
	84.45 ± 3.43
	66.7 ± 3.73
	88.32 ± 2.39
	94.61 ± 2.74
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Table 9. Concentration prediction results for carbon monoxide and methane with ethylene as the background gas.
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	Target Gas
	RMSE
	MAPE (%)





	Ethylene under the background of a high concentration of carbon monoxide
	4.7212
	5.49



	Ethylene under the background of a medium concentration of carbon monoxide
	4.1134
	5.38



	Ethylene under the background of a low concentration of carbon monoxide
	3.0786
	5.10



	Ethylene under the background of a high concentration of methane
	2.8608
	4.56



	Ethylene under the background of a medium concentration of methane
	2.8826
	4.03



	Ethylene under the background of a low concentration of methane
	3.7376
	4.82



	Pure ethylene
	4.3210
	7.58
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Table 10. Concentration prediction results for carbon monoxide and methane with ethylene as the background gas.
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	Target Gas
	RMSE
	MAPE (%)





	Carbon monoxide with high-concentration ethylene as the background gas
	8.3818
	2.38



	Carbon monoxide with medium-concentration ethylene as the background gas
	8.2541
	2.26



	Carbon monoxide with low-concentration ethylene as the background gas
	8.2358
	2.19



	Pure carbon monoxide
	27.3094
	6.94



	Methane with high-concentration ethylene as the background gas
	16.9220
	9.47



	Methane with medium-concentration ethylene as the background gas
	18.4146
	10.06



	Methane with low-concentration ethylene as the background gas
	14.7585
	8.49



	Pure methane
	10.0737
	9.88
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Table 11. Overall prediction effect of the PSO-LSSVM model on turbulent gas mixtures.
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	Target Gas
	RMSE
	MAPE (%)





	Ethylene
	3.6736
	5.28



	Methane
	15.0442
	9.48



	Carbon monoxide
	13.0453
	3.44
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Table 12. Concentration prediction results of ethylene gas in mixed gas using different concentration prediction methods.






Table 12. Concentration prediction results of ethylene gas in mixed gas using different concentration prediction methods.





	Target Gas
	RMSE
	MAPE (%)





	PSO-LSSVM
	3.6736
	5.28



	SVM
	15.0442
	9.16



	LSSVM
	9.941
	7.61
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Table 13. Prediction results for three gas concentrations with the full-sample selection strategy.






Table 13. Prediction results for three gas concentrations with the full-sample selection strategy.





	Target Gas
	RMSE
	MAPE (%)





	Ethylene
	3.2609
	4.19



	Methane
	3.3391
	1.29



	Carbon monoxide
	5.1919
	2.58
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Table 14. Ethylene concentration prediction results of different algorithms under the full-sample selection strategy.






Table 14. Ethylene concentration prediction results of different algorithms under the full-sample selection strategy.





	Target Gas
	RMSE
	MAPE (%)





	SVM
	12.8261
	7.21



	LSSVM
	8.2998
	6.73



	PSO-LSSVM
	3.2609
	4.19
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