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Abstract

:

The air quality of the living area influences human health to a certain extent. Therefore, it is particularly important to detect the quality of indoor air. However, traditional detection methods mainly depend on chemical analysis, which has long been criticized for its high time cost. In this research, a rapid air detection method for the indoor environment using laser-induced breakdown spectroscopy (LIBS) and machine learning was proposed. Four common scenes were simulated, including burning carbon, burning incense, spraying perfume and hot shower which often led to indoor air quality changes. Two steps of spectral measurements and algorithm analysis were used in the experiment. Moreover, the proposed method was found to be effective in distinguishing different kinds of aerosols and presenting sensitivity to the air compositions. In this paper, the signal was isolated by the forest, so the singular values were filtered out. Meanwhile, the spectra of different scenarios were analyzed via the principal component analysis (PCA), and the air environment was classified by K-Nearest Neighbor (KNN) algorithm with an accuracy of 99.2%. Moreover, based on the establishment of a high-precision quantitative detection model, a back propagation (BP) neural network was introduced to improve the robustness and accuracy of indoor environment. The results show that by taking this method, the dynamic prediction of elements concentration can be realized, and its recognition accuracy is 96.5%.
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1. Introduction


Deterioration of air quality has become one of the largest challenges to human development, posing a major threat to the human body and hence significantly enhancing the health consensus of the public: the air quality in the living areas must be beneficial to the human body [1,2,3,4]. Comparing with the atmospheric environment, the significance of protecting the indoor air quality should be highlighted. In this context, the monitoring of air quality in the living areas has aroused great attention. For instance, Gupta et al. researched the environment in office spaces [5], and Passi et al. investigated the characteristics of indoor air quality in the underground [6]. Furthermore, Zhang et al. studied the air quality in the bedroom and proposed that the indoor CO2 concentration influences sleep quality of residents [7]. Nonetheless, existing air quality detection technologies are mostly reliant on chemical analysis, which has an extremely slow turnaround time. At the moment, no sound system has been devised that fully fits the needs of quick air monitoring. Laser-induced breakdown spectroscopy (LIBS) technology, which is characterized by non-contact analysis and quick real-time analysis, is a potential tool for rapid environmental analysis. Recently, LIBS has been applied to the research on the automobile exhaust and wastewater [8]. For instance, Ikeda et al. measured the cyclic variation of the air-to-fuel ratio of exhaust gas in an SI engine [9], and Minchero et al. surveyed the recycling material in the wastewater [10]. Moreover, LIBS technology is also widely used in the medical field. Yue et al. combined LIBS with machine learning to diagnosis the ovarian cancer [11]. Gaudiuso et al. applied LIBS to diagnose melanoma in biomedical fluids deposited and machine learning classification in order to distinguish patients and healthy subjects [12]. Berlo et al. applied LIBS and machine learning to the detection of the SARS-CoV-2 infection [13]. However, few studies have been conducted on the human settlement environment by LIBS and machine learning. In addition, conventional indoor environmental monitoring, which is often considered a problem in only one scenario, lacks wide practical application potential. Herein, to make up for the research gap in the detection of indoor air quality, a LIBS-based rapid detection method for air quality was proposed. In this paper, the shortcomings of only one scenario of research were addressed by introducing a multi-scene integrated analysis mode. The most prevalent situations in the interior environment are carbon burning, incense burning, perfume spraying, and a hot shower. However, because no complete multi-scene comparison research has yet been published, it is worthwhile to investigate these four possibilities. Furthermore, the instability of the gas environment signal makes identifying the scenes difficult, and many factors can interfere with the classification findings; thus, machine learning technologies such as isolated forest, principal component analysis, K-Nearest Neighbor, and back propagation neural network were used for future research. Finally, the composition of air in different scenarios was identified by KNN, and the element concentration was predicted by the BP neural network, the results of which indicated the potential of the combination of LIBS and machine learning to realize real-time monitoring of the environmental air quality.



LIBS, as a method of measuring spectra, can quickly retrieve the spectrum of compounds. When compared to other analytical instruments, LIBS has numerous approaches that other technologies lack, such as contact-less analysis and quick real-time analysis. As a result, LIBS has been regarded as an excellent tool for component analysis [14]. In the experiment, air was irradiated by high-energy lasers in LIBS and subsequently turned into a plasma state. With all the elements identified, it allowed the spectrometer to properly determine the material’s composition [15,16,17].




2. Experiment


2.1. Experiments Setup


The LIBS system is mainly composed of the following: a pulsed laser, a fiber optic spectrometer, a focusing lens, a sample, a turntable, a coupling lens, a fiber optic holder and a fiber. The laser is the core of LIBS. In this experiment, an adjustable yttrium-doped aluminum garnet solid-state laser known as an Nd: YAG laser was employed. Furthermore, by using various laser methods such as Q-Switch, a benchmark wavelength of 1064 nm was chosen [18]. The single pulse duration, the frequency, the single pulse energy and the fluctuation rate of this laser were 10 ns, 10 Hz, 200 mJ and 7.3%, respectively [19,20,21]. The signal intensity of the laser was also adjusted within a certain range and the experimental phenomenon was found to be most pronounced under these parameter conditions. Other parameters included the size of the laser spot (7 ± 0.1 mm) and the irradiance (5.3 × 107 watts per square centimeter).



Figure 1 depicts the LIBS experimental strategy. In the experiment, the LIBS system as well as the spectrometer were all placed on a horizontal plane. Given the technology’s application and properties, the air quality in four different situations was examined. To properly stimulate the sample, the light was focused using a lens with a focal length of 6 cm. AvaSpec-ULS2048-4-USB2 was used in the experiment and the pulse-to-pulse intensity variation of some selected elements is about 10%. The radiating light was collected by an optical fiber, which was coupled to a 4-channel spectrometer with a spectral window ranging from 200 to 890 nm. The spectral resolution of the spectrometer in this work is less than 0.1 nm. The delay time is set to 2 μs and the integration time of the spectrometer is 2 ms. In order to ensure the reliability of the spectral data, the air including aerosols and steam produced by the experiment was kept between the light probe and the lens, where all the elements in the sample were fully excited due to laser breakdown caused by the high energy of the laser.




2.2. Sampling Modes


Four thousand bits of data were acquired for data accuracy and split into four portions, each lasting 2 min. Unlike the detection of solids, the detection of air signals is heavily influenced by a variety of variables, including the non-uniformity of the created aerosols, which results in a significant number of single values in the spectrum signal. To address the primary challenge of interference signals, isolated forest was employed to facilitate later classification and neural network design. To screen out single values, isolated forests are frequently employed in outlier testing [22]. When constructing an isolated forest, two parameters need to be set: the number of trees t and the maximum value of sample size per tree sampled Ψ. According to Liu et al. on isolated forest, the t is set to 100 and the Ψ is set to 256 as the optimal screening condition [23]. The isolated forest mainly relies on the anomaly function s(x,n) to determine whether the data is an outlier, which is shown in Equations (1)–(3)
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where E(h(x)) is the expected value of the path length of x in multiple trees, c(n) is the average path length of the tree for a data set containing n samples,   H  ( * )    is the harmonic number, and  β  is the Euler constant, which is about 0.57. Normally, s (x,n) is less than 0.8, and the closer s (x,n) is closer to 1, the higher the possibility of a data anomaly. The spectra exhibited matched to a single shot, and after screening, 400 well-performing spectral samples with high dynamic qualities were produced for each sample. As a result, a network analysis was developed using a large data source [24].





3. Results and Discussion


3.1. Analysis of Spectra


In this part, air was chosen as the experimental object in four scenarios to conduct the spectrum analysis. Table 1 shows the materials and compositions utilized in the four simulation situations. The air spectrum was initially measured under normal conditions, as shown in Figure 2a, and was then utilized to imitate normal interior air conditions. According to the National Institute of Standards and Technology (NIST) [25], a substance’s composition can be well stated in a certain range of wavelengths. As a result, at a later stage of the experiment, the indoor air spectrum was utilized as a criterion for detecting component changes.



Data standardization was utilized to make the spectrum among distinct scenes more visible. By reducing the intensity of the n to the unit 1, all the intensities were processed by this criterion. To make sure the accuracy of the spectral data and get rid of the factor of time variation, as soon as the measurement began, the spectral data in the first minute was chosen as a static measurement. Spectral information of four scenarios is illustrated in Figure 2b–e, where the spectral lines of major elements correspond to C I 247.86 nm and Hα 656.28 nm [26,27,28,29]. Through observing, it shows that indoor air and hot shower obtained the lowest C intensity, while spraying perfume had a higher C intensity than indoor air. The highest value came from what gas generated by burning carbon, which was almost seven times that of the indoor air. As known to all, charcoal contains a high concentration of carbon and produces a large amount of carbon monoxide and carbon dioxide after combustion [30,31,32,33,34,35]. Those combustion products can badly harm the natural environment, and even seriously threaten human health within a confined area [36]. These all indicate the importance of ventilation in the home. In addition, from the Hα spectral line, it was observed that indoor air and burning carbon presented the same H intensity. However, the main ingredient of perfume is alcohol, leading to a higher H intensity compared with indoor air [37,38]. Similarly, a hot shower also resulted in an increment of H, which was approximately two times that of the indoor air. It is worth mentioning that despite the difference in the intensity of H, a hot shower obtained the same spectrum as indoor air, revealing the existence of a small difference in their compositions. This happened when spraying perfume and burning carbon: except for the H intensity, which varied minimally in burning carbon, their components altered in the same way. Furthermore, in the scenario of burning incense, which had the highest H intensity, the content of H grew with the appearance of metal elements, and the intensity of H reached a spectral maximum, which was consistent with the finding of element O. It is worth mentioning that the metal elements produced by burning incense are innocuous in minor quantities, such as iron, calcium and sodium, but if burned in excess over a long period of time, the accumulation of metal elements can lead to poisoning of the body.



Normally, the difference in environments can be distinguished rapidly by human beings through direct observation. For example, there may be a high concentration of C in an environment with smoke or a high concentration of H in an environment with water. However, it gets more difficult when the settings to be compared share the same physical shape. As is well known, aerosols may be formed in both the carbon and incense burning processes. The former creates aerosols mostly composed of C [39,40,41,42]. Conversely, as compared to burning carbon, incense creates several metal elements. Spraying perfume and taking a hot shower both create droplets in the same condition. According to the findings, the LIBS technology, which has the properties of analyzing quickly and being unaffected by matter form, can distinguish the composition of diverse chemicals, indicating possible applications in environmental detection.




3.2. PCA and KNN of Experimental Results


It is without debate that automated identification of air quality in varied settings is a vital step in environmental detection [43,44,45]. The categorization of chemicals is a key part of automated identification. However, there are severe obstacles in the classification of gases. Because the signal’s ambiguity made classification more difficult, PCA and KNN were utilized for air environment classification based on isolated forest data processing. When compared to other analysis methods such as random forest, PCA provides faster operation speed and more straightforward and obvious findings [46]. As a result, PCA is frequently utilized as a vital technique in automated recognition.



Numerous scientific studies need the processing of data with many variables. Because there may be correlations between outcomes, analyzing only one variable will result in an inadequate use of the data, neglecting some of the relationships. However, analyzing a large number of variables at once increases the process’s complexity. PCA technology was created in response to the aforementioned issues. Dimension reduction, or maintaining some of the most relevant elements of high-dimensional data while deleting uninteresting information, is at the core of PCA. The entire data processing process is generally divided into six steps [47]: calculating the average of the variable, calculating the dispersion, calculating the covariance of the variable, constructing a covariance matrix, calculating the eigenvalues, and sorting by size and computing feature vectors, respectively.



However, the PCA is not suitable for the processing of all the data. In this research, the Kaiser-Meyer-Olkin (KMO) and Bartlett test, a method to determine whether the data dimension can be reduced, was employed. As illustrated by Equations (4) and (5) where MSe represents the average error, Si2 is the standard deviation and r represents the number of datasets.
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When the KMO value is more than 0.6 and the p value is less than 0.005, the data can be disposed by PCA. A total of 400 well-performing spectral data for each sample were utilized for PCA analysis. The important bands of 280 to 350 nm, 300 to 500 nm and 550 to 800 nm in the spectrum of each sample were reserved for PCA analysis. All the above operations were completed via the MATLAB R2019B software of the personal computer [48]. The experimental data of four scenarios and indoor air were calculated, with the results shown in Table 2 (a). According to the spectral results acquired before, these five categories of data were not suited for PCA. The spectral makeup of a hot shower was the same as that of indoor air. Spraying perfume also had the same spectral composition as burning carbon. As a consequence, the data from spraying perfume and hot showers were recalculated as burning carbon and indoor air, respectively, with the findings shown in Table 2 (b). There is no doubt that these three sets of data matched the PCA criteria flawlessly.



The scree test, which refers to an intuitive PCA plot, shows how many factors are present in the analyzed data. In addition, it also represents the quantity of the variable information covered by the components. In general, it is steep first and then gradually drops, with the first element encompassing the greatest amount of information and then decreasing in turn. When the eigenvalues tend to be flattened, the abscissa relates to the number of components. As seen in Figure 3, when the third component is extracted, it may effectively encompass all of the information of the original variable, indicating that the data can be reduced to three dimensions.



Figure 4a presents a 3D PCA figure of the data from the experiment, where the experimental data for the three situations is obviously split into three groups. Additionally, Figure 4b shows a 2D plot of the XY surface, and Table 3 shows some of the partial PC band weights.



As seen in Figure 4a, there is little doubt that the interior air does not connect with the other two scenarios. This is because the PC3 axis has a large weight at 247 nm, which corresponds to the spectral intensity of carbon. At the same time, it is clear that the PC3 axis has less impact on the two scenarios, which include burning carbon and burning incense, and it implies that PC1 and PC2 are crucial.



KNN was utilized for scene classification using PCA’s dimensionality reduction data processing. To lessen the influence of the received spectral signal strength, the data was normalized in terms of the intensity of the n element during data processing. The KNN processing comprised 400 data sets for each scenario, with 265 training data and 135 testing data sets. From the PCA results, it can be seen that the factors determining the differences between the three scenes can be extracted as three factors, which correspond to 247 nm–249 nm, 587 nm–560 nm and 655 nm–657 nm, respectively. Therefore, partial spectra rather than whole spectra were used in the KNN classification. As shown in Figure 5a, the confusion matrix of the training data indicates that the accuracy of training is 0.996. Meanwhile, Figure 5b shows the confusion matrix of the test data, where the classification accuracy of the test data is 0.992.



The results of KNN show that the three types of air can be classified with high precision. Since the component of C element plays a major role in PCA reduction, the air classification can be named as follows: normal air which represents air with low carbon content, air with high carbon content and air with high heavy metal content. Obviously, they correspond to the three scenarios: indoor air, burning carbon and burning incense, respectively. The results are also not surprising and show that burning incense produces the greatest effect on air composition. In the experiment, there was carbon aerosol in the air after burning carbon and there was a large amount of smoke in the air after burning incense, which was completely compatible with the results obtained from our actual data processing.



Existing KNN analysis data could be put into the database to determine the aerosol composition in the environment more quickly. Differentiated by carbon concentration size, Low carbon content environments, and high carbon content environments are constructed to be different scenarios. When new aerosols occur, they may be examined in the database for the same or comparable data, which can help determine their composition more rapidly.




3.3. Neural Network


Neural network prediction is a practical tool in machine learning [49,50,51]. It operates by training the supplied sample data and employing machine learning algorithms to discover a link between input and output. When fresh data is entered, the appropriate output, referred to as the prediction result, may be derived using the procedures outlined above [52,53].



Time and element concentration may be connected using the neural network, allowing for dynamic prediction of element concentration. Previous studies indicated an explicit link between material concentration and spectral signal strength [54]. Thus, the relation between spectral intensity and element content can be assumed with Equation (6).


  l n I _ C = M 〖  (  l n n _ C  )  〗 ^ 2 +  (  β + 1  )  l n n _ C + α  



(6)







IC is the spectral signal intensity of carbon, nC is the carbon concentration, M is a quantity determined by the environment, α and β are constants. In the ideal case, other disturbances such as self-absorption of spectral lines are ignored, which makes M = 0. Therefore, there exists a linear relationship between lnIC and lnnC. The carbon element has long been a critical topic for the environment research; therefore, a model for burning carbon was chosen and a neural network based on the variation of carbon intensity with time was built [55]. Under normal conditions, the carbon source of indoor air is carbon dioxide and its concentration is not worth mentioning compared with burning carbon. Therefore, the carbon dioxide in the original air was ignored when the carbon concentration model was established. The concentration of carbon dioxide in the room is about 300 ppm, and the carbon concentration in general air is considered to be 0.03% [56]. The indoor air spectral lines were obtained by LIBS in 8 min, which had 4000 pieces of data. The statistics of the carbon spectral line intensity values were obtained: the mean value is 362 which stands the intensity of the carbon spectral line in the indoor air can be expressed as 362. According to the study researched by Koenig, it is beyond dispute that the carbon concentration in exhaled air was 4.0% and the spectral line signal intensity value was 4902 [57]. Thus, β could be calculated to be −0.47 and α is 11.26. There is no doubt that carbon concentration and spectral intensity models have been developed, such as Equation (7).


  l n = 0.53 l n + 11.26    



(7)







According to Equation (7), the carbon concentration achieves a connection with the carbon spectral intensity. Therefore, no matter how small the spectral intensity is, the concentration can be deduced. The neural network technique used 400 pieces of data in total, 200 for training, 100 for validation, and 100 for testing. The BP neural network approach was used to calculate in this machine learning. The neural network’s architecture, which created a chain-shaped cross structure, was established in the input layer, the hidden layer, and the output layer. In addition, 6 hidden layers and 5 nodes were built. The neural network fitting result of this experiment is shown in Figure 6a, where the Train line represents the algorithm fitting process inside the system and the Validation line shows the data produced by the system automatically based on the training results for the prediction. Evidently, after 24 epochs of training, the validation curve corresponded with the train curve, indicating that the neural network was successfully constructed. However, the correlation coefficient was calculated to be 0.8813, and the test curve did not agree with the other two curves, suggesting that errors in the projected outcome were present. According to Table 4, some experimental data was used to compute the neural network’s mistakes. Figure 6b depicts the prediction result, demonstrating the practical usefulness of this machine learning. The overall accuracy of the seven selected data points was 96.5 percent, and Figure 7 shows the error bars of the BP neural network predictions. It is worth mentioning that the quantitative analysis of any element can be modeled with high accuracy in the mentioned way for the conversion of spectral intensity to concentration. Therefore, the indoor environment can be equipped with a device containing machine learning to detect the composition at any time to warn of whether a substance will exceed the threshold in the future.





4. Conclusions


Experiments were carried out in four scenarios based on LIBS to determine indoor air quality, and related plasma emission spectra were acquired. The atomic lines of common elements such as C, H, and O were clearly seen. Through observing, it shows that burning carbon added a significant amount of carbon to the air as compared to inside air, but burning incense added more metal elements. LIBS-based environmental detection successfully and quickly identified cases with the same physical condition. The PCA was then paired with spectra to investigate the air composition connection in diverse situations. The isolated forest was employed to deal with the consequences of signal strength detection. Upon that basis, the four situations were classified as normal air, air having a high concentration of carbon, and air containing a high concentration of metal elements with 99.2 percent accuracy using the KNN algorithm, giving a reference for the database’s creation. Ultimately, for the first time, a high-precision quantitative detection model for carbon content in an indoor setting was developed. The prediction of air composition concentrations was carried out using the neural network method in order to comprehend the dynamic features of situations, and the forecast accuracy of carbon elements in the experiment was 96.5 percent. In conclusion, the experimental data and results demonstrate the feasibility of using LIBS technology and machine learning technology to detect air quality and predict air composition concentrations, which can provide a reference for future air quality research.
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Figure 1. Schematic diagram of the experimental system. 
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Figure 2. (a) Spectra (200 nm to 890 nm) of indoor air; (b) Spectra (200 nm to 890 nm) of burning carbon; (c) Spectra (200 nm to 890 nm) of burning incense; (d) Spectra (200 nm to 890 nm) of spraying perfume; (e) Spectra (200 nm to 890 nm) of hot shower. 
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Figure 3. Scree test of the three scenarios in the experiment. 
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Figure 4. (a) The 3D result of PCA including indoor air, burning carbon and burning incense; (b) The 2D result of PCA including indoor air, burning carbon and burning incense. 
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Figure 5. (a) Confusion matrix for training data; (b) confusion matrix for testing data. 
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Figure 6. (a) Training process curve of a BP neural network; (b) neural network predictions. 
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Figure 7. Error bars of BP neural network predictions. 
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Table 1. Experimental materials.
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	Scenario
	Material
	Composition





	Burn carbon
	charcoal
	87% carbon + 12% log powder + 1% others



	Burn incense
	incense
	80% log powder + 15% artificial mixture + 5% others



	Spray perfume
	perfume
	50% alcohol solution (3:7) + 25% menthol + 10% essence + 15% water



	Hot shower
	digital heating circulating water bath
	steam
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Table 2. KMO and Bartlett Test.
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	Different Data
	KMO
	p





	(a) Five scenarios
	0.555
	0



	(b) Three scenarios
	0.650
	0
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Table 3. Partial PC band weights.
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	Wavelength (nm)
	PC1
	PC2
	PC3





	247.863
	−0.343
	0.544
	0.963



	247.896
	−0.216
	0.531
	0.959



	247.960
	−0.321
	0.498
	0.957



	588.996
	0.833
	−0.577
	0.269



	589.592
	0.824
	−0.512
	0.213



	656.210
	0.771
	0.500
	−0.076
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Table 4. Neural network prediction of elemental concentrations.
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	Time/s
	0
	10
	20
	30
	40
	50
	60





	Experimental data/%
	0.006
	0.212
	0.437
	0.790
	0.724
	0.783
	0.749



	Predict data/%
	0.000
	0.327
	0.524
	0.795
	0.714
	0.775
	0.763



	Error/%
	0.6
	11.5
	8.7
	0.5
	1.0
	0.8
	1.4



	Comprehensive accuracy/%
	——
	——
	——
	——
	——
	——
	96.5
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