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Abstract

:

The goal of this paper was to exploit the Bayesian approach and MCMC procedures to structure an internal model to quantify the reserve risk of a non-life insurer under Solvency II regulation. To this aim, we provide an extension of the Correlated Chain Ladder (CCL) model to the one-year time horizon. In this way, we obtain the predictive distribution of the next year obligations and we are able to assess a capital requirement compliant with Solvency II framework. Numerical results compare the one-year CCL with other traditional approaches, such as Re-Reserving and the Merz and Wüthrich formula. One-year CCL proves to be a legitimate alternative, providing values comparable with the more traditional approaches and more robust and accurate risk estimations, that embed external knowledge not present in the data and allow for a more precise and tailored representation of the risk profile of the insurer.
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1. Introduction


The most recent regulatory requirements for European insurers, known as Solvency II, introduced the possibility of tailored risk modeling for many sources of risks borne by each undertaking. As an alternative to the Standard Formula, according to its own technical capabilities and upon approval of the supervisory authority, each insurer can develop its own internal model. For a specific risk, or a particular set of risks, such a partial internal model is supposed to capture the insurer’s risk profile in a more consistent way than the Standard Formula, equal for all the market participants. To accomplish this task, actuarial literature produced several models. In this paper, we provide a partial internal model for assessing reserve risk’s capital requirement using Bayesian procedures. In the context of tailored risk modeling, a Bayesian approach has indeed a great potential. In fact, Bayesian techniques are able to include in statistical models external knowledge and subjective judgments that are not necessarily deduced by the data, other than the fact that they require the explicit specification of all the assumptions made. If properly used then, these features enable a better description of the risks faced by an insurer. Anyway, the use of techniques with a Bayesian flavor is not something new for actuarial science (see Klugman (1992)) and with respect to claims reserving can be traced back to Bornhuetter and Ferguson (1972). Despite this, Bayesian models often proved to be too complex to be implemented on real world applications as this kind of modeling often leads to mathematically intractable forms. However, this mathematical complexity can be overcome using Markov Chain Monte Carlo (MCMC) simulation techniques that provide empirical approximations when closed formulas are not available. With respect to claims reserving, the first appearance of MCMC procedures is credited to Ntzoufras and Della Portas in 2002 Ntzoufras and Dellaportas (2002), which has been followed by many other papers (see, e.g., Peters et al. (2017) and Wüthrich (2007) for recent applications in the field of claims reserves).



Concerning claim reserving, one of the most popular deterministic methods is the chain ladder (see, e.g., Friedland (2010) and Hindley (2017) for a review of main deterministic methodologies). As well-known, the ultimate cost of each accident year is predicted using run-off triangles of paid and/or incurred losses and assuming that prior patterns of losses persist also in the future (e.g., in terms of settlement speed or behavior of the case reserve). Several stochastic methods have been proposed in the literature in order to measure a variability of the Chain Ladder methodology (see, e.g., Mack (1993) and Wüthrich and Merz (2007)). In this context, it is worth to be mentioned the Correlated Chain Ladder (see Meyers (2015); Frees et al. (2016)) that exploits the advantages of Bayesian models and allows to model a correlation between accident years. In this framework, we move from the Correlated Chain Ladder (CCL) and we provide an extension of this approach in order to model the claim development result distribution in a framework compliant with Solvency II. On a one-year time-frame, this proposal represents an alternative of two classical approaches1, Re-Reserving Diers (2009) and Merz and Wüthrich formula Wüthrich et al. (2008), widely used in practice when chain ladder is the underlying deterministic method. However, this approach is not a mere third option. Indeed, Bayesian techniques represent a more refined and sophisticated approach to obtain claims reserves variability, and this is especially true in comparison to bootstrap based algorithms2 (see, e.g., Hastie et al. (2009)). In the context of modeling regulatory capital, using a fully specified probabilistic framework, able to integrate external information, provides a more advanced approach than methods that simply fit semi-parametrically the variability on a limited set of observations. Typically, when speed and simplicity are critical, bootstrap estimates could be more appropriate, while when accuracy is important, Bayesian modeling could represent a more consistent choice. With respect to stochastic claim reserving, we think Bayesian techniques can have a role in improving current standards where the accuracy of estimates is critical, like internal modeling practice.



This paper is organized as follows. In Section 2, the original CCL model, introduced in Meyers (2015), is described. In Section 3, we provide the extension of the model in a one-year view. In particular, we adapt the idea of a Bayesian update originally found in Meyers (2017) in order to assess the distribution of claims development result. In Section 4, we develop a case study based on motor third-party liability data. In particular, in Section 4.1, we focus on the assumptions and on the calibration procedure. In Section 4.2 and Section 4.3, we provide main results comparing our proposal to classical approaches provided in the literature. We show how one-Year CCL can be a viable alternative to assess a capital requirement compliant with Solvency II regulation. Conclusions follow.




2. The Correlated Chain Ladder


In Bayesian claims reserving, inference is performed by computing a posterior distribution of the parameters. This distribution is derived via Bayes theorem by combining a prior, representative of external knowledge, and observations. To this extent, we need a data structure that eases the procedure of prior parameters specification. Concerning reserving models, we refer to a cross-classified structure. Given a run-off triangle:


   D  t   =  {  X  i j    :  i = 0 , … , t  ;  j = 0 , … , t  ;  i + j ≤ t }   








where   i , j  , and t represent the accident year, the development year, and the evaluation period respectively, and being   X  i j    whatever claims figure (typically either incremental or cumulative payments). In general, a cross-classified structure has the following form:


   X  i j   = f  (  α i  ,  β j  )   











Claims figures are thought as a function of parameters, where   α i   acts as a parameter linked to the accident year and   β j   as a development parameter.3 This is a potentially superior informative structure that allows us to link the data to phenomena separately related to either the accident or the development year. With respect to Bayesian inference, this structure is clearly best suited to receive prior information about different factors that affect the reserving process.4



2.1. Model Specification


The Correlated Chain Ladder, introduced by Meyers (2015), is basically a re-parameterization of the traditional Chain Ladder model, that exploits exactly a cross-classified structure in order to enhance the possibilities of the traditional algorithm and re-interpret it in a Bayesian context.



Given a triangle of cumulative payments:


   D  t   =  {  C  i j    :  i = 0 ,  … ,  t  ;  j = 0 ,  … ,  t ;  i + j ≤ t }   








data are assumed generated by a log-normal distribution:


   C  i j   ∼ l o g N o r m a l   μ  i j   ,  σ j    








for   i = 0 ,  … ,  t   and   j = 0 ,  … ,  t  , where:




	
   μ  0 j   =  α 0  +  β j   



	
   μ  i j   =  α i  +  β j  + ρ ·  l o g  (  C  i − 1 , j   )  −  μ  i − 1 , j     for  i > 0  








In this framework, a level parameter   α i   embeds information about accident year i,   β j   is a sort of new development factor, that captures information about the development of payments and  ρ  is a feature that models the correlation between different accident years. This last parameter is one of the most remarkable innovations brought by this model, in fact it relaxes the hypothesis of independence between accident years, one of the main assumptions of several stochastic models related to Chain Ladder (see Mack (1993); Wüthrich et al. (2008)).




2.2. Parameter Specification


At this point we can elicit prior distribution for each parameter of the model. This step is critical (see Berger et al. (2009)), as we have to choose reasonable distributions and values that are consistent with our data. As a general case, we have the following:


   α i  ∼ N o r m a l  l o g  (  B i  )  +  [ l o g  ( e l  r i  )  ]  ,  ϵ i      for  i = 0 ,  … ,  t  



(1)




where   B i   represents known gross premiums related to the accident year i and   [ l o g  ( e l  r i  )  ]   is a further random variable representative of the logarithm of the expected loss ratio for each accident year i, while   ϵ i   is the precision, rather than the variance, in accordance to the parameterization adopted by most inference engines. It is necessary to further elicit a prior distribution for   l o g   ( e l r )  i    and as a general case we specify a non-informative uniform prior with parameters   γ i   and   δ i   (as defined in Meyers (2015)):


  log  ( e l  r i  )  ∼ U n i f o r m   γ i  ,  δ i   .  



(2)







Obviously, the model can be easily adapted by defining different parameterizations or selecting different distributions5. By virtue of the parameterization in (1) and (2), the level parameter   α i   describes the logarithm of the ultimate cost of the accident year i. This hyperparameter is critical since its mean is defined on the log-space and even a slight variation of the parameters highly affects the final result. As a result of this, we should state a reasonable domain of variation of the parameters that will result in values of the claims reserve consistent with our data.



The development parameter   β j   is defined as a uniform random variable on a negative support:


   β j  ∼ U n i f o r m  − η , 0     for  j = 0  , … ,  t − 1  



(3)




with   η ∈  R +   . According to this assumption, the parameter   β j   can be interpreted as the portion of the ultimate cost paid up to the development year j and hence, it is strictly depending on the settlement speed of the portfolio. For   j = t  , we set   β j   equal to 0, assuming that all claims are settled until the development year t. The approach can be easily extended in case the estimation of a tail is needed. Regarding the log-variance, we have:


   σ  j  2  =  ∑  h = j  t   τ h   



(4)




where    τ h  ∼ U n i f o r m  ( 0 , 1 )   .



As for the correlation parameter, the choice is still left to the modeler. As a general case, it is possible to set a non-informative uniform prior:


  ρ ∼ U n i f o r m  − 1 , 1   



(5)








2.3. Posterior and Predictive Distributions


After model specification and prior elicitation then we use an inference engine, like STAN or JAGS. to generate samples from the posterior distribution. This step is critical as well, as we need a strong sample that we can deem truly representative of the posterior distribution of parameters.



To this extent, we suggest to sample from n different chains that start from n different points, to allow for a sufficiently long warm-up phase and to set an appropriate thin factor.



At this point we have K parameters sets   Θ  ( k )   , each one representative of a reserving scenario:


   Θ  ( k )   =     {  α i  }   i = 0  t  ,   {  β j  }   j = 0   t − 1   ,   {  σ j  }   j = 0  t  , ρ  k     with  k = 1 ,  … ,  K .  











From the posterior distribution, we can obtain the predictive distribution for each cell of the lower triangle, and in particular for the last column. This will allow us to obtain the predictive distribution of the ultimate cost and thus of the claims reserve. For each k, we sample this ultimate cost from a log-normal:


   C  i t   ( k )   ∼ l o g N o r m a l   μ  i t   ( k )   ,  σ  t   ( k )       for  i = 1 ,  … ,  t .  



(6)







As usual, we get the k-th determination of the predictive distribution of the claims reserve by the following formula:


   R  ( k )   =  ∑  i = 1  t   C  i t   ( k )   −  ∑  i = 1  t   C  i , t − i   .  



(7)







Iterating the procedure K times, we have a Bayesian predictive distribution of the claims reserve in a total run-off framework.





3. An Extension in a One-Year Framework


Now we propose a way to adapt the correlated Chain Ladder on the one-year time horizon in order to describe the reserve risk according to Solvency II guidelines. In this context, a solvency capital requirement (SCR) for reserve risk, at the end of time t, can be derived as:


  S C  R  0.995   = V a  R  0.995     ∑  i = 1  t   P  i , t − i + 1   +  R  D  t + 1      v 1  −  R  D  t     



(8)




where   P  i , t − i + 1    denotes the incremental payments of calendar year   t + 1   for claims incurred in the accident year i,   R  D  t     is the best estimate at time t and   R  D  t + 1     is the best estimate at time   t + 1   considering only existing claims at time t. Hence, the capital requirement at a confidence level equal to   99.5 %   is obtained as the difference between the Value at Risk of the distribution of the next year insurer obligations, opportunely discounted with the risk-free discount factor   v 1  , and the best estimate6 at time t. Being   R  D  t     a known amount at the valuation date, we can directly focus on the sum of next year payments for claims already incurred and the residual reserve that will be posted after experiencing one more year of run-off.



Adapting a reserving model on a given time horizon means making an assumption about the payments patterns on such a time horizon and then computing a residual reserve in light of this new information. To this extent, the CCL tries to ground this informative update on a Bayesian approach, making the Bayes theorem a starting point for the determination of the residual reserve after one year of run-off. Main idea is to simulate a set of losses given the parameters sets generated with the MCMC procedure and then re-evaluate the probability of the same sets using the Bayes theorem. Each set could be thought as a different scenario for the reserving process and this effectively means to re-weight probabilities of future scenarios in light of latest realizations. The idea of Bayesian update is originally found in Meyers (2017) and Frees et al. (2016). Here, we adapt it in order to provide an algorithm capable of producing a predictive distribution of the next year obligations over the one-year time horizon. Such a distribution is compliant with Solvency II guidelines and is suitable to represent an internal model for reserve risk. Our goal then will be modeling the following random variable:


   Y  1 y r   =  ∑  i = 1  t   P  i , t − i + 1   +  R  D  t + 1    .  



(9)







To do this, we perform the following steps:




	
The starting point is represented by the K parameters sets   Θ  ( k )    simulated with the MCMC procedure.


   Θ  ( k )   =     {  α i  }   i = 0  t  ,   {  β j  }   j = 0   t − 1   ,   {  σ j 2  }   j = 0  t  , ρ  k   with   k = 1 ,  … ,  K  











We rearrange them according to the original CCL parametrization in order to proceed with the simulations. For each k, we have:


         μ  0 j   =  α 0  +  β j      for  i = 0  and  j = 0 , … , t           μ  i j   =  α i  +  β j  + ρ  l o g  (  C  i − 1 , j   )  +  μ  i − 1 , j        for  i = 1 , … , t  and  j = 0 , … , t     








where, being the cumulative payment   C  i − 1 , j    not available in lower triangle (i.e., for   i + j > t  ), we simulate it from a   l o g N o r m a l   μ  i − 1 , j   ,  σ j    .



Hence, for each parameters set we have a   t × t   matrix    M k  =  [  μ  i j  k  ]    containing the posteriorlog-mean parameters and a vector    σ k  =  [  σ  j  k  ]    containing posterior log-variance parameters.



	
We simulate the sets of losses starting from the elements of  M  and  σ . Following a one-year approach, we only generate, for each k, S different realizations of the next year future cumulative payments   C  i , t − i + 1   ( s , k )    (with   i = 1 ,  … ,  t ,  k = 1 ,  … ,  K ,  s = 1 ,  … ,  S  ), hence performing a total of   K · S   simulations. We end up with an array of dimension   K · S   where each element is a trapezoid   T  ( s , k )    composed of the original triangle   D  ( t )    and a further simulated diagonal related to payments in the calendar year   t + 1  . In Table 1 we provide a visualization to clarify this object: each column stands for a different parameter set k and each row is representative of the s-th batch of simulations over the parameters sets, i.e., a Bayesian predictive distribution.



	
Next year incremental payments reported in Formula (9) can be easily obtained by transforming the array of simulated cumulative values in an array of incremental amounts with the following formula:


   P  i , t − i + 1   k , s   =  C  i , t − i + 1   k , s   −  C  i , t − i    



(10)




for   i = 0 ,  … ,  t  . In this step, we obtained   K · S   diagonals of simulated values of the next year payments.



	
Now, we perform the learning update. We use the information generated by the s-th batch of simulations to update the probability of each parameter set. To this extent, we compute the likelyhood of the observations for each element of the array. Being    Φ L   ( x | μ , σ )    the density function of a log-normal random variable, for every element we have:


  L   T  ( s , k )    |   Θ  ( k )    =  ∏   C  i j   ( s , k )   ∈  T  ( s , k )      Φ L    C  i j   ( s , k )   |  μ  i j   ( s , k )   ,  σ  j   ( s , k )     



(11)







Given the sample of K sets, resampling from the sample guarantees that the probability of sampling a specific set is the same for all the sets. In other words, all the sets initially sampled from the MCMC procedure are equally likely. Then, by means of the Bayes theorem, it is possible to obtain the posterior probability of the k-th parameter set given the simulated losses as:


  P   Θ  ( k )   |  T  ( s , k )    =   L   T  ( s , k )    |   Θ  ( k )    · P  (  Θ  ( k )   )     ∑  h = 1  K  L   T  ( s , h )    |   Θ  ( h )    · P  (  Θ  ( h )   )    =   L   T  ( s , k )    |   Θ  ( k )       ∑  h = 1  K  L   T  ( s , h )    |   Θ  ( h )      .  



(12)







In other words, for each simulation, we re-evaluate the probability of each set obtaining a posterior probability distribution. If each set is representative of a possible scenario of the reserving process, we have effectively the posterior distribution of all possible scenarios. By iterating the process we obtain S different posterior distributions for the parameters.



	
By virtue of the log-normal assumption, for each parameters’ set, the expected cumulative payments at times greater than t can be computed as:


  E   C  i j   ( k )    = e x p   μ  i j   ( k )   +   σ j  2 ( k )   2    



(13)




for   i = 0 ,  … ,  t  ,   j = 0 ,  … ,  t   and   i + j > t  . The Best Estimate   R k  D ( t + 1 )    easily follows.



For each batch of simulations s, we use the posterior distribution computed at step 4 in order to obtain a post run-off re-weighted next year Best Estimate. For every s:


    R ^   s   D ( t + 1 )   =  ∑  k = 1  K   R  k   D ( t + 1 )   · P   Θ  ( k )   |  T  ( s , k )     



(14)







Thus, we are able to obtain a predictive distribution of the expected values of the residual reserve according to Solvency II standards.



	
The predictive distribution of claims development results can be derived by assessing the distribution of the obligations at the end of year   t + 1  . For each simulation, we add to each value of the residual reserve distribution the realized diagonal. For each s, we have at disposal K batches of diagonals over all the parameter sets. Thus, we sample a diagonal and we add it to the value calculated at step 6. In this way, we obtain the s-th realization of the next year obligations:


   Y  s   1 y r   =   ∑  i = 1  t    P ˜   i , t − i + 1   s    +   R ^  s  D ( t + 1 )    



(15)







Again, by iterating this process over all the S batches of simulations, we finally obtain a predictive distribution of future obligations.








We can then use this distribution to compute the reserve risk capital charge according to the Solvency II directive by applying (8), i.e., by subtracting the Best Estimate to the discounted 99.5% quantile.



Previous steps have been described in order to explain the framework of the algorithm we are providing. When coding it, many short-cuts could be taken. For instance, in Table 1 the array is composed of trapezoids. It is not strictly necessary to save the original triangle for each element, not only because of computational speed issues but also because this information will be simplified when computing the learning update. In general, the algorithm could be implemented not necessarily following the outline we provided.



We provide also a generalization on an n-year time frame, allowing to obtain a predictive distribution for the next-n-years obligations. Mathematical details are reported in Appendix A.




4. An Application of the Model


4.1. Dataset and Model Calibration


In this section, we describe the results obtained applying the correlated chain ladder to a 11 × 11 triangle representative of a Motor third party liability portfolio7. The triangle has been obtained simulating cumulative payments from a log-normal distribution starting from an observed triangle to preserve the confidentiality of the data. This allows to check if the parameters of the posterior distributions are consistent with the data used.



As described later, the posterior distribution has been obtained using a Hamiltonian Monte Carlo (HMC) procedure. To implement the methodology, we maintained the log-normal hypothesis for the observed cumulative payments in the triangle and we elicited the following prior structure, structured according to our knowledge about the business.



In particular, the log-ultimate cost is approximated by the parameter   α i  , defined as follows:


   α i  ∼ l o g  (  B i  )  +  [ l o g  ( e l  r i  )  ]  +  u i   








where:




	-

	
  l o g (  B i  )   is the natural logarithm of the premium earned for the i-th generation.




	-

	
  [ l o g  ( e l  r i  )  ]   is the natural logarithm of the expected loss ratio, for the i-th generation.




	-

	
  u i   is a random noise defined as follows:


          u i  = 0     for   i = 0 ,  … ,  3         u i  ∼ U n i f o r m  ( − 0.6 , 0.6 )      for   i = 4 ,  … ,  10          











We deemed the variability of the loss ratio sufficient, given that oldest accident years are almost closed.









With respect to the   e l r   variable, we choose a log-normal distribution centered on a prior loss ratio differentiated by accident year, mainly based on the analyses made by the company for underwriting purposes. Values are specified in Table 2. Since a limited claims pattern is observed for recent accident years, a higher volatility is assumed.



For development parameter   β j  , we have:


          β j  ∼ U n i f o r m  ( − 3 , 0 )      for   j = 0 ,  … ,  9         β j  = 0     for  j  =  10         











With respect to the variability parameter, we recall that   σ  j  2   is defined as:


   σ  j  2  =  ∑  h = j  t   τ h   








where we set    τ h  ∼ B e t a  ( 1 , 7 )   8.



Finally, we kept the original assumption about the correlation parameter  ρ :


  ρ ∼ U n i f o r m ( − 1 , 1 )  








using a non-informative prior. Having formalized these assumptions, we generated a posterior distribution of 10,000 parameters sets with the help of STAN inference engine. In this sampling, we stuck to the default sampling procedure adopted by STAN: the No-U-Turn Sampler (NUTS), an extension of HMC procedure (for details, see Algorithm 2 in Hoffman and Gelman (2014)). As shown in Hoffman and Gelman (2014), empirically, NUTS performs at least as efficiently as a well tuned standard HMC method and, as shown later in the document, allowed us to obtain a strong sample.



In particular, we simulated 4 chains, each composed of 27,500 iteration, utilizing the first 2500 as warm-up and thinning the chain by a factor of 10.9 With this parameterization we traded computational time for accuracy: for each parameter, the R-hat statistic is equal to 1, the traceplot shows a well centered random noise, and the effective sample size is well above 9000, implying that we have a strong sample, truly representative of the posterior. For each parameter of the posterior, we provide in Table 3 the effective sample size10, a measure of equivalence between dependent and independent samples.



Additionally, we have verified that the parameters used to simulate cumulative claims are in line with the parameters of the posterior distributions selected by the procedure. To give an indication of the behaviour, we report in Appendix B, Table A2 and Table A3, the comparison between these values. As expected, there is not much difference between the parameter  μ  used to simulate and the mean of the a posteriori distribution. We have indeed that the values are very close with an absolute difference higher than 0.5% only for some payments of the accident year 0. This is further confirmation of the successful sampling with the MCMC algorithm. Finally, we show in Table A4 how our prior structure in terms of loss ratio is reflected very well in the posterior loss ratios.



The important feature of the CCL, and more in general of Bayesian models, is that it embeds in itself a learning procedure. In fact, the posterior distribution of parameters is a mix between the prior opinions of the modeler and the experience represented by the data. By looking at them we can effectively see what the model learned from both the data and our prior. In Figure 1 we show the caterpillar plots for the level, development, log-variance, and expected loss ratio parameters, which provide an immediate overview of the learning update. In the top right, we see the log-variance parameters   σ 2  . Their behavior is exactly the one we imposed when eliciting the prior structure as the variability is decreasing with respect to the increase in the development year. In the top left we see the level parameters, where we immediately notice that they are almost all centered on zero. On bottom left we have the development parameters, where we see that a posteriori they acquired a meaning consistent with the fact that the model is built on cumulative payments. These parameters represent the negative shift from the log-ultimate cost: for parameters corresponding to the first development year this shift is consistent, for the last is really tiny. Lastly, the plot at the bottom right represents the highest posterior density regions for the expected loss ratio. Again, we can immediately see a behavior consistent with our assumptions, where the domain of variation is wider for the youngest generation and really tiny, if not non-existing, for the older ones.



With respect to the correlation parameter  ρ , it is worth looking at its posterior distribution. In Figure 2, we see how the learning process affected this parameter. We see how the posterior is no longer uniform with a peak slightly higher than zero, thus implying that the posterior correlation is almost zero.




4.2. Main Results in a Run-Off View


After performing checks and studying the posterior distributions, we generate a predictive distribution for the claims reserve on a total run-off time frame and we analyze the results of the model. To this end, in Table 4, we compare for different accident years main characteristics of claims reserve computed by means of CCL and Bootstrap-ODP. Similarly, in Table 5, we provide the total claims reserve, compared with both the bootstrap ODP and the Mack formula. Finally, we plot the predictive distribution in Figure 3. With respect to the accident years, both methods show comparable results. CCL provides a higher mean and variability on the youngest accident years because of a broader prior. The total predictive distribution shows a mean of 205 million of euros, slightly lower than the results obtained with the Bootstrap-ODP and the Mack formula. The volatility returned by the CCL (for instance, CV is equal to 9.7%) is comparable to the one provided by the Bootstrap-ODP (CV equal to 9%). Both values are higher than the volatility provided by formula proposed by Mack. The most interesting comparison anyway is about the shape of the distribution where the CCL shows higher skewness, kurtosis (equal to 0.46 and 4.43 respectively), and upper quantiles than Boostrap. In general, we observe that the CCL seems to better describe the usual heaviness of the right tail.




4.3. One-Year View


We show the results of the model on the one-year time frame. The starting point is given by the parameters sets generated in the context of the total run-off analysis. We proceeded generating 10,000 samples of the one-year predictive distribution of claims reserve according to the described algorithm. In Table 6, with regard to the whole next-year obligations, we show the results of the one-year CCL alongside with the same results produced by the Re-Reserving method, the one-year frequentist simulative model for claims reserves. Similarly, we include the results produced by applying the Merz–Wüthrich formula to our triangle. The distribution produced by the CCL has a mean of 206 million euros and a coefficient of variation of 8.4%. It captures about 87% percent of the total run-off variability and still shows the classical features of claims reserves distributions with a not negligible skewness and some excess of kurtosis. We applied the CCL as an internal model by computing the solvency capital requirement (SCR) with a   V a  R  99.5 %     risk measure obtained by subtracting the Best Estimate11. The model turned out to provide an SCR equal to 52 million euros, equivalent to the 25.5% of the CCL Best Estimate. We then followed the same procedure for Re-Reserving. This model shows lower variability and skewness, thus implying a lower SCR (equal to 18.1% of the CL Best Estimate) mainly due to a weaker estimate of the right tail. This is also confirmed by a very different behavior in terms of Expected Shortfall. Finally, we compared the results of the simulative models with the Merz–Wüthrich closed formula fitted on a log-normal distribution. In this case, parameters of the log-normal distribution have been obtained using the CL Best Estimate and the   σ  u s p   M − W    that the regulation allows to use as an undertaking specific parameter. As provided by the Solvency II regulation, the relative volatility has been derived weighting the CV (equal to 6.37%), obtained as a ratio between the MW standard error and the Best Estimate, with the market wide parameter. The weighting has been made using a credibility factor that took into consideration the time depth of the triangle. The SCR ratio resulted to be equal to 19.6%, a bit higher than the value obtained by the Re-Reserving methodology because of the higher skewness implied by the log-normal assumption.



To conclude, we notice that the one-year CCL is not only in line with the more traditional approaches, but can qualify as a model able to produce more robust estimates of the tail of our interest, and a third alternative approach when the other two do not provide a conclusive evidence. Finally, we provided in Figure 4 a plot of the one-year distribution generated by this adapted CCL.




4.4. Important Remarks


The one-year CCL proved to be computationally intensive. In fact, for all the 10,000 sets of parameters, we generated 10,000 batches of simulations of the first diagonal, each composed of other 10 simulations. The algorithm resulted in approximately   10 9   simulations to get 10,000 realizations relative to an 11 × 11 triangle. The method took a while to produce these results and it is advised both to implement it on a fast language as C and to exploit the possibilities of parallel computing to split the work on many different cores, or distributed computing, to split the work on different machines. In this study, we implemented the model in R, exploiting the possibilities offered by the package parallel that allowed us to split the calculations on three different cores of a laptop. The code to reproduce these results is available on the github profile ’GiulioErcole’.





5. Conclusions


At end of this study, the one-year CCL performed well and proved to be a legitimate alternative to the other well known models to quantify reserve risk. We sense that this model has something more to offer with respect to Re-Reserving, Merz–Wüthrich formula and the market wide parameter as it captures far more information about the variability of loss liabilities and provide a more truthful representation of the risks connected to the claims reserve. Despite the computational issues, the Bayesian nature of this model allows for embedding prior and external knowledge that could potentially lead to more accurate and tailored representations of the risk profile of the insurer and that are even more in line with the principles behind the possibilities of structuring internal models. Thus we are convinced that more in general a Bayesian approach has still a lot of potential in light of the Solvency II framework. Anyway, it is to be kept in mind that this feature could be a double edged sword as this approach includes some sort of subjectivity that poses the risk that a company could distort purposefully their estimates in order to relieve its capital charges. As a result of this, we want to stress that it is extremely important that priors are elicited truthfully in order to obtain sound and plausible estimates.
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Appendix A. An N-Years Generalization


The algorithm shown above could be easily generalized on an n-year time frame, allowing to obtain a predictive distribution for the next-n-years obligations:


    Y ˜   n − y r s   =  ∑  h = 1  n    ∑  i = h  t   P  i , t − i + h    +  R  D ( t + n )    



(A1)







From this distribution it is possible to obtain a hypothetical capital charge on such a time frame by applying a risk measure. A longer time period can be useful for instance for own risk assessment purposes as provided by the second pillar of Solvency II. What follows is an extension of the Solvency II guidelines on an n-years time horizon:




	
Starting from the point 2 of the outline of the algorithm structured in the previous section, we simulate a   K · S   array in which every element is composed by a number n of diagonals, where again K is the number of parameter sets and S is the number of simulations for each parameter set. The   s , k  -th set of diagonals represent an hypothetical development of the triangle on which we will build a recursive update. In the one-year model, we had for the first diagonal:


  P   Θ  ( k )   |  T  1   ( s , k )    =   L   T  1   ( s , k )    |   Θ  ( k )    · P  (  Θ  ( k )   )     ∑  h = 1  K  L   T  1   ( s , h )    |   Θ  ( h )    · P  (  Θ  ( h )   )    =   L   T  1   ( s , k )    |   Θ  ( k )       ∑  h = 1  K  L   T  1   ( s , h )    |   Θ  ( h )       








where   T 1   stands for the trapezoid obtained by adding 1 future diagonal to the triangle. We can then use the probabilities obtained in this way to update our knowledge after a second year of run-off:


  P   Θ  ( k )   |  T  2   ( s , k )    =   L   T  2   ( s , k )    |   Θ  ( k )    · P   Θ  ( k )   |  T  1   ( s , k )       ∑  h = 1  K  L   T  2   ( s , h )    |   Θ  ( h )    · P   Θ  ( h )   |  T  1   ( s , k )       











Then, recursively obtain the probabilities of each scenario after n years:


  P   Θ  ( k )   |  T  n   ( s , k )    =   L   T  n   ( s , k )    |   Θ  ( k )    · P   Θ  ( k )   |  T  n − 1   ( s , k )       ∑  h = 1  K  L   T  n   ( s , h )    |   Θ  ( h )    · P   Θ  ( h )   |  T  n − 1   ( s , k )       



(A2)







Iterating over S, we have S probability distributions that we will use as before to compute S determinations of the residual reserve after n years.



	
At this point, for each parameters’ set we calculate the Best Estimate at time   t + n   for claims incurred at time t. As for the one-year version, we compute the expected values of the lower triangle:


  E   C  i j   ( k )    = e x p   μ  i j   ( k )   +   σ j  2 ( k )   2    



(A3)




for   i + j > t + n  . Again, from these values we can obtain the expected values of incremental amounts and the new Best Estimate for a given parameters’ set   R k  D ( t + n )   .



	
By iterating step 2 on all parameters sets we obtain K values of the next-n-years Best Estimate. For each batch of simulations s we use the posterior distribution of parameters’ sets computed at step 1 in order to reweight the Best Estimates in light of the realized simulations. For every s we obtain one value:


    R ^   s   D ( t + n )   =  ∑  k = 1  K   R  k   D ( t + n )   · P   Θ  ( k )   |  T  n   ( s , k )     



(A4)







	
As before we use the simulated cumulative developments stored in the array to obtain a new array of simulated incremental developments:


         P  i , t − i + h   s , k   =  C  i , t − i + h   s , k   −  C  i , t − i + h − 1   s , k   ,  for  h = 2 , … , n           P  i , t − i + 1   s , k   =  C  i , t − i + 1   s , k   −  C  i , t − i       



(A5)




for   i = 0 ,  … ,  t  .



	
Having at disposal simulated diagonals and the n years Best Estimates it is possible to obtain the predictive distribution of the next-n-years obligations. For every value of the Best Estimate we add a realized development of payments for the first n years. For the s-th value of the Best Estimate we have K simulated scenarios of developments. Hence, we sample a scenario and we add it to the s-th realization of the n years Best Estimate:


   Y  s   n − y r s   =   ∑  h = 1  n    ∑  i = h  t   P  i , t − i + h   s , w     +   R ^   s   D ( t + n )    



(A5)




where w is a random number between 1 and K. Again, by iterating this process over all the S batches of simulations, we finally obtain a predictive distribution of the next-n-years obligations.








Clearly the methodology described in the n-years time frame is a generalization of the one-year approach reported in the previous section. This extension can be useful for risk margin purposes because it is possible to modify a bit Equation (A5) in order to catch the pattern of reserve risk capital requirement until total run-off. Additionally, analyses on a longer time frame are useful in the context of capital management and decision making. For instance, the main purpose of the forward looking assessment of the undertaking’s own risks, is to ensure that the undertaking engages in the process of assessing all the risks inherent to its business and determines the corresponding capital needs. As specified in the Solvency II regulation, the results of the own risk solvency assessment process need to be developed including medium term capital management.




Appendix B. Data


Here, we provide the triangle and the premium that have been used as a starting point for the analyses contained in this paper. The triangle covers 11 years and is representative of a motor third party liability portfolio. To preserve confidentiality of the data, claims have been generated from a log-normal distribution.
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Table A1. Triangle of cumulative payments and earned premiums. Amounts in thousands of euros.






Table A1. Triangle of cumulative payments and earned premiums. Amounts in thousands of euros.





	
Accident

	
Development Years

	
Earned




	
Years

	
0

	
1

	
2

	
3

	
4

	
5

	
6

	
7

	
8

	
9

	
10

	
Premium






	
0

	
50,145.22

	
108,869.70

	
118,157.58

	
123,434.78

	
128,075.39

	
128,620.06

	
133,727.32

	
137,249.55

	
139,652.12

	
140,224.86

	
140,668.36

	
187,498.55




	
1

	
66,529.63

	
120,628.35

	
135,607.54

	
138,325.18

	
141,986.84

	
143,254.48

	
148,625.10

	
151,619.72

	
153,318.71

	
154,132.17

	

	
209,638.07




	
2

	
67,249.55

	
120,410.05

	
132,236.67

	
139,283.38

	
143,759.42

	
146,514.73

	
148,870.33

	
153,126.08

	
155,180.52

	

	

	
217,899.50




	
3

	
71,335.57

	
127,456.02

	
140,645.27

	
147,157.83

	
147,993.28

	
150,819.76

	
152,306.83

	
155,879.16

	

	

	

	
218,391.25




	
4

	
76,200.45

	
146,032.65

	
160,291.64

	
168,785.03

	
171,834.53

	
172,940.93

	
176,259.91

	

	

	

	

	
234,357.93




	
5

	
75,407.41

	
155,886.72

	
174,502.23

	
181,683.61

	
189,903.49

	
192,026.62

	

	

	

	

	

	
243,614.50




	
6

	
60,923.30

	
115,047.56

	
122,880.04

	
131,293.91

	
136,295.32

	

	

	

	

	

	

	
216,966.57




	
7

	
60,214.31

	
120,050.52

	
132,031.54

	
137,061.78

	

	

	

	

	

	

	

	
197,976.27




	
8

	
51,171.99

	
100,917.33

	
113,701.60

	

	

	

	

	

	

	

	

	
192,253.76




	
9

	
61,167.95

	
112,561.89

	

	

	

	

	

	

	

	

	

	
211,541.73




	
10

	
70,564.48

	

	

	

	

	

	

	

	

	

	

	
247,891.00
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Table A2. Parameter  μ  of the log-normal distributions used to simulate values.






Table A2. Parameter  μ  of the log-normal distributions used to simulate values.





	
Accident

	
Development Years




	
Years

	
0

	
1

	
2

	
3

	
4

	
5

	
6

	
7

	
8

	
9

	
10






	
0

	
10.88

	
11.60

	
11.68

	
11.72

	
11.76

	
11.76

	
11.80

	
11.83

	
11.85

	
11.85

	
11.85




	
1

	
11.07

	
11.70

	
11.81

	
11.84

	
11.86

	
11.87

	
11.91

	
11.93

	
11.94

	
11.95

	




	
2

	
11.13

	
11.70

	
11.79

	
11.84

	
11.88

	
11.90

	
11.91

	
11.94

	
11.95

	

	




	
3

	
11.15

	
11.76

	
11.85

	
11.90

	
11.90

	
11.92

	
11.93

	
11.96

	

	

	




	
4

	
11.25

	
11.89

	
11.99

	
12.04

	
12.05

	
12.06

	
12.08

	

	

	

	




	
5

	
11.23

	
11.96

	
12.07

	
12.11

	
12.15

	
12.17

	

	

	

	

	




	
6

	
11.01

	
11.65

	
11.72

	
11.79

	
11.82

	

	

	

	

	

	




	
7

	
10.98

	
11.70

	
11.79

	
11.83

	

	

	

	

	

	

	




	
8

	
10.84

	
11.52

	
11.64

	

	

	

	

	

	

	

	




	
9

	
11.01

	
11.63

	

	

	

	

	

	

	

	

	




	
10

	
11.12
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Table A3. Expected value of the parameter  μ  of the a-posteriori distribution.






Table A3. Expected value of the parameter  μ  of the a-posteriori distribution.





	
Accident

	
Development Years




	
Years

	
0

	
1

	
2

	
3

	
4

	
5

	
6

	
7

	
8

	
9

	
10






	
0

	
10.95

	
11.60

	
11.70

	
11.74

	
11.77

	
11.78

	
11.81

	
11.83

	
11.85

	
11.85

	
11.85




	
1

	
11.04

	
11.70

	
11.80

	
11.84

	
11.87

	
11.88

	
11.90

	
11.93

	
11.94

	
11.94

	




	
2

	
11.05

	
11.71

	
11.81

	
11.85

	
11.88

	
11.89

	
11.91

	
11.94

	
11.95

	

	




	
3

	
11.07

	
11.73

	
11.83

	
11.87

	
11.90

	
11.91

	
11.93

	
11.96

	

	

	




	
4

	
11.23

	
11.88

	
11.98

	
12.02

	
12.05

	
12.06

	
12.09

	

	

	

	




	
5

	
11.32

	
11.98

	
12.08

	
12.12

	
12.15

	
12.16

	

	

	

	

	




	
6

	
10.99

	
11.64

	
11.74

	
11.79

	
11.81

	

	

	

	

	

	




	
7

	
11.03

	
11.69

	
11.79

	
11.83

	

	

	

	

	

	

	




	
8

	
10.88

	
11.53

	
11.63

	

	

	

	

	

	

	

	




	
9

	
10.98

	
11.64

	

	

	

	

	

	

	

	

	




	
10

	
11.17
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Table A4. Comparison between loss ratio a priori and posterior value.






Table A4. Comparison between loss ratio a priori and posterior value.





	Years
	Prior Loss Ratio
	Posterior Loss Ratio





	1
	0.73756
	0.7359



	2
	0.7178
	0.7163



	3
	0.731
	0.7282



	4
	0.806
	0.8045



	5
	0.85
	0.8487



	6
	0.685
	0.6838



	7
	0.787
	0.7863



	8
	0.705
	0.7053



	9
	0.72
	0.7209



	10
	0.74
	0.7407
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	1.
	
In this framework, the dynamics of the one-year change in P&C insurance reserves estimation has been also studied in Dacorogna et al. (2018) by analyzing the process that leads to the ultimate risk in the case of “fixed-sum” insurance contracts.





	2.
	
Statistical literature drew many parallels between Bayesian MCMC and Bootstrap procedures. In statistical inference, these algorithms represent two different ways offered respectively by the Bayesian and frequentist paradigms to assess parameter uncertainty (see, e.g., Efron (2011); Hastie et al. (2009)). The Bootstrap algorithm, and especially its non-parametric version, generates many samples from the data, from which is possible to obtain the distribution of a statistic or a parameter, mimicking the Bayesian effect of a posterior distribution. This distribution is produced in a quick and simple way, requiring no probabilistic assumptions, no prior elicitation nor MCMC procedures and can be effectively considered an “approximation of a non-parametric, non-informative posterior distribution” (Hastie et al. 2009).





	3.
	
In general, parameters could be more than two and left up to the needs of the modeler.





	4.
	
Anyway this structure is not exclusive of Bayesian models as it is applied also in frequentist models, as for instance the Over-Dispersed Poisson bootstrap Model England and Verrall (1999).





	5.
	
For instance, different distributions may be chosen for different accident years i.





	6.
	
According to Article 76 of the Solvency II Directive European Commission (2009), the claims reserve must be equal to the current amount that insurance and reinsurance undertakings would have to pay if they were to transfer their insurance and reinsurance obligations immediately to another insurance or reinsurance undertaking. This definition leads to a claims reserve evaluated as the sum of the best estimate and risk margin. As prescribed by Solvency II, risk margin is not considered in (8) to avoid problems of circularity.





	7.
	
Cumulative payments are reported in Table A1.





	8.
	
As a general rule we advise to check the order of magnitude of parameters implied by the observations in the triangle, in order to feed the model with consistent inputs and speed up convergence.





	9.
	
With adapt-delta = 0.98 and maximum treedepth = 13.





	10.
	
Computed by the package rstan.





	11.
	
For each parameters set we calculated the expected value of the lower triangle and discounted it according to the December 2018 Eiopa term structure. Subsequently, we obtained a CCL BE by calculating the mean of these discounted expected values.
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Figure 1. We show the caterpillar plots for the parameters of the Correlated Chain Ladder (CCL). The higher posterior density regions (HPD) give an immediate overview of the learning update for each parameter. The thick line represents the 90% HPD while the thinner one extends it to a 95% HPD (Indexes start from 1).CCL Caterpillar plots 
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Figure 2. Posterior distribution of the correlation parameter. We see that the learning update implied a distribution no longer uniform and concentrated slightly above 0.Posterior distribution for  ρ  
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Figure 3. Predictive distribution (10,000 realizations) of claims reserve (CCL methodology).CCL Cumulative Reserve 
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Figure 4. Distribution of the claims reserve over a one-year time horizon, obtained from 10,000 simulations. The lines represent the 99.5% quantile and the Best Estimate, respectively. By subtracting the Best Estimate from the quantile, we obtain the Solvency II capital requirement that represents the hypothetical SCR for reserve risk returned by this internal model. As reported in Table 6, this value is equal to 52,766.51. Amounts are in thousands of euros.One year CCL distribution 






Figure 4. Distribution of the claims reserve over a one-year time horizon, obtained from 10,000 simulations. The lines represent the 99.5% quantile and the Best Estimate, respectively. By subtracting the Best Estimate from the quantile, we obtain the Solvency II capital requirement that represents the hypothetical SCR for reserve risk returned by this internal model. As reported in Table 6, this value is equal to 52,766.51. Amounts are in thousands of euros.One year CCL distribution
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Table 1. We provide an immediate visualization of what was described in the step 2. T stands for the trapezoid obtained adding to the original triangle the new diagonal containing simulated payments of first calendar year after the evaluation date. The upper parenthesis locates the simulated diagonals in terms of parameter set k and number of simulations s.
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Table 2. We report the priors we elicited for each accident year. The older the accident year, the more evident is the final loss ratio and then the smaller the variability parameter. With respect to years 1 and 2, the variability is negligible as the final development years will have a non-significant effect on the final loss ratio. On the other hand, for the three youngest accident years, we opted for a quite wide distribution.






Table 2. We report the priors we elicited for each accident year. The older the accident year, the more evident is the final loss ratio and then the smaller the variability parameter. With respect to years 1 and 2, the variability is negligible as the final development years will have a non-significant effect on the final loss ratio. On the other hand, for the three youngest accident years, we opted for a quite wide distribution.





	Years
	Prior Loss Ratio
	Log-Mean
	Log-Std





	1
	0.73756
	−0.30645
	0.000005



	2
	0.7178
	−0.3336
	0.000005



	3
	0.731
	−0.31531
	0.001



	4
	0.806
	−0.2177
	0.008



	5
	0.85
	−0.16455
	0.025



	6
	0.685
	−0.38037
	0.035



	7
	0.787
	−0.24156
	0.05



	8
	0.705
	−0.35159
	0.08



	9
	0.72
	−0.33054
	0.08



	10
	0.74
	−0.30314
	0.085
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Table 3. The thin factor of 10 and the tight parameterization for the HMC procedure ensured the strong sample.
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Effective Sample Size






	
   α 0   

	
-

	
   β 0   

	
9740

	
   σ  0  2   

	
9687

	
   e l  r 0    

	
10,152




	
   α 1   

	
-

	
   β 1   

	
10,214

	
   σ  1  2   

	
9719

	
   e l  r 1    

	
9586




	
   α 2   

	
-

	
   β 2   

	
10,130

	
   σ  2  2   

	
9564

	
   e l  r 2    

	
10,361




	
   α 3   

	
-

	
   β 3   

	
10,010

	
   σ  3  2   

	
9137

	
   e l  r 3    

	
9244




	
   α 4   

	
10,024

	
   β 4   

	
10,290

	
   σ  4  2   

	
9413

	
   e l  r 4    

	
10,089




	
   α 5   

	
9902

	
   β 5   

	
9940

	
   σ  5  2   

	
9343

	
   e l  r 5    

	
10,048




	
   α 6   

	
10,362

	
   β 6   

	
9595

	
   σ  6  2   

	
10,044

	
   e l  r 6    

	
10,387




	
   α 7   

	
9736

	
   β 7   

	
9875

	
   σ  7  2   

	
9626

	
   e l  r 7    

	
9767




	
   α 8   

	
9874

	
   β 8   

	
9743

	
   σ  8  2   

	
9773

	
   e l  r 8    

	
9595




	
   α 9   

	
9936

	
   β 9   

	
9605

	
   σ  9  2   

	
9863

	
   e l  r 9    

	
9935




	
   α 10   

	
10,166

	
  ρ  

	
9747

	
   σ  10  2   

	
9872

	
   e l  r 10    

	
10,064
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Table 4. We provide a comparison between CCL and Bootstrap-ODP method. For both methods, we report main characteristics (mean, coefficient of variation (CV), and 99% quantile). All the amounts are expressed in thousands of Euros and differentiated for accident years.
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Reserve

	
CV

	
99% Quantile




	
Years

	
CCL

	
Bootstrap-ODP

	
CCL

	
Bootstrap-ODP

	
CCL

	
Bootstrap-ODP






	
1

	
144.21

	
502.86

	
4.27

	
1.61

	
1914.01

	
3148.01




	
2

	
910.77

	
1259.90

	
0.67

	
0.91

	
2681.07

	
4706.00




	
3

	
3138.16

	
3448.71

	
0.21

	
0.50

	
4901.30

	
8262.38




	
4

	
9010.50

	
8305.66

	
0.18

	
0.32

	
13,046.03

	
15,440.29




	
5

	
11,923.17

	
13,865.66

	
0.18

	
0.25

	
16,994.27

	
22,596.10




	
6

	
10,111.27

	
11,535.85

	
0.18

	
0.26

	
14,627.64

	
19,249.20




	
7

	
15,857.02

	
15,843.07

	
0.15

	
0.22

	
21,780.24

	
24,550.01




	
8

	
17,128.40

	
18,939.31

	
0.17

	
0.20

	
24,191.44

	
28,935.08




	
9

	
32,759.73

	
32,282.18

	
0.15

	
0.16

	
45,654.94

	
45,031.20




	
10

	
104,906.96

	
103,560.53

	
0.17

	
0.12

	
153,970.68

	
133,452.21
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Table 5. Mean, standard deviation (SD), and CV of claims reserve obtained by CCL, Boostrap-ODP, and Mack formula, respectively. For CCL and Boostrap-ODP methods, skewness, kurtosis, and quantiles of the distribution are also reported. All the amounts are expressed in thousands of Euros.
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	CCL
	Bootstrap-ODP
	Mack





	Mean
	205,890.19
	209,543.74
	209,255.94



	SD
	19,912.03
	18,872.71
	16,335.99



	CV
	0.097
	0.090
	0.078



	Skewness
	0.46
	0.06
	-



	Kurtosis
	4.43
	3.05
	-



	1st quartile
	192,706.64
	196,582.00
	-



	Median
	204,958.17
	209,066.00
	-



	3rd quartile
	217,790.79
	222,285.75
	-



	99% quantile
	257,935.78
	254,001.40
	-



	99.5% quantile
	268,426.73
	259,138.41
	-



	Max
	357,274.68
	282,362.20
	-
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Table 6. We provide all the main results obtained applying three alternative one-year models to our triangle. Figures in italics regarding the Merz–Wüthrich formula have been produced by assuming a log-normal distribution for the claims reserve fitted on the BE and the   σ  u s p   M − W    that the regulations would have allowed to use as undertaking specific parameter. Amounts in thousands of euros.
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	One-Year CCL
	Re-Reserving
	Merz–Wüthrich





	Best Estimate
	206,902.20
	210,651.33
	210,651.33



	Mean of one-year obligations
	205,756.09
	209,184.98
	209,255.94



	SD
	17,325.32
	14,748.63
	13,421.28



	CV
	0.084
	0.071
	0.071



	One Year on Total
	0.87
	0.78
	0.90



	Skewness
	0.36
	0.18
	0.21



	Kurtosis
	3.86
	2.98
	3.08



	Quantile 75%
	216,180.39
	219,181.26
	220,356.51



	Quantile 95%
	251,118.22
	245,427.65
	247,556.06



	Quantile 99.5%
	259,668.71
	248,781.01
	251,946.20



	Max
	313,101.79
	267,166.99
	-



	Expected Shortfall 99%
	262,529.18
	250,566.40
	253,601.99



	Reserve Risk SCR
	52,766.51
	38,129.68
	41,294.86



	SCR over BE
	25.50%
	18.10%
	19.60%
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