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Abstract: With the increasing use of large-scale language model-based AI tools in modern learning
environments, it is important to understand students’ motivations, experiences, and contextual
influences. These tools offer new support dimensions for learners, enhancing academic achievement
and providing valuable resources, but their use also raises ethical and social issues. In this context, this
study aims to systematically identify factors influencing the usage intentions of text-based GenAI tools
among undergraduates. By modifying the core variables of the Unified Theory of Acceptance and Use
of Technology (UTAUT) with AI literacy, a survey was designed to measure GenAI users’ intentions
to collect participants’ opinions. The survey, conducted among business students at a university
in South Korea, gathered 239 responses during March and April 2024. Data were analyzed using
Partial Least Squares Structural Equation Modeling (PLS-SEM) with SmartPLS software (Ver. 4.0.9.6).
The findings reveal that performance expectancy significantly affects the intention to use GenAI,
while effort expectancy does not. In addition, AI literacy and social influence significantly influence
performance, effort expectancy, and the intention to use GenAI. This study provides insights into
determinants affecting GenAI usage intentions, aiding the development of effective educational
strategies and policies to support ethical and beneficial AI use in academic settings.
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1. Introduction

In modern learning environments, the utilization of large language model-based AI
tools, particularly those specialized in text generation like Generative AI (GenAI) models
has significantly increased. These tools are recognized as valuable resources that provide
new dimensions of support for learners, potentially enhancing academic achievement [1–4].
Among the various Gen AI tools, text-based AI, especially ChatGPT, has been actively
introduced [2,5] and used in various academic fields, such as language, tourism, and health
education [6–8]. Furthermore, on the practical side, GenAI tools facilitate personalized
learning experiences and assist in complex problem-solving tasks [9]. For example, plat-
forms like LinkedIn Learning (linkedin.com/learning) and Skillshare (skillshare.com) use
GenAI to tailor business and economics courses to individual learning goals and career
aspirations. A business student aiming to specialize in digital marketing might receive
a personalized learning path that includes courses, case studies, and industry insights
tailored to the latest trends in digital marketing.

However, the use of these tools does not come without challenges. As learners in
various disciplines increasingly use large language models like ChatGPT, issues such as
academic dishonesty, copyright infringement, and biased information generation become
more pronounced [10]. Additionally, AI-generated biased information can perpetuate exist-
ing stereotypes and misinformation [11,12]. Consequently, many researchers emphasize
literacy in using AI in education, which involve not just the technical use of AI tools, but
also the understanding of their capabilities and limitations, critical evaluation of their
outputs, and the responsible use of these technologies for learning [13–18].
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In this context, this study aims to systematically understand the diverse factors influ-
encing undergraduates’ intentions to use text-based AI tools like ChatGPT for learning
purposes. To achieve this, the study incorporates the Unified Theory of Acceptance and Use
of Technology (UTAUT) model [19], along with additional variables related to AI literacy.
AI literacy encompasses the capabilities required to effectively use artificial intelligence
technology [15,20,21]. These capabilities include understanding AI technology, using it ap-
propriately, and critically evaluating outcomes. Enhancing AI literacy is crucial for ensuring
that students can interact responsibly with AI systems [18,20,21]. This study explores how
the performance expectancy, effort expectancy, social influence, and facilitating conditions
outlined in the UTAUT model interact with AI literacy to influence students’ intentions to
use text-based GenAI tools. This comprehensive understanding will provide insight into
students’ motivations and experiences when using AI tools, contributing to more effective
application and management of these tools in future educational settings [22].

The study initiates a discourse aimed at delving into the determinants underpinning
the intention to use text-based GenAI for learning. Subsequently, the research hypotheses
are formulated, and the research model is presented in Section 2. Section 3 delineates the
chosen research methodology, including the survey design and data collection processes.
Section 4 delivers both descriptive and conceptual findings, offering detailed analysis of the
data. Section 5 concludes with a comprehensive discussion, interpreting the results within
the context of the existing literature, practical and policy implications. It also presents
potential opportunities for future research, highlighting the need for ongoing investigation
into the educational impacts of AI in learning environments.

2. Literature Review and Research Hypotheses
2.1. Text-Based GenAI in Education and AI Literacy

The adoption of text-based GenAI tools in educational environments has significantly
increased, providing enhanced support mechanisms for learners [3]. Text-based GenAI
utilizes large language models to generate, analyze, and translate natural language. A
notable example is OpenAI’s GPT-3, which can generate new text based on vast amounts
of training data and given inputs. The primary functions of text-based GenAI include text
generation, summarization, translation, question answering, and conversation generation.
These tools can be used in various ways within educational settings, offering new learning
experiences for students and more efficient teaching tools for educators [11]. For instance,
OpenAI’s ChatGPT can act as an interactive learning assistant, answering students’ ques-
tions, explaining concepts, and providing learning materials in virtual classrooms. This
personalized support can enhance learning efficiency by allowing students to receive assis-
tance and answers at any time. Such tools are praised for providing personalized support,
facilitating complex problem-solving, and improving overall academic performance [9].

However, the use of such advanced AI technologies in education has challenges as
well as opportunities [11,22–24]. Recently, there has been an increase in instances where
students misuse text-based GenAI tools for assignments and exams [10]. For example,
students might submit AI-generated text as their own essays. This undermines the true
purpose of learning and hinders genuine academic growth. When AI tools generate
new text based on existing copyrighted materials, issues of copyright infringement can
arise [25]. If the AI models are trained on biased data, the generated text may also contain
biased information, reinforcing stereotypes and spreading misinformation [12]. Over-
reliance on AI tools can diminish students’ critical thinking and creative problem-solving
skills, potentially degrading their learning abilities and academic achievements over time.
Furthermore, the gap in access to AI tools can widen educational inequalities, exacerbating
social disparities [11].

In this context, AI literacy becomes crucial for students using ChatGPT for learn-
ing [15]. AI literacy is a relatively new area of study focused on what abilities people need
to live, learn, and work successfully in a world increasingly shaped by AI-driven technolo-
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gies [26]. AI literacy is the ability to understand, use, evaluate, and ethically engage with
AI technologies [20].

Most of all, AI literacy equips students with the understanding of how AI tools work,
enabling them to use these technologies effectively and responsibly [20]. Students who
comprehend the underlying mechanisms of AI are better positioned to critically evaluate
the outputs generated by tools like ChatGPT, distinguishing between reliable information
and potential misinformation [18]. This critical evaluation is essential in preventing the
spread of biased or inaccurate information [21]. For example, a student with higher AI
literacy might be more likely to discern when ChatGPT is a suitable tool for learning (e.g.,
brainstorming ideas, getting language help) versus when other approaches might be more
effective (e.g., in-depth research, critical analysis).

Furthermore, AI literacy helps students appreciate the ethical considerations associated
with using AI [18,26]. They become aware of issues such as academic dishonesty, copyright
infringement, and data privacy. This awareness encourages students to use AI tools in
a manner that upholds academic integrity and respects intellectual property rights. By
understanding the ethical implications, students can avoid misusing AI-generated content
and adhere to standards that promote genuine learning.

Last, AI literacy can foster greater acceptance of AI technologies [18,21]. Students
with higher AI literacy might be more open to exploring and experimenting with AI tools
like ChatGPT for learning purposes. They might feel more confident in their ability to use
and navigate such technologies effectively. Moreover, fostering AI literacy can mitigate
the risks of over-reliance on AI tools. Students who are literate in AI are more likely to
use these tools as supplements to their learning rather than replacements for their own
critical thinking and problem-solving efforts. This balanced approach ensures that AI tools
enhance rather than hinder the development of essential cognitive skills. Additionally,
promoting AI literacy helps address educational inequalities by providing all students
with the skills needed to navigate and leverage AI technologies. This can bridge the gap
between those with easy access to AI tools and those without, fostering a more inclusive
and equitable educational environment.

Therefore, this study aims to explore the factors driving students to use text-based
GenAI in educational environments by integrating AI literacy into the Unified Theory
of Acceptance and Use of Technology (UTAUT). To do this, researchers can gain a more
nuanced understanding of the factors that influence students’ use of AI tools. This expanded
model helps identify how the core variables of UTAUT interact with AI literacy to affect
students’ intentions to use AI tools. Understanding these interactions can inform the
development of educational strategies and policies that support the ethical and effective
use of AI in learning environments.

2.2. Research Hypotheses

The study developed an enhanced research framework by incorporating AI literacy
into the UTAUT model. This enhanced research model, presented in Figure 1, suggests
that the intention to use text-based GenAI for learning is influenced by four key factors:
performance expectancy, effort expectancy, social influence, and AI literacy.

Drawing from the theoretical definitions delineated by [19], the intention to use text-
based GenAI for learning was defined as the degree to which a student plans or intends
to use text-based GenAI tools, such as ChatGPT, for legitimate educational purposes
within an academic environment. This definition explicitly excludes any form of academic
dishonesty, ensuring that the focus is on responsible and ethical use of these tools for
learning activities, such as having concepts explained or generating practice questions.
Social influence was defined as the degree to which students perceive that important others
(e.g., peers, instructors, family members) believe they should use text-based GenAI tools
for their learning activities. Performance expectancy was defined as the degree to which
students believe that using text-based GenAI tools will help them achieve better academic
performance and improve their learning outcomes. Effort expectancy was defined as the
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degree to which students perceive that using text-based GenAI tools will be easy and
require minimal effort.
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Figure 1. Research model.

In the extended components of the research model, AI literacy was assumed to ex-
ert direct influences on performance expectancy, effort expectancy, and intention to use
text-based GenAI for learning. AI literacy was defined as the competence required to use
artificial intelligence technology effectively [15,20,21]. This includes understanding AI tech-
nologies, utilizing them appropriately, and critically evaluating their outputs for learning.

When students have a higher level of AI literacy, they are more likely to recognize
the potential benefits and capabilities of text-based AI tools like GenAI in educational
settings. This awareness can improve their performance expectancy regarding these tools.
Additionally, students with greater AI literacy are likely to find text-based AI tools easier to
use due to their better understanding of how these tools function and how to interact with
them effectively. Consequently, students with high AI literacy are more likely to appreciate
the value and benefits of text-based GenAI tools, increasing their intention to use these tools
for learning purposes. Based on this discussion, the following hypotheses were formulated:

H1. AI literacy is positively related to performance expectancy for GenAI use for learning.

H2. AI literacy is positively related to effort expectancy for GenAI use for learning.

H3. AI literacy is positively related to intention to use GenAI use for learning.

When students perceive positive social pressure or encouragement from peers, in-
structors, or family members to use text-based GenAI tools, it can strengthen their beliefs
about the performance benefits of these tools. Moreover, encouragement and support from
their social circle can reduce the perceived effort required to use text-based GenAI tools,
as students feel more confident and supported in their usage. When students perceive
positive social pressure or encouragement from peers, instructors, or family members, it
can enhance their intention to use text-based GenAI tools. Hence, the following hypotheses
were developed:

H4. Social influence is positively related to performance expectancy for GenAI use for learning.

H5. Social influence is positively related to effort expectancy for GenAI use for learning.

H6. Social influence is positively related to intention to use GenAI use for learning.

If students think that text-based GenAI tools will improve their academic performance,
they are more likely to intend to use these tools. This stems from the perceived usefulness
of the tools in enhancing their learning outcomes, such as better grades, more efficient study
processes, and a deeper understanding of the subject matter. When students recognize that
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these tools can provide significant academic benefits, their motivation to incorporate them
into their study routines increases. Furthermore, when students perceive that text-based
GenAI tools are easy to use, their intention to use these tools also rise. Ease of use involves
the intuitive nature of the tools, user-friendly interfaces, and the minimal effort required
to integrate these tools into their daily academic activities. If the tools are straightforward
and do not require extensive technical knowledge or training, students are less likely to
feel intimidated or frustrated by their use. As a result, the simplicity and accessibility of
text-based GenAI tools make them more appealing to students, encouraging them to utilize
these resources to support their educational goals. Consequently, the following hypotheses
were formulated:

H7. Performance expectancy is positively related to intention to use GenAI use for learning.

H8. Effort expectancy is positively related to intention to use GenAI use for learning.

3. Methodology
3.1. Research Instrument Development

The empirical strength of the relationships in the proposed model is assessed using
partial least squares structural equation modeling (PLS-SEM) in this study. The operational
definitions of the five variables in the research model—performance expectancy, effort
expectancy, social influence, AI literacy, and intention to use text-based GenAI for learning—
were refined and extended to fit this study’s focus on ChatGPT, a GenAI specialized in text
generation. To develop measurement items for these operational definitions, previously
established items that have demonstrated reliability and validity in previous research were
adapted. The measurement instrument was designed using a 7-point Likert scale, where
responses ranged from “Disagree strongly” (1) to “Agree strongly” (7). Table 1 provides a
detailed description of the operational definitions and specific measures corresponding to
each variable.

Table 1. Survey items.

Construct Measurement Items Source

AI literacy
(AL)

(1) I can skillfully use AI applications or products to help me with my daily work.
(2) I can use AI applications or products to improve my work efficiency.
(3) I can evaluate the capabilities and limitations of an AI application or product after using

it for a while.
(4) I can choose a proper solution from various solutions provided by a smart agent.
(5) I can choose the most appropriate AI application or product from a variety for a

particular task.

[21]

Social influence
(SI)

(1) People who are important to me think that I should use ChatGPT for learning.
(2) People who influence my behavior think that I should use ChatGPT for learning.
(3) People whose opinions I value prefer that I use ChatGPT for learning.
(4) My family members and friends support my decision to use ChatGPT for learning.
(5) If ChatGPT becomes a trend among people around me, I would consider using it for

learning.

[19,27]

Performance
expectancy

(PE)

(1) I find ChatGPT a useful tool for learning.
(2) I found the information provided by ChatGPT to be useful in my daily life.
(3) Using ChatGPT can improve my knowledge.
(4) Using ChatGPT can increase my knowledge of crucial strategies for achieving or

maintaining academic success.
(5) Using ChatGPT can enable me to quickly learn the various aspects of education.

[19,27]
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Table 1. Cont.

Construct Measurement Items Source

Effort expectancy
(EE)

(1) My interaction with ChatGPT for learning would be simple.
(2) I find ChatGPT easy to use for learning.
(3) Learning how to use ChatGPT for learning is easy for me.
(4) I can easily become skillful at using ChatGPT for learning.
(5) I find it easy to access ChatGPT for learning and retrieve relevant or necessary

information for learning.

[19,27]

Intention to use
text-based GenAI

for learning
(INT)

(1) Assuming I had access to ChatGPT for learning, I intend to use it.
(2) If I were to have access to ChatGPT for learning, I predict that I would use it.
(3) If ChatGPT becomes available permanently for learning, I plan to use it.
(4) I plan to use ChatGPT in the future for learning.

[19,27]

3.2. Sample and Data Collection

To validate the research model, an online survey was conducted using an online
survey software (Google forms) over a period of two months, from 19 April to 7 May
2024. The survey included individuals comprising both men and women who were
university freshmen or above and were aware of ChatGPT. Prior to commencing the survey,
participants received a thorough explanation of the research objectives. Only those who
demonstrated full comprehension of the study’s purpose and provided written consent
were included. A total of 250 responses were collected from the survey, out of which
238 valid responses were used for the final analysis after excluding 12 responses due to non-
responsiveness or multiple missing values. The survey respondents were evenly distributed
across different genders. Since the survey targeted university students, all participants
were in their twenties and had completed high school as their highest level of education.
The survey sample included students from various academic years. Most participants
were freshmen, accounting for 73.9% (269 students) of the total sample. Sophomores
represented 8.2% (30 students), juniors comprised 9.3% (34 students), and seniors made up
3.0% (11 students). This distribution reflects a higher representation of first-year students
in the study.

4. Results
4.1. Survey Validation

The research model was evaluated through a comprehensive review and comparison
of both the measurement and structural models. To ensure the soundness of the analytical
outcomes, rigorous adherence to standard protocols for PLS-SEM analysis, as detailed in the
work of [28], was maintained. Criteria such as factor loadings, composite reliability (CR),
and average variance extraction (AVE) were rigorously used to evaluate the reliability and
validity of the measurement model. Both the calculated values for CR and AVE exceeded
the recommended thresholds of 0.70 and 0.50, respectively, indicating the robustness of the
measurement model. Detailed findings of the construct reliability assessment are presented
in Table 2.

Table 2. The results of construct reliability.

Construct No. of Items Cronbach’s α CR AVE

AL 5 0.847 0.891 0.621

SI 5 0.845 0.884 0.605

PE 5 0.870 0.906 0.659

EE 5 0.909 0.933 0.738

INT 4 0.931 0.951 0.829
Note: AL = AI literacy; SI = Social influence; PE = Performance expectancy; EE = Effort expectancy; INT = Intention
to use text-based GenAI for learning.
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To assess discriminant validity, cross-loading values were analyzed. Table 3 illustrates
that each indicator’s loading on its corresponding construct was higher than its loadings on
other constructs. This result confirms the distinctiveness of each construct, demonstrating
that the indicators are more strongly correlated with their respective constructs than with
others [29,30]. This finding reinforces the discriminant validity within the dataset, affirming
that the constructs measure distinct aspects of the conceptual model.

Table 3. The results of discriminant validity.

Construct AL SI PE EE INT

AL1 0.768 0.202 0.240 0.412 0.162

AL2 0.830 0.238 0.261 0.456 0.225

AL3 0.822 0.248 0.313 0.472 0.185

AL4 0.746 0.152 0.161 0.412 0.139

AL5 0.772 0.238 0.229 0.511 0.327

SI1 0.281 0.753 0.579 0.322 0.598

SI2 0.102 0.779 0.234 0.155 0.284

SI3 0.104 0.780 0.279 0.210 0.251

SI4 0.191 0.837 0.288 0.274 0.287

SI5 0.292 0.737 0.347 0.281 0.383

PE1 0.257 0.481 0.836 0.268 0.655

PE2 0.225 0.325 0.706 0.283 0.351

PE3 0.220 0.355 0.777 0.270 0.367

PE4 0.301 0.394 0.866 0.328 0.502

PE5 0.246 0.417 0.861 0.256 0.458

EE1 0.339 0.330 0.348 0.700 0.209

EE2 0.448 0.292 0.248 0.890 0.161

EE3 0.564 0.278 0.266 0.914 0.183

EE4 0.567 0.296 0.310 0.889 0.157

EE5 0.524 0.288 0.319 0.884 0.220

INT1 0.250 0.457 0.552 0.212 0.931

INT2 0.227 0.430 0.536 0.176 0.931

INT3 0.260 0.450 0.547 0.197 0.911

INT4 0.241 0.529 0.532 0.195 0.867
Note: AL = AI literacy; SI = Social influence; PE = Performance expectancy; EE = Effort expectancy; INT = Intention
to use text-based GenAI for learning.

Table 4 displays the descriptive statistics and correlation analysis results for measure-
ments including AI literacy, social influence, performance expectancy, effort expectancy,
and intention to use text-based GenAI for learning.

Table 4. Descriptive statistics and correlation analysis results.

Construct Mean S.D. AL SI PE EE INT

AL 4.639 0.193 1

SI 4.063 0.800 0.277 1

PE 5.124 0.158 0.309 0.494 1

EE 5.081 0.237 0.577 0.342 0.344 1

INT 5.506 0.205 0.269 0.514 0.595 0.215 1

Note: AL = AI literacy; SI = Social influence; PE = Performance expectancy; EE = Effort expectancy; INT = Intention
to use text-based GenAI for learning.
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4.2. Hypothesis Testing and Discussion

The hypotheses were tested through PLS-SEM, and the findings are illustrated in
Figure 2. The results of this study provide significant insights into the factors influencing the
intention to use text-based GenAI tools for learning among university students. The model
accounted for 34.9% of the variance in intention to use text-based GenAI for learning. Path
analysis revealed significant relationships between variables. The analysis demonstrates
the relationships between AI literacy, performance expectancy, effort expectancy, social
influence, and the intention to use text-based GenAI tools.
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The path coefficient from AI literacy to performance expectancy (β = 0.187, p < 0.01)
is statistically significant, confirming Hypothesis 1 (H1). This indicates that higher levels
of AI literacy are associated with increased performance expectancy regarding the use
of text-based GenAI tools. This finding aligns with previous research suggesting that a
better understanding of AI technologies enhances students’ perceptions of their potential
benefits [9]. When students are knowledgeable about AI, they are more likely to recog-
nize the value these tools bring to their academic performance, thereby setting higher
performance expectancy.

The significant path coefficient from AI literacy to effort expectancy (β = 0.526,
p < 0.001) supports Hypothesis 2 (H2). This result suggests that students with higher
AI literacy perceive text-based GenAI tools as easier to use. Familiarity and competence
in using AI technologies reduce the perceived effort required to engage with these tools,
making them more accessible and user-friendly. This is consistent with the findings of [18],
who highlighted the role of AI literacy in lowering perceived complexity and effort.

The direct effect of AI literacy on the intention to use text-based GenAI for learning
(β = 0.118, p < 0.01) supports Hypothesis 3 (H3). This suggests that students with higher
AI literacy are more inclined to use text-based GenAI tools for their studies. Competence
in understanding and utilizing AI technologies likely increases students’ willingness to
integrate these tools into their learning processes, confirming the importance of AI literacy
in technology adoption [18].

The positive and significant path coefficient from social influence on performance
expectancy (β = 0.447, p < 0.001) confirms Hypothesis 4 (H4). This result indicates that
social influence, such as encouragement from peers, instructors, and family members,
positively impacts students’ beliefs about the performance benefits of text-based GenAI
tools. Social encouragement likely enhances the perceived utility of these tools, leading to
higher performance expectancy, as suggested by the UTAUT model [19].

Hypothesis 5 (H5) is also supported, with a significant path coefficient from social
influence on effort expectancy (β = 0.200, p < 0.01). This finding implies that social influ-
ence positively affects the perceived ease of use of text-based GenAI tools. Support and
encouragement from influential figures can boost students’ confidence and reduce the
perceived effort associated with using these tools. This aligns with the findings of [31],
who demonstrated that social influence significantly impacts perceived ease of use in the
context of e-learning systems. Their study showed that when students received support
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and encouragement from peers and instructors, they felt more confident in using the tech-
nology, which, in turn, reduced the perceived effort required to navigate and utilize the
e-learning platform effectively. Similarly, the positive reinforcement from influential figures
in this study likely contributed to a reduced perception of effort associated with using
GenAI tools.

The significant path coefficient from social influence on the intention to use GenAI
(β = 0.269, p < 0.001) supports Hypothesis 6 (H6). This result indicates that social influence
significantly enhances students’ intention to use text-based GenAI tools. The encour-
agement and approval from peers, instructors, and family members play a crucial role
in motivating students to adopt these technologies, reinforcing the importance of social
dynamics in technology acceptance.

The path coefficient from performance expectancy to the intention to use GenAI
(β = 0.595, p < 0.001) is highly significant, validating Hypothesis 7 (H7). This result
highlights that students who believe text-based GenAI tools will enhance their academic
performance are more likely to intend to use these tools. This finding is consistent with the
core premise of the UTAUT model, where performance expectancy is a critical determinant
of technology acceptance [19].

Contrary to Hypothesis 8 (H8), the path coefficient from effort expectancy to the
intention to use GenAI (β = 0.011, p = 0.844) is not significant. This suggests that perceived
ease of use does not significantly influence the intention to use text-based GenAI tools
among students. This finding deviates from the traditional UTAUT model, where effort
expectancy is typically a significant predictor of intention. It may imply that for text-based
GenAI tools, the perceived benefits (performance expectancy) outweigh the concerns about
effort, as students might be more focused on the potential academic advantages.

5. Conclusions and Limitations

This study systematically identified the factors influencing the usage intentions of
text-based GenAI tools among undergraduates by modifying the core variables of the
UTAUT with AI literacy. A survey was designed to measure text-based GenAI users’
intentions, effectively incorporating variables related to AI literacy. The survey collected
239 responses of business students at a university in South Korea. The data were analyzed
using PLS-SEM. The findings of this study underscore the critical roles of AI literacy,
performance expectancy, and social influence in shaping students’ intentions to use text-
based GenAI tools for learning. While effort expectancy did not show a significant direct
effect, the overall model highlights the multifaceted nature of technology adoption in
educational settings.

This study suggests implications for academic researchers. First, this study extends
the UTAUT by incorporating AI literacy as a crucial factor. By modifying the core vari-
ables of UTAUT, this study provides a more comprehensive understanding of technology
acceptance in the context of text-based GenAI tools, specifically in educational settings.
Second, the study adds to the growing body of literature on AI literacy regarding using
AI tools effectively, critically evaluating their outputs, and adhering to ethical standards.
This contributes to a deeper theoretical understanding of AI literacy and its impact on tech-
nology acceptance. Last, by conducting a survey among business students and analyzing
the data using PLS-SEM, the study provides empirical evidence on the factors influencing
the intention to use text-based GenAI tools in educational contexts. These findings offer
valuable insights for future academic research on AI adoption and integration in education.

This study also suggests implications for practitioners. First, the findings offer practi-
cal insights for educators on how to promote the use of text-based GenAI tools effectively.
Understanding that performance expectancy significantly affects the intention to use these
tools can help educators emphasize the benefits of text-based GenAI in enhancing academic
performance. Second, the study highlights the importance of AI literacy in influencing
students’ usage intentions. Educational institutions play a crucial role in guiding the ethical
use of AI tools. Policies and guidelines that promote academic integrity and provide clear
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instructions on acceptable AI use are essential in mitigating potential misuse [22]. Institu-
tions must also invest in training programs to enhance AI literacy among students, ensuring
they can use these tools effectively and responsibly [18]. This can guide the development of
targeted educational programs and workshops to enhance students’ AI literacy, ensuring
they can use AI tools effectively and ethically. Last, practical applications of this research
can lead to improved learning experiences for students. By understanding the factors that
influence text-based GenAI adoption, educational institutions can better integrate these
tools into their curricula, offering personalized and efficient learning support.

This study also suggests implications for government agencies. First, this study pro-
vides policymakers with evidence-based insights into the determinants of GenAI tool usage
in education. This can inform the creation of policies that support the development of AI lit-
eracy among students, ensuring they can effectively and responsibly use AI technologies in
educational institutions. Second, given the ethical and social issues associated with AI tool
usage, the study underscores the need for comprehensive ethical guidelines. Policymakers
can develop and enforce regulations that ensure the responsible use of AI in education,
protecting both students and educational standards. Third, the importance of AI literacy
identified in this study can drive policy initiatives aimed at incorporating AI literacy into
the education system. This includes funding for AI literacy programs, teacher training, and
curriculum development to prepare students for a future where AI is ubiquitous.

While this study provides valuable insights into the factors influencing the inten-
tion to use text-based GenAI tools in educational settings, several limitations should be
acknowledged.

One limitation is the generalizability of the findings, as the samples in this study are
likely relatively homogeneous. Most of the variables scored slightly higher than neutral,
with a relatively small standard deviation, indicating that many students provided similar
answers. Despite the homogeneous scores, statistical analyses still showed a significant
relationship between the variables and their intentions. This suggests that even within a
narrow range of self-reported variables, changes in these variables may affect the intention
to use GenAI tools. This may be because the sample in this study consisted mostly of first-
year business students. This concentration may not fully represent the perspectives and
experiences of senior students, who may have different levels of exposure to and familiarity
with text-based GenAI tools. Additionally, the study was conducted on business students
at a university in Korea, limiting the generalizability of the results to different populations,
such as students from different educational backgrounds, disciplines, universities, or
cultural contexts. Future studies should include larger and more diverse samples to
increase the generalizability of the results.

Another limitation is the scope of this study, which was limited to the analysis of
five key variables and their interactions. This focused approach has allowed for detailed
and rigorous investigations of these key factors, but future studies may include addi-
tional variables and expand the scope to explore more complex interactions. For ex-
ample, other factors such as technical infrastructure, institutional support, and specific
features of the text-based GenAI tools themselves may also play important roles. Future
research may provide a more comprehensive and holistic understanding of GenAI adop-
tion and usage intentions by considering a wider range of factors and investigating these
complex interactions.

Additionally, this study measured perceived AI literacy and intention to use GenAI
tools using self-report questionnaire items, rather than assessing actual AI competency and
the actual degree of GenAI tool usage. According to the Unified Theory of Acceptance and
Use of Technology (UTAUT), this decision was based on the fact that intention to use is a
powerful predictor of actual usage behavior. Additionally, GenAI tools such as ChatGPT are
relatively new in the educational field, so many students may not have had the opportunity
to use these tools extensively yet. By measuring intention, this paper aimed to capture
the potential for adoption even among students who do not frequently use GenAI tools.
Furthermore, self-reported AI literacy is valuable because it reflects students’ confidence
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and willingness to engage with AI technology, which are important factors in technology
adoption and utilization. However, objective measurements of actual AI literacy and the
degree of GenAI tool usage may provide a more direct and accurate reflection of GenAI
tool adoption and usage. Future studies should consider including these aspects for a more
comprehensive understanding of GenAI adoption and usage behavior.

Moreover, while ethical considerations are important, they were not the primary
focus of this study. The ethical implications of using GenAI tools, such as issues related
to academic integrity, data privacy, and the potential for bias in AI-generated content,
were acknowledged but not deeply explored. These aspects are crucial for ensuring
the responsible use of AI technologies in educational settings. Future research should
incorporate ethical dimensions more explicitly to provide a more balanced understanding of
GenAI tool usage. This could include examining how students perceive and navigate ethical
challenges when using AI tools like ChatGPT, investigating the effectiveness of existing
guidelines and policies in promoting ethical AI use, and exploring the development of new
frameworks to better address ethical concerns. Additionally, studies could focus on the long-
term impacts of AI literacy programs that include ethical training, assessing how well these
programs prepare students to handle ethical dilemmas related to AI usage. By integrating
these ethical dimensions, future research can offer a more comprehensive view of the
benefits and challenges associated with the adoption of GenAI tools in education, ultimately
contributing to the development of more effective and ethically sound educational practices.

Before starting the survey, participants were informed about the purpose of the study
and the proper and ethical use of AI tools like ChatGPT for genuine learning purposes
was emphasized. As a result, participants confirmed their focus on the correct use of
GenAI tools. However, despite these efforts, various interpretations are still possible. For
instance, some students might view using ChatGPT to generate answers for assignments as
legitimate if they believe they are learning by reviewing the generated content, even though
this constitutes academic dishonesty. Additionally, the definition of “learning” could
vary among participants; some may see it as simply passing a course, thereby potentially
using GenAI tools to complete assignments without truly acquiring knowledge or skills.
Achieving or maintaining academic success could also be interpreted differently, with some
students considering it to mean success achieved through ethical means, while others might
include success obtained through dishonest use of AI tools. Furthermore, students’ ethical
standards can differ, leading to varied perceptions of what constitutes proper use of GenAI
tools. Lastly, the ease of use of these tools might lead some students to rely heavily on them,
regardless of the ethical implications. Future research needs to address these potential
variations in interpretation.

Finally, the study primarily focused on text-based GenAI tools like ChatGPT. However,
there are various other AI tools and technologies used in education (e.g., adaptive learning
systems, virtual tutors, automated grading systems). Given the diversity and specialized
functions of these AI tools, the findings of this study may not be directly applicable
to these other types of AI tools. Each category of AI tool comes with its own set of
benefits, challenges, and ethical considerations that need to be addressed independently.
By broadening the research to encompass a wider range of AI tools and technologies, future
studies can offer deeper and more nuanced insights into the multifaceted role of AI in
education, ultimately contributing to the development of more effective, equitable, and
ethically sound educational practices.

Despite these limitations, the study offers important contributions to understanding
the determinants of GenAI tool usage intentions in educational settings. Acknowledging
these limitations provides a foundation for future research to build upon, ensuring a
more nuanced and comprehensive exploration of the factors influencing AI adoption
in education.
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