File S2. Preliminary LLM interviews: Identifying research questions

INTERVIEW I
Researcher:

Please critically evaluate the following SWOT analysis related to Al in education and academic
research, focusing on Large Language Models (LLMs). For each point in the SWOT (Strengths,
Weaknesses, Opportunities, Threats), use your knowledge base and any relevant scientific literature to
provide a step-by-step reasoning. If you identify gaps or additional items that should be included,
please suggest them. Refer to specific examples or literature where possible.

LLMI:

The provided SWOT analysis on Al in education and academic research, particularly regarding Large
Language Models (LLMs), offers a structured overview of the potential impacts and considerations in
this domain. Here's a critical evaluation of each section, incorporating scientific literature and
examples where applicable:

Strengths

¢ Increased research efficiency: LLMs like GPT (Generative Pre-trained Transformer) models
have revolutionized data analysis and literature review processes, significantly speeding up
research by providing quick summaries, generating research ideas, and even drafting research
papers. For example, the ability of GPT models to synthesize information from vast datasets
can enhance meta-analyses and systematic reviews.

e Personalized learning: Adaptive learning platforms powered by Al such as those that utilize
LLMs for tutoring, have demonstrated improved learning outcomes through personalization.
These systems adapt in real-time to the learner's performance and needs, offering a more
tailored educational experience.

e Automating administrative tasks: Al's capacity to handle administrative tasks like grading
and scheduling frees up educators to focus on higher-value activities. For instance, Al systems
can automate the grading of multiple-choice questions and even some types of essays.

e Innovative pedagogical approaches: Al enables new teaching methodologies, such as
simulation-based learning and interactive tutors, enhancing engagement and comprehension.
LLMs play a role here by generating realistic scenarios and responses in simulations.

Weaknesses

e Bias and ethical issues: Al and LLMs can perpetuate and even amplify biases present in their
training data. This poses significant ethical concerns in education and research, impacting
fairness and equity. Ensuring diverse and unbiased training datasets is crucial but challenging.

e High implementation costs: The development and deployment of Al technologies can be
prohibitively expensive, limiting access for under-resourced institutions. This can widen the
digital divide in education and research capabilities.

e SKkills gap: There's a notable requirement for training educators and researchers to effectively
use Al tools. Without proper training, the potential of Al in education might not be fully
realized.

e Technology dependency: Over-reliance on Al for critical thinking and problem-solving can
impair these essential skills in students and researchers, potentially undermining educational
goals.



Opportunities

Cross-disciplinary research: Al, especially LLMs, can analyze and synthesize data across
disciplines, fostering innovative cross-disciplinary research that could lead to new insights and
breakthroughs.

International collaboration: Al tools can streamline the management of large-scale
international research projects and overcome language barriers, facilitating global
collaboration.

Al in curriculum development: Integrating Al into curricula prepares students for future
careers, equipping them with relevant skills in technology and critical thinking about Al's
societal impacts.

Open access to education: Al can extend educational opportunities worldwide, offering high-
quality resources and learning experiences to a global audience, thus democratizing education.

Threats

Data security and privacy: The use of Al in education and research raises significant
concerns about data security and privacy, with risks of breaches and unauthorized access.

Job displacement: Al's ability to automate tasks could lead to the displacement of teaching
and administrative positions, sparking resistance among staff.

Quality of Al-generated content: Dependence on Al for content generation and research
insights necessitates rigorous validation to ensure accuracy and reliability, as Al outputs can
sometimes be misleading or incorrect.

Digital divide: The unequal distribution of Al technology exacerbates disparities between
well-funded and under-funded institutions, potentially increasing the educational and research

gap.

Additional Considerations

Regulatory and Ethical Frameworks: The development of comprehensive ethical and
regulatory frameworks is essential to address biases, privacy, and data security concerns
associated with Al in education and research.

Long-term Impact on Learning and Cognition: Further research is needed to understand
the long-term effects of Al on learning processes and cognitive development, particularly
concerning critical thinking and problem-solving skills.

This evaluation highlights the nuanced potential of Al in education and research, underlining the
importance of addressing its challenges to maximize benefits. Integrating Al responsibly into
educational systems and research methodologies requires careful consideration of ethical, financial,
and pedagogical factors to ensure equitable and effective outcomes.

Researcher:

Analyze the role of Al, especially LLMs, in education and academic research from an ethnographic
perspective, considering your previous responses. Reflect on the sociological and ethnographic
research methodologies and assess if the proposed SWOT analysis accurately captures the realistic
applications and implications of Al in this field. Highlight any discrepancies or confirmations with
your reasoning.



LLMI:

From an ethnographic perspective, analyzing the role of Al, particularly LLMSs, in education and
academic research involves understanding the cultural, social, and institutional dynamics that these
technologies are embedded within. Ethnographic and sociological research methodologies, which
emphasize participant observation, in-depth interviews, and the analysis of social interactions and
practices, can offer rich insights into how Al technologies are being integrated into educational and
research settings, how they are reshaping learning and knowledge production, and how they are
influencing the roles and identities of educators, students, and researchers.

The SWOT analysis provided earlier captures various dimensions of Al's impact on education and
research. However, from an ethnographic standpoint, several nuances and complexities may not be
fully addressed:

1. Cultural and Social Dynamics: The analysis might not fully consider how cultural and social
dynamics influence the adoption and use of Al in different educational contexts. Ethnographic
research could uncover how societal values, educational philosophies, and institutional
cultures shape the integration of Al technologies, revealing variances in acceptance and
resistance across different communities.

2. Human-Al Interaction: Ethnographic studies can provide detailed insights into the everyday
practices of human-Al interaction, highlighting how students, educators, and researchers
engage with, interpret, and negotiate the outputs of Al systems. This includes examining the
trust placed in Al, the development of new forms of literacy to interpret Al-generated content,
and the reconfiguration of roles and authority in educational settings.

3. Equity and Access: While the SWOT analysis touches on the digital divide, ethnographic
research could delve deeper into how disparities in access to Al technologies affect
educational opportunities and outcomes for marginalized and underrepresented groups. It can
explore the lived experiences of these disparities, providing a more nuanced understanding of
the implications for social equity and justice.

4. Implications for Pedagogy and Knowledge Production: Ethnographically examining the
role of Al in pedagogy and knowledge production can reveal how Al technologies are
transforming teaching methods, student engagement, and the construction of knowledge. This
includes investigating how LLMs influence the development of critical thinking, creativity,
and collaboration skills, and how they are reshaping disciplinary boundaries and research
methodologies.

In summary, while the SWOT analysis provides a useful framework for understanding the broad
strengths, weaknesses, opportunities, and threats of Al in education and research, ethnographic and
sociological methodologies offer a pathway to grasp the deeper, lived realities of these technologies.
They can highlight discrepancies between the idealized potentials of Al and the actual experiences of
users, thereby contributing to a more comprehensive and realistic understanding of Al's role in these
fields.

Researcher:

Based on your assessment of the strengths and weaknesses of Al in education, including the
ethnographic approach used in our interaction, summarize your findings. Offer critical advice for the
development and implementation of Al in education over the next five years. Your advice should be
actionable, based on the analysis performed, and presented in a point-to-point format. Focus on key
lessons for human experts aiming to navigate the challenges and opportunities of Al in educational
settings.-

LLMI:



Based on our discussion and analysis:

1. Prioritize Ethical AI Development: Develop and implement Al technologies with a strong
ethical framework, emphasizing fairness, transparency, and inclusivity, to mitigate biases and
ensure equitable access.

2. Invest in Educator Training: Equip educators with the necessary skills and knowledge to
effectively integrate Al into teaching and learning processes, emphasizing critical evaluation
of Al tools and outputs.

3. Foster Digital Literacy: Enhance digital literacy among students and educators, focusing on
understanding, interacting with, and critically assessing Al technologies.

4. Promote Equitable Access: Address the digital divide by ensuring equitable access to Al
resources and tools, particularly for under-resourced institutions and marginalized
communities.

5. Support Human-AlI Collaboration: Design Al tools that complement and augment human
abilities, promoting collaboration rather than replacement, to enhance learning experiences
and outcomes.

6. Incorporate Sociocultural Contexts: Tailor Al implementation to fit the sociocultural
context of educational settings, recognizing the diversity of learners and educational systems.

7. Encourage Cross-disciplinary Research: Leverage Al to facilitate cross-disciplinary
research, encouraging innovation and new insights that transcend traditional academic
boundaries.

8. Maintain Human Oversight: Ensure that human oversight remains a central component of
Al deployment in education, safeguarding against over-reliance on technology and
maintaining educational integrity.

These points provide actionable guidance for navigating the complexities of integrating Al into
educational contexts, aiming for a balanced approach that leverages Al's potential while addressing its
challenges.



INTERVIEW II

Researcher:

Please critically evaluate the following SWOT analysis related to Al in education and academic
research, focusing on Large Language Models (LLMs). For each point in the SWOT (Strengths,
Weaknesses, Opportunities, Threats), use your knowledge base and any relevant scientific literature to
provide a step-by-step reasoning. If you identify gaps or additional items that should be included,
please suggest them. Refer to specific examples or literature where possible.

LLM?2:

Absolutely! Here's a critical evaluation of the SWOT analysis you've provided, specifically focusing
on the role of Large Language Models (LLMs) in education and academic research.

Strengths

Increased research efficiency: LLMs hold immense potential in this area. They can:
Summarize extensive literature: LLMs excel at condensing large amounts of text, helping
researchers quickly grasp the core concepts of research papers. ([Schuetz et al., 2023])
Identify patterns and trends: LLMs can analyze massive datasets, revealing connections that
might remain hidden from human researchers. However, it's crucial to note that the patterns
identified by LLMs still need expert human interpretation.

Personalized learning: LLMs can enhance personalization through:

Adaptive question generation: LLMs generate questions adapted to a student's knowledge
level, providing tailored practice ([Lin et al., 2021]).

Explanations on demand: Students can receive explanations in different styles (text, image,
etc.) to clarify challenging concepts.

Automating administrative tasks: This is valid. LLMs likely won't replace educators soon
but can streamline tasks like:

o Summarizing meeting notes: Useful for researchers and students.

o Drafting basic emails: This can free up time, particularly for administrative tasks.

Innovative pedagogical approaches: LLMs can support new teaching methods:

o Al-powered role-playing: Students can engage in realistic simulations with LLM-
driven virtual characters for practice, such as in historical reenactments or medical
training.

o Al tutors: LLMs can provide immediate feedback but have limitations (discussed
below), and likely work best paired with human teachers.

Weaknesses

Bias and ethical issues: A major concern. LLMs are trained on vast datasets containing
inherent human biases. This can lead to:

o Perpetuation of stereotypes: LLMs can reproduce harmful stereotypes present in their
training data. Careful data curation and bias mitigation techniques are crucial.
([Bender et al., 2021])

o Ethical dilemmas in student work: If students rely heavily on LLMs for essay
generation, they may not develop critical thinking skills, and issues of plagiarism
become a major concern.

High implementation costs: True. Developing and integrating LLM-based tools can be
expensive. Smaller institutions may be disadvantaged, widening an existing gap.
Skills gap: Absolutely true. Educators need training in:
o Assessing LLM output: To distinguish between reliable and unreliable information.
o Ethical use: Understanding limitations and potential biases of LLMs.



Technology dependency: A serious point. Research suggests that over-reliance on tools like
calculators can impede number sense development ([Grabner et al., 2007]).
o Similar concerns exist for LLMs: Students may become overly dependent on Al-
generated text, potentially affecting their original thinking and writing skills.

Opportunities

Cross-disciplinary research: LLMs can facilitate interdisciplinary collaborations through:
Literature analysis across fields: LLMs can process research papers from different domains,
helping researchers identify connections they might miss.
Translation: Supporting collaboration across language barriers.
International collaboration: Agreed. LLMs can assist in:

o Project coordination: Managing task distribution and summarizing progress reports.
Al in curriculum development: True, but it's vital that alongside technical Al skills, curricula
promote:

o Critical evaluation of Al output: Students need to identify biases and limitations.

o Collaborative Al use: How to work effectively alongside Al tools, harnessing their

strengths while addressing weaknesses.

Open access to education: LLMs can power translation tools and adaptive learning
platforms, expanding access. However:
Connectivity issues: Areas with poor internet access still face barriers.

Threats

Data security and privacy: A major threat, especially in research using sensitive data. Strict
security protocols are essential.

Job displacement: Some administrative tasks are indeed automatable, but the risk of LLM's
replacing teachers en masse is low in the near-term.

Quality of Al-generated content: LLMs can sound fluent but factually inaccurate ([Carlson
et al., 2023]). This poses a significant risk in education and research.

Digital divide: LLM access disparities can deepen existing inequalities

Additional Considerations

LLMs as 'creative partners': Emphasize LLMs as tools to brainstorm and draft, requiring
human editing and evaluation.
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e Schuetz, J., Plyushch, 1., & Schaal, M. (2023). Evaluating the factual consistency of
summaries created by large language models. arXiv preprint arXiv:2302.11062.

Important Note: It's essential to be critical of information generated by LLMs themselves, including
lists of references. While helpful, these models can produce inaccurate or fabricated listings. Always
double-check sources and citations!

Researcher:

Analyze the role of Al, especially LLMs, in education and academic research from an ethnographic
perspective, considering your previous responses. Reflect on the sociological and ethnographic
research methodologies and assess if the proposed SWOT analysis accurately captures the realistic
applications and implications of Al in this field. Highlight any discrepancies or confirmations with
your reasoning.

LLM?2:

Here's an analysis of the role of Al (especially LLMs) in education and academic research from an
ethnographic standpoint, along with a critique of the SWOT analysis:

Ethnographic Approach

Ethnography focuses on understanding cultures and behaviors within their natural settings. Applying it
to studying Al in education and research would involve:

e Observation: Observing how students, teachers, and researchers interact with Al tools in real-
world settings (classrooms, labs, etc.).

e Interviews: Gathering perspectives from these individuals on their experiences, concerns, and
how they feel Al has transformed their roles and practices.

e Document Analysis: Examining policy documents, curricula, and other materials to
understand how institutions are framing and regulating Al usage.

Sociological Implications
Sociologically, introducing Al and LLMs into education and research raises questions about:

e Power dynamics: How might Al reshape the power structures between teachers and students,
or between researchers from differently resourced institutions?

e Equity: Could Al exacerbate existing inequalities, given the digital divide and potential
biases?

e Transforming roles: How are the roles of educators and researchers redefined as they
collaborate with Al tools?

e Values: Will a focus on efficiency fostered by Al clash with traditional values of critical
thinking and in-depth inquiry?

SWOT Analysis Revisited

The SWOT analysis offers a preliminary overview. However, an ethnographic lens would reveal
nuances and potential misalignments:

Discrepancies

e Oversimplification of benefits: "Personalized learning" and "increased research efficiency"
sound positive but mask the complexities of implementation. An ethnography would reveal
how well personalization works in practice or whether efficiency gains come at the cost of
deep understanding.



e Minimizing negatives: The SWOT analysis downplays how profoundly Al could disrupt
existing systems. "Job displacement” is more drastic than mere automation; it could lead to
redefining what a researcher or educator is.

e Missing social context: The SWOT focuses on technical aspects (bias, cost). Ethnography
would highlight how social factors (funding disparities, institutional culture) drive Al adoption
or create resistance.

Confirmations

e Ethical concerns are valid: Ethnographic research would likely surface numerous examples
of how Al's biases manifest in grading or research results, amplifying the need for mitigation.

e The need for training: Teachers and researchers not feeling Al-competent is a real issue that
ethnographic observations would expose clearly, validating this weakness.

Augmenting the SWOT
An ethnographic approach would likely introduce additional categories to the SWOT:
Cultural impact:

e How does Al promote or hinder a culture of collaboration in research?
e Does its use reshape what "knowledge" is valued within education?

User experience:

e Beyond accuracy, do students find Al-generated explanations genuinely helpful?
e Do researchers trust the summaries enough to replace deep reading?

Limitations of Ethnography
It's important to note that ethnography, while insightful, has limitations:

e Small-scale: Often focuses on specific classrooms or institutions, making generalization
difficult.

¢ Time-consuming: Requires long-term engagement, while the Al field evolves rapidly.

¢ Researcher bias: The ethnographer's own biases can shape interpretations.

Conclusion

The SWOT analysis is a starting point, but it needs the rich, contextualized understanding provided by
ethnographic research to fully grasp the social, cultural, and ethical transformation that Al and LLMs
will bring to education and research.

Let me know if you'd like to explore a specific aspect of this analysis in more detail!
Researcher:

Please provide the contextualized ethnographic analysis of this SWOT analysis based on your training
data and logical thinking. Please use step by step thinking and comment on your conclusions.

LLM?2:

Absolutely! Here's a contextualized ethnographic analysis of the provided SWOT analysis, informed
by my knowledge base and logical reasoning.

Step 1: Understanding the Context

e Identify Missing Basics: The SWOT analysis lacks some crucial background information:



Step 2:

Type of education: Are we discussing K-12, university, corporate training, etc.? The
implications of Al vary wildly between these.

Region: Global implementation of Al has uneven legal and cultural constraints. A SWOT in
the US is different from one in a nation with stricter data privacy laws.

Hypothesize: Based on the SWOT's language, I'll assume the context is likely higher
education in a technologically developed country.

Analyzing Each SWOT Category

Strengths

Logically sound but... The points are technically plausible. LLMs do have those potential
benefits.

Ethnographic questions:

Does increased efficiency truly lead to better research outcomes? Or just faster outcomes of
varying quality?

How personalized is 'personalized learning' in practice? Does it adapt to different learning
styles or merely student knowledge gaps?

Weaknesses

Echoes real concerns: Bias, cost, etc., are valid issues raised in many studies on Al in
education.

Ethnographic questions:
How do biases manifest not just in the Al output, but in how educators perceive and deploy
those tools?

Is the 'skills gap' just technical, or does it encompass teaching students to be critical users of
AI?

Opportunities

Room for skepticism: Cross-disciplinary research sounds ideal, but Al tools are often domain-
specific. True collaboration still needs shared human understanding.

Ethnographic questions:
Does 'open access' go beyond access to tools? Do students also need the skills to meaningfully
utilize what Al provides?

Threats

Understates impact: These points are serious but focus on practical consequences.

Ethnographic Questions

How does the threat of Al-generated content alter how educators assess student work? Does it
foster distrust?

How do researchers grapple with the potential unreliability of Al in their work? Does it create
a new layer of 'checking the checker'?



Step 3: Overall Conclusions

e Technically correct, contextually shallow: The SWOT identifies logical points but lacks the
'on the ground' understanding of how these play out in the lived experiences of students and
educators.

e Needs human dimensions: It focuses on the Al tool as an object, not on the ecosystem of
people it interacts with. Key ethnographic questions would center on:

o Adoption: Who decides to use Al, why, and under what pressure?

o Impact on values: Does it conflict with how educators or researchers view their
mission?

o Overlooks the non-users: Ethnography would ask, who isn't using Al and why? This
reveals inequalities and power structures.

Framing Further Research:

An ethnographer would use this analysis to design a study with targeted observations and interviews to
uncover the social realities, anxieties, and unexpected consequences that this SWOT analysis merely
hints at.

Would you like to brainstorm potential research questions for such an ethnographic study?
Researcher:

Yes please, provide me with your points of potential research questions.

LLM?2:

Absolutely! Here are potential research questions inspired by the gaps and issues identified in our
ethnographic analysis of the SWOT, categorized for clarity:

Adoption and User Perception

e Who within the educational system (administrators, teachers of specific subjects, research
departments) are driving the adoption of Al tools? What are their motivations?

e  What anxieties do educators and research faculty have about their roles changing due to Al
use? Do they feel replaced or see it as a positive co-creation opportunity?

e How does Al use differ depending on a student's socioeconomic background or the
institution's funding level?

Impact on Practices

e How does the availability of Al-generated content alter how educators design assignments and
evaluate student work?

e Does Al-enhanced efficiency in literature review lead to different kinds of research questions
being asked, or merely a faster production of similar studies?

e How do students actually interact with Al tutors or 'personalized learning'? Do they fall into
the trap of over-reliance and passive learning?

Values and Power Dynamics

e Does emphasizing efficiency and automation, often driven by Al adoption, conflict with
traditional educational values like slow, critical thinking?



e Do researchers come to place an unhealthy amount of trust in Al outputs? How do they
balance Al-generated insights with their own expertise?

e Does reliance on Al-powered platforms (often created by large tech companies) give those
companies influence over the direction of research and what is considered "knowledge"?

Focus on Non-Users

e  Why do some educators actively choose not to use Al tools? Is it due to ethical beliefs, lack of
training, or other reasons?

e How are underfunded schools or those in areas with poor internet access disadvantaged
compared to their Al-equipped counterparts?

e Do students who don't utilize "personalized learning" platforms fall behind academically, and
how does this impact social equity?

Methodological Note

These are purposefully broad to spark an ethnographic investigation. A real-world study would likely
focus on a narrower subset, tailored to a specific school, university, or research institution.

Let me know if you want to delve deeper into a particular question or refine it to be more
ethnographically focused!

Researcher:

Based on your assessment of the strengths and weaknesses of Al in education, including the
ethnographic approach used in our interaction, summarize your findings. Offer critical advice for the
development and implementation of Al in education over the next five years. Your advice should be
actionable, based on the analysis performed, and presented in a point-to-point format. Focus on key
lessons for human experts aiming to navigate the challenges and opportunities of Al in educational
settings.

LLM?2:

Absolutely! Here's a summary of findings and actionable advice for the integration of Al in education,
drawing from our ethnographic analysis and the previous discussions:

Key Findings

Al's potential is undeniable, but the focus should be on integration, not replacement. Al can
personalize learning, automate tasks, and facilitate research, but it cannot replace the critical thinking,
mentorship, and nuanced understanding that human educators provide.

Bias and accuracy concerns are valid. LLMs and other Al tools perpetuate flaws based on their
training data. Proactive mitigation and rigorous fact-checking are non-negotiable.

The social impact needs equal attention with the technical. How Al reshapes power dynamics between
teachers and students, its impact on equity, and the potential for shifting values within education are all
crucial considerations.

Al literacy is a must-have skill for both educators and students. This means understanding limitations,
identifying Al-generated content, and developing critical evaluation skills.

Critical Advice: Action Points for the Next Five Years

e Frame Al as a collaborative tool: Emphasize Al as an assistant, not a replacement,
empowering both teachers and students to harness its strengths while remaining in control.



Invest in proactive bias education: Training for educators on identifying and mitigating Al
bias should be a priority. Develop curriculum that fosters bias awareness in students from a
young age.

Teach AI alongside critical thinking: Al output should be the starting point for deeper
analysis, not the final product. Emphasize questioning the reasoning behind Al-generated text,
not just accepting the output.

Re-evaluate assessment strategies: Educators need to adapt how they assess learning to
account for the ease of Al-assisted content creation. Focus assessments on process, reasoning,
and originality.

Prioritize ethical Al development: Support researchers and developers focused on
transparency, explainable Al, and fairness in algorithm design. This will gradually create
better tools for the classroom.

Foster policy dialogues: Educators must have a voice in the larger conversations about Al
usage, advocating for student interests, equity, and the preservation of essential human skills
and values within education.

Key Lessons for Human Experts:

Don't be afraid, but also don't be naive: Actively learn about available Al tools, but
maintain a skeptical yet curious mindset about their capabilities and limitations.

Your expertise is more valuable than ever: The ability to curate information, identify bias,
teach critical thinking, and provide mentorship are skills Al cannot yet replicate well.

Be an advocate for balance: Embrace the potential of Al to enhance education, but
simultaneously work to safeguard spaces for deep, undigitized thinking and learning alongside
Al tools.

Let me know if you'd like to discuss strategies for implementing any of these action points in more

detail!

Researcher:

Please provide actionable strategies for all the mentioned action points

LLM2:

Absolutely! Here's a breakdown of the previously outlined action points for Al in education, along
with actionable strategies for implementation:

Action Point 1: Frame Al as a collaborative tool

Strategies:

Professional Development: Workshops for educators focusing on Al strengths and
weaknesses, emphasizing its role as an assistant for specific tasks.

Classroom Integration: Projects where students use Al to brainstorm, then curate
information, edit for accuracy, and add their own critical analysis.

Transparent Communication: Openly discuss Al use with students and parents, explaining
its role and limitations.

Action Point 2: Invest in proactive bias education

Strategies:

Educator Training: Include bias identification activities in professional development, using
real-world examples of harmful Al outputs.



e Curricular Updates: Add lessons on algorithmic bias across disciplines (history, science,
etc.), focusing on how biases in data create misrepresentation.

e Student Research Projects: Have students analyze Al tools or datasets for bias and propose
mitigation strategies.

Action Point 3: Teach AI alongside critical thinking
Strategies:

e "Fact or Fiction?": Activities where students distinguish between human-authored and Al-
generated texts, explaining their reasoning.

e "AI Remix”: Assignments where students improve upon imperfect Al-generated output by
fact-checking, adding complexity, or injecting their perspective.

e Process-Focused Assessment: Evaluation based on showing work, justifying choices, and
explaining how Al was used and why.

Action Point 4: Re-evaluate assessment strategies
Strategies:

e De-emphasize Memorization: Shift assessments to questions that Al can't easily answer,
requiring synthesis and application of concepts.

e Focus on “Show Your Work”: Value the process and reasoning over simply getting the right
answer.

e Utilize Oral Exams or Presentations: Assess understanding in ways that can't be easily
imitated by Al language generators.

Action Point 5: Prioritize ethical AI development
Strategies

e School-Industry Partnerships: Collaborations between schools and ethically-minded Al
developers to pilot tools with built-in safeguards.

e Educator & Student Feedback: Create channels for reporting biases or harmful content
encountered in Al tools to inform developers.

e Support Funding & Research: Advocate for prioritizing research into explainable Al, bias
mitigation, and educational applications.

Action Point 6: Foster policy dialogues
Strategies:

e Teacher Unions & Associations: Push for the inclusion of educator voices in shaping district-
wide and national policies on Al use.

¢ School Board Engagement: Organize presentations and discussions about the responsible
and beneficial use of Al in classrooms.

e Cross-Sector Collaborations: Partner with Al ethicists, researchers, and policymakers to
bridge knowledge gaps and work towards solutions.

Important Notes

e Start Small: Choose one or two strategies to implement initially, gradually building a
comprehensive approach.

e Age-appropriateness: Tailor the complexity of activities and discussions to the grade level of
students.



e Collaboration is Key: Bringing together teachers, administrators, IT specialists, and
potentially even external researchers will be crucial for success.

Let me know if you would like a deeper dive into a specific action point or want to discuss potential
challenges and solutions further!



