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Abstract: In today’s rapidly evolving technological landscape, human–machine interaction has
become an issue that should be systematically explored. This research aimed to examine the impact
of different pre-cue modes (visual, auditory, and tactile), stimulus modes (visual, auditory, and
tactile), compatible mapping modes (both compatible (BC), transverse compatible (TC), longitudinal
compatible (LC), and both incompatible (BI)), and stimulus onset asynchrony (200 ms/600 ms) on
the performance of participants in complex human–machine systems. Eye movement data and a
dual-task paradigm involving stimulus–response and manual tracking were utilized for this study.
The findings reveal that visual pre-cues can captivate participants’ attention towards peripheral
regions, a phenomenon not observed when visual stimuli are presented in isolation. Furthermore,
when confronted with visual stimuli, participants predominantly prioritize continuous manual
tracking tasks, utilizing focal vision, while concurrently executing stimulus–response compatibility
tasks with peripheral vision. Furthermore, the average pupil diameter tends to diminish with the
use of visual pre-cues or visual stimuli but expands during auditory or tactile stimuli or pre-cue
modes. These findings contribute to the existing literature on the theoretical design of complex
human–machine interfaces and offer practical implications for the design of human–machine system
interfaces. Moreover, this paper underscores the significance of considering the optimal combination
of stimulus modes, pre-cue modes, and stimulus onset asynchrony, tailored to the characteristics of
the human–machine interaction task.

Keywords: eye movement data; pre-cue modes; stimulus modes; compatible mapping modes;
stimulus onset asynchrony; complex human–machine system

1. Introduction

Amidst the swift evolution of interactive devices and the development of Industry
4.0 technologies, human–machine systems have emerged as indispensable instruments for
contemporary society in different domains, including transportation [1,2], power [3], and
healthcare [4,5]. Human–machine interaction often plays a significant role in improving
the process of production [6] and enhancing the efficiency of people’s work and quality
of life [7]. Nevertheless, the realization of automation in human–machine systems has a
long way to go, which requires manual oversight during operational tasks [8,9]. Therefore,
the interaction between participants and human–machine systems have been common in
practice. Stimulus–response compatibility tasks are a fundamental form of human–machine
interaction tasks [10,11]. Specifically, all human–machine interaction tasks can be regarded
as basic stimulus–response compatibility tasks requiring the participants to respond quickly
through mapping methods. For instance, the timely correction of lane deviation while
driving a vehicle relies heavily on the participant’s response, and the implementation
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of these stimulus–response compatibility tasks hinges on the design of human–machine
interfaces. The human–machine interface design can improve multiple aspects of manufac-
turing or production, such as enhancing the efficiency of human–machine interaction [12],
reducing operational load [6], increasing operational accuracy [6], and mitigating safety
mishaps [13,14].

As an essential platform for information exchange in human–machine systems, the
rationality and effectiveness of human–machine interfaces directly affect the performance
of human–machine interaction tasks and the reaction time of participants in emergen-
cies [15,16]. Therefore, improving the design of human–machine interfaces has garnered
significant attention from scholars [17]. To be specific, one crucial aspect of human–machine
interface design involves stimulus signals, which are sensory information outputs provided
to participants in specific scenarios, which can help them to capture users’ attention and
avoid potential dangers [18]. From this perspective, human–machine systems are reliant
on stimulus signals [18], such as collision warnings in car driving and sudden stop signals
in mechanical processing. Therefore, the stimulus signals should be paid special attention
in terms of the design of human–machine interfaces.

In the design of stimulus signals, the stimulus modes, location, and intensity should
all be carefully considered. Existing scholars have paid extensive attention to stimulus
modes and stimulus–response compatibility (SSRC) [19]. Stimulus modes refer to the type
of sensory information used in human–machine interaction (i.e., visual, auditory, and tactile
modes) [10,20]. SSRC refers to the correspondence between the stimulus’ location and
the response [21]. Previous studies have confirmed that the stimulus modes and the level
of SSRC can both affect participants’ performance [10,11,22–24]. However, the existing
research was conducted across diverse contexts and settings, which has led to inconsisten-
cies and conflicting results, highlighting the need for a more unified and comprehensive
understanding of these factors in stimulus signal design.

The evolution of human–machine systems has led to a significant shift in human–
machine interaction tasks. These tasks have moved beyond the basic stimulus–response
paradigm and have evolved into complex systems, often involving dual-task scenarios. In
this context, dual tasks refer to scenarios where a participant is required to concurrently
perform manual tracking tasks and stimulus–response compatibility tasks [10,24,25]. In
dual-task situations, participants need to pay attention to different human–machine inter-
faces and response controls, which require sensory and physical resources. Furthermore,
designers have attempted to introduce pre-cues before the stimulus appears to reduce the
participants’ reaction time. Pre-cues can be regarded as the prompt signals that appear
before an emergency occurs, which can inform the participants of the danger, guiding
them to respond to dangers accordingly [26,27]. These phenomena occur widely in our
lives, including traffic light systems, manufacturing lines, and schools. For instance, when
students are asked to take a listening test, the broadcast may include pre-cues to attract
their attention and help them focus on the task. Moreover, pre-cues have demonstrated
many benefits. For example, they can assist participants in preparing for the upcoming
stimulus and concentrating on the coming tasks [28]. However, pre-cues also have negative
impacts. For instance, when the pre-cues are misleading or inaccurate, they can lead par-
ticipants to focus on incorrect information, resulting in potential errors in their tasks [29].
In addition, the time interval between the pre-cue and the stimulus, known as stimulus
onset asynchrony (SOA), also needs to be considered. A long SOA allows participants
sufficient reaction time for the stimulus–response compatibility task, but an excessively
long SOA can cause the preparatory effect triggered by the pre-cue to disappear and make
the participants neglect other tasks [30,31]. Therefore, further exploration is needed to
determine the optimal SOA that allows the pre-cue to exert its maximum utility.

Moreover, physiological information is a representation of participants’ attention and
mental states, which can provide insights into the changes in participants’ performance
from the perceptual and cognitive dimensions [32,33]. Some scholars have utilized eye
movement signals to investigate focal vision and visual changes during tasks [34,35].
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However, the existing literature failed to consider multiple factors (i.e., stimulus modes,
pre-cue modes, compatible mapping modes, and SOA) and their combined effects on
participants’ performance. Therefore, this paper introduced eye movement data to reveal
the mechanisms by which factors affect participants’ performance.

Based on these aspects, this study aimed to explore the effects of various factors (i.e.,
pre-cue modes, stimulus modes, compatible mapping modes, and SOA) on participants’
physiological responses in dual-task scenarios within human–machine systems. Herein,
this experiment integrated manual tracking and stimulus–response compatibility tasks,
providing insight into the cognitive demands of complex scenarios. The experiment
introduced eye movements as a signal to examine participants’ responses in dual-task
scenarios within complex human–machine system environments. This study lays the
theoretical foundation for signal presentation techniques during emergencies, serving as
a reference for optimizing the efficiency and safety of human–machine systems. From
a practical standpoint, this paper offers valuable insights for human–machine system
engineers and ergonomists in developing advanced human–machine systems. Specifically,
our findings can contribute to the development of user-centric, high-performing interfaces
that ultimately enhance participants’ performance in complex and dynamic environments.
However, our findings apply to human–machine systems that include pre-cue modes,
stimulus modes, compatible mapping modes, and SOA. These findings may not be directly
applicable to other types of human–machine systems.

2. Materials and Methods
2.1. Participants

To ensure the reliability of the results, it is essential to recruit enough qualified partici-
pants. The number of participants in this research was estimated using G*Power version
3.1.9.7 [36]. With an effect size of 0.25 and a desired power of 0.95, it was determined that a
minimum of 44 participants would be needed. A total of 72 individuals were recruited from
the student population in our study, and the sample included 44 males and 28 females from
18 to 29 years old. All participants in this study were right-handed individuals with normal
or corrected-to-normal vision, normal hearing, and no color blindness or color weakness.

2.2. Experiment Tasks and Materials

The experiment employed a dual-task paradigm consisting of a manual tracking task
(Task 1) and a stimulus–response compatibility task (Task 2). In Task 1, participants were
presented with a white square frame that contained a randomly moving circular target
and a crosshair control cursor. Both the target and cursor were confined to a designated
square frame within the visual scene, as illustrated in Figure 1. The objective of this task
was to manipulate a joystick to maneuver the crosshair cursor, aiming to track and align
it as precisely as possible with the moving target. The joystick used for controlling the
manual tracking task is depicted in Figure 2a, enabling participants to navigate the cursor
with accuracy.
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Figure 2. Tracking facilities in the experiment.

In the stimulus–response compatibility task (Task 2), the stimulus signals were deliv-
ered in three distinct modes: visual, auditory, and tactile. For the visual stimuli, circular
markers were placed outside the four corners of the square frame on the same interface as
the manual tracking task (Figure 3a). Upon activation, a specific circle would be filled with
a color, indicating the location of the visual stimulus. For the auditory stimuli, speakers
were positioned in front left, front right, rear left, and rear right directions relative to the
participant (Figure 3b). When triggered, these speakers emitted a 790 Hz tone with a sound
level of 90 decibels, resembling a distinct “beep” sound. The tactile stimuli were admin-
istered through a length-adjustable vibrator attached securely to the participant’s waist
(Figure 3c). Upon activation, the vibrator produced vibrations with a frequency of 190 Hz
and a peak displacement of 0.015 mm, providing a distinct tactile sensation. Following the
activation of any stimulus, participants were instructed to swiftly press the corresponding
button on the control box, adhering to a predefined stimulus–response mapping. If the
response was not initiated promptly, the stimulus would automatically terminate after
1000 ms.
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In the stimulus–response compatibility task, the stimulus involves eliciting a response
from the operator through the utilization of physiological cues. Conversely, the response
represents the operator’s action of pressing a designated button upon receiving the phys-
iological stimulus. Within this framework, a stimulus signal is presented in one of four
distinct orientations: upper left, upper right, lower left, or lower right. Subsequently, the
operator must respond precisely, aligning their action with the directional cue by pressing
the corresponding button located on the control box. The layout of the buttons for this
stimulus–response compatibility task is depicted in Figure 2b.

Pre-cues serve as antecedent signals preceding the emergence of a stimulus without
directly eliciting a response from the operator. These cues provide a hint about the imminent
location of subsequent stimuli, indicating whether they will appear on the left or right. In
the current study, three distinct modes were employed to convey pre-cues: visual, auditory,
and tactile. For visual pre-cues, circles were displayed on either side of a central box
(Figure 3a). The circle corresponding to the upcoming stimulus location was instantly
filled with a color. Auditory pre-cues were delivered through speakers positioned on both
sides of the central box, emitting sounds with parameters identical to those of the auditory
stimuli (Figure 3b). Tactile pre-cues were provided by vibrators placed on the left and right,
with parameters consistent with the tactile stimuli (Figure 3c). The duration of pre-cues
across all modes was standardized at 200 ms.

In this study, the SSRC included four mapping conditions: both compatible (BC),
transverse compatible (TC), longitudinal compatible (LC), and both incompatible (BI),
as illustrated in Figure 4. In the BC mapping, the spatial location of the stimulus signal
aligns with the vertical and horizontal orientations of the response buttons. For instance,
if the stimulus signal appears at the “right-front” position, the operator is required to
press the button located at the corresponding “right-front” position on the control box.
Conversely, the BI mapping represents a complete reversal of the BC mapping, necessitating
the pressing of buttons that are opposed to the horizontal and vertical directions of the
stimulus signal. The TC mapping demonstrates a stimulus–response relationship where the
horizontal alignment is maintained but the vertical correspondence is disrupted. Finally,
the LC mapping exhibits a stimulus–response mapping where the vertical alignment is
preserved while the horizontal alignment is disrupted.
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2.3. Independent Variables

The experiment design consisted of four independent variables, namely stimulus
modes (within-group variable), pre-cue modes (within-group variable), compatible map-
ping modes (between-group variable), and SOA (within-group variable). The levels of each
independent variable were as follows. The stimulus modes were segmented into three
levels: visual, auditory, and tactile. The pre-cue modes also encompassed three levels:
visual, auditory, and tactile. The compatible mapping modes comprised four levels: BC,
LC, TC, and BI. Finally, the SOA was varied across two levels: 200 ms and 600 ms. The
comprehensive list of experimental independent variable levels is outlined in Table 1.
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Table 1. Independent variables in this experiment and their levels.

Groups Independent Variables Levels

Within-group variable
Stimulus modes Visual Auditory Tactile
Pre-cue modes Visual Auditory Tactile
SOA 200 ms 600 ms

Between-group variable Compatible mapping modes BC TC LC BI

2.4. Dependent Variables

The experiment collected eye movement data from the participants, which has been
widely employed in human–machine interaction studies [37,38]. In this paper, the eye
movement data can be classified into two types: area of interest (AOI) eye movement data
and basic eye movement metrics. The AOI eye movement data included the proportion of
total fixation duration on AOIs and the proportion of fixation count on AOIs. The basic
eye movement metrics included average pupil diameter and average blink rate. There are
two reasons for choosing these variables to reflect eye movement. First, these indicators are
commonly used and easy to measure without causing any physical harm to the participants.
Second, these variables were selected to capture various aspects of eye movement behavior
and offer insights into cognitive processes, attention allocation, and physiological arousal
levels during the experiment. Specifically, the fixation duration ratio refers to the percentage
of time that the participant’s fixation remains in the AOI compared to the fixation duration
in all AOIs under the same experimental conditions [39]. The average pupil diameter
serves as an indicator of arousal level or cognitive load [40]. A larger pupil diameter
generally suggests heightened arousal or increased cognitive load. Conversely, the blink
rate, measured as the number of blinks per unit of time, is a metric for evaluating ocular
health and lubrication maintenance mechanisms [41].

2.5. Experiment Procedures

The 72 participants were randomly distributed across four groups, each tasked with
completing 18 experimental conditions. These conditions were defined by a combination of
three pre-cue modes, two SOAs, and three stimulus modes, all executed under a specified
stimulus–response mapping method. During the experiment, participants were required to
provide six accurate responses for each button position within each experimental condition
before proceeding to the next one. As a result, to complete the experiment, each participant
was required to accumulate a cumulative total of 432 correct responses, achieved through
18 conditions, 4 button positions, and 6 repetitions per condition.

At the beginning of the experiment, the circular random target overlapped with
the crosshair cursor, positioned at the center of a square visual scene. Participants were
instructed to place their right hand on the control joystick and their left index and middle
fingers on the buttons of the control box. Pressing any button on the control box initiated
the manual tracking task. The first pre-cue signal randomly appeared within 1 to 4 s
after the start of the manual tracking task, followed by the stimulus signal after the SOA
interval. Upon the appearance of the stimulus, participants were instructed to promptly
press the corresponding button, adhering to the prescribed mapping method, thereby
completing a single stimulus–response compatibility task. Subsequently, a randomized
interval ranging from 1 to 4 s elapsed, preceding the presentation of the subsequent pre-cue.
Figure 5 illustrates the sequence of events in the stimulus–response compatibility task,
encompassing both auditory pre-cue and visual stimulus conditions. If a participant failed
to depress a button within 1000 ms of the emergence of the stimulus, it was recorded as
a missed response. Similarly, if a button was pressed incorrectly, inconsistent with the
mapping method, it was categorized as an incorrect response.
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Before the experiment, this study took some measures to ensure all participants became
accustomed to the experiment procedures and experiment facilities. Specifically, experi-
menters provided a detailed introduction to the experiment content and procedures for the
participants, emphasizing the requirements of the experiment. After fully understanding
the experiment content, the participants wore, calibrated, and sampled the facilities. Before
the experiment, participants must complete sufficient tests. In these tests, each position
only required the participant to respond correctly once to exit the test under the current
conditions. To ensure that participants can accurately distinguish stimuli from different
positions under any testing conditions, only those who completed one round of tests with-
out any errors could proceed to the formal experiments. To ensure that participants fully
master the use of the control joystick before the formal experiments, the experimenter may
decide to add practice tests based on the participants’ performance in manual tracking
tasks. Throughout the experiment, participants did not receive any feedback for correct,
incorrect, or missed responses. Additionally, the stimulus signal would abruptly cease
upon the pressing of a button. Participants were instructed to sustain their engagement
in a manual tracking task, executing it consistently with their right hand. However, when
presented with a stimulus–response compatibility task, they were required to shift their
focus and utilize their left hand to execute the necessary responses. After completing the
task, they were instructed to redirect their attention to the ongoing manual tracking task,
readying themselves for the stimulus–response capability task. These two tasks are equally
prioritized in this study.

2.6. Brief Introduction to the Accuracy of the Tasks

This study documented the performance of participants across various experimental
conditions. Regarding stimulus modes, visual stimuli yielded the highest accuracy at
97.7%, whereas auditory stimuli resulted in the lowest, at 87.6%. In terms of pre-cue modes,
visual pre-cues again showed the best performance, achieving 91.6% accuracy, with tactile
pre-cues demonstrating the least, at 84.4%. Concerning compatibility mapping, the LC
method was most effective, reaching 92.0% accuracy, while the BI method was the least
accurate, at 89.4%. The analysis of SOA revealed that a 600 ms interval led to a higher
accuracy of 92.7% compared to an 89.8% accuracy for a 200 ms interval. Under dual-task
conditions, the accuracy ranged from 84.6% to 98.4%. Consequently, visual stimuli or pre-
cues were found to be the most accurate in both stimulus and pre-cue modes, respectively.
Additionally, a longer SOA generally contributed to improved task performance accuracy
among participants.

3. Results
3.1. Analysis of the Proportion of Total Fixation Duration in the AOI

This study examined eye movements within AOIs. AOIs refer to the selective analysis
of specific regions within the visual field, achieved by tracking eye movement signals
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and subsequently quantifying the level of interest in those regions through the capture
of eye movement behaviors, as depicted in Figure 6. Within this framework, the AOI
was segmented into three principal components: a tracking AOI, associated with manual
tracking tasks; a left AOI, corresponding to left-sided visual pre-cues and stimuli; and a
right AOI, linked to right-sided visual cues and stimuli. By obtaining the distribution of
the fixation points across these various AOIs, this paper can gain insights into participants’
attention patterns and identify focal points through the hotspot map. Consequently, this
study enriches our understanding of how participants’ attention fluctuates in dual-task
scenarios and attempts to provide insights into attention allocation in human–machine
systems.
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The data showed that the main effects of the pre-cue modes on the fixation duration
ratios of the tracking AOI (F(2, 213) = 15.92, p < 0.001), the left AOI (F(2, 213) = 17.78, p < 0.001),
and the right AOI (F(2, 213) = 17.79, p < 0.001) are all significant. The main effects of the
stimulus modes, compatible mapping method, and SOA on the fixation duration ratios of
the three AOIs are not significant. Therefore, under visual pre-cues, the fixation duration
ratios of both the left and right AOIs are higher than those of auditory and tactile pre-
cues. Moreover, based on the findings of the post hoc analysis, the proportion of the
fixation duration regarding the tracking AOI was significantly lower under visual pre-cues
compared to auditory and tactile pre-cues. Under visual pre-cues, the proportions of the
fixation durations on the left AOI and right AOI were higher than under auditory and
tactile pre-cues.

The interaction effects of the pre-cue modes and SOA yield notable impacts on the
fixation duration ratios for both the tracking AOI (F(2, 426) = 3.33, p = 0.039) and the right
AOI (F(2, 426) = 3.88, p = 0.023). Conversely, no significant interactions are observed for the
other factors under investigation. Under different pre-cue modes, the fixation duration
ratio of the tracking AOI is generally higher with a 600 ms SOA, peaking with tactile
pre-cues and reaching its lowest point with visual pre-cues and a 200 ms SOA. Notably,
auditory pre-cues exhibit little variation in the fixation duration ratio within the tracking
AOI regardless of the SOA (Figure 7). Meanwhile, according to the interaction analysis
of the pre-cue modes and SOA on the fixation duration ratio of the right AOI, SOA has
the greatest impact on the proportion of the fixation duration under visual pre-cues. The
proportion of the right AOI fixation duration was highest under a 600 ms SOA combination
of visual pre-cues, while the proportion was the lowest under a 600 ms SOA combination
of tactile pre-cues.
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3.2. Analysis of Average Pupil Diameter
3.2.1. One-Way Analysis of the Main Effects of Average Pupil Diameter

The results of the one-way analysis of variance for the main effects of average pupil
diameter are shown in Table 2. Significant main effects were found for the stimulus modes
(F(2, 213) = 15.720, p < 0.001) and pre-cue modes (F(2, 213) = 17.820, p < 0.001), while no
significant differences were observed for the main effects of the other factors. This finding
suggests that the stimulus modes and pre-cue modes can significantly affect the average
pupil diameter of the participants.

Table 2. One-way analysis of the main effects of average pupil diameter.

Type Independent Variables Df Sum Sq Mean Sq F p

One-way
analysis

Stimulus modes 2 0.184 0.09 15.720 <0.001
Pre-cue modes 2 0.085 0.04 17.820 <0.001
Compatible mapping modes 3 0.231 0.08 0.556 0.646
SOA 1 0.000 0.00 0.001 0.981

The results of the post hoc tests for one-way analysis are shown in Figure 8. The
average pupil diameter under visual stimuli was significantly smaller than that under
auditory and tactile stimuli (Figure 8a). There were significant differences in the average
pupil diameter between each pair of pre-cue modes. Specifically, the visual pre-cue modes
had the most minor average pupil diameter, while the auditory pre-cue modes had the
largest average pupil diameter (Figure 8b). The difference in average pupil diameter can be
attributed to attention allocation and the cognitive process [42,43], which can also enrich
the Multiple Resource Theory.
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3.2.2. Analysis of the Interaction Effects of Average Pupil Diameter

The results of the interaction effects of average pupil diameter for the two-way analysis
are shown in Table 3, which shows that none of the interaction effects for the interaction
terms were significant.

Table 3. Interaction effects of average pupil diameter.

Type Independent Variables Df Sum Sq Mean Sq F p

Interaction
effects

Stimulus modes × Compatible
mapping modes 6 0.039 0.007 1.117 0.356

Stimulus modes × Pre-cue modes 4 0.015 0.004 1.281 0.278
Stimulus modes × SOA 2 0.003 0.002 0.238 0.788
Pre-cue modes × SOA 2 0.002 0.001 0.419 0.659

3.3. Analysis of Average Blink Rate
3.3.1. One-Way Analysis of the Main Effects of Average Blink Rate

The results of the one-way analysis of variance for the main effects of average blink
rate are shown in Table 4. The main effects of SOA (F(1, 142) = 6.058, p = 0.016) were found
to be significant, and no significant main effects were observed for the other factors. The
post hoc test results are shown in Figure 9. It can be observed that the average blink rate
under the 200 ms SOA condition was significantly higher than that under the 600 ms SOA
condition (Figure 9c). This indicates that, the shorter the SOA, the higher the average
blink rate.

Table 4. One-way analysis of the main effects of average blink rate.

Type Independent Variables Df Sum Sq Mean Sq F p

One-way
analysis

Stimulus modes 2 0.030 0.015 1.117 0.330
Pre-cue modes 2 0.000 0.000 0.023 0.977
Compatible mapping modes 3 0.755 0.252 2.139 0.103
SOA 1 0.120 0.120 6.058 0.016
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3.3.2. Analysis of the Interaction Effects of Average Blink Rate

The results of the interaction effects of the average blink rate for the two-way analysis
are shown in Table 5, which shows that none of the interaction effects for the two factors
were found to be significant.

Table 5. Interaction effects of average blink rate.

Type Independent Variables Df Sum Sq Mean Sq F p

Interaction
effects

Stimulus modes × Compatible
mapping modes 6 0.038 0.006 0.464 0.834

Stimulus modes × Pre-cue modes 4 0.075 0.019 1.923 0.107
Stimulus modes × SOA 2 0.004 0.002 0.143 0.867
Pre-cue modes × SOA 2 0.003 0.002 0.270 0.763

4. Discussion
4.1. In-Depth Analysis of the Experiments and Results

This paper analyzed eye movement data in human–machine interfaces to obtain an
in-depth understanding of the mechanisms of complex human–machine systems. First, a
sufficient number of participants were recruited to ensure statistical reliability. Second, this
study reported the accuracy of the participants in different tasks to provide more detailed
information regarding these tasks. Then, eye movement metrics such as average pupil
diameter and average blink rate were extracted, and clear definitions of these metrics were
provided. Last, a one-way ANOVA was performed to investigate the main effects and
interaction effects on the eye movement data to identify the factors that impact these eye
movement metrics.

The results of the task accuracy analysis indicate that visual stimuli, whether in the
stimulus or pre-cue modes, lead to the highest performance accuracy among the partici-
pants. Conversely, the lowest accuracy varied between the stimulus and pre-cue modes,
with auditory pre-cues and tactile stimuli often resulting in a higher incidence of operational
errors during the experiments. Therefore, it is advisable to minimize the use of auditory pre-
cues and tactile stimuli in human–machine systems. Additionally, providing participants
with more reaction time enhances the accuracy of participants, and the LC mapping method
also contributes to higher accuracy. Thus, the appropriate design of human–machine system
interfaces can facilitate task accuracy and reduce operational errors.

Moreover, distinct characteristics can be observed in the eye movement behavior across
various scenarios. Notably, the stimulus modes and pre-cue modes had a significant impact
on the average pupil diameter. Specifically, visual stimuli elicited the smallest average
pupil diameter compared to the other stimulus modes. This outcome can be attributed to
the typically high intensity associated with visual stimuli, which leads to pupil constriction
as a response to regulating the amount of light entering the eyes [44,45]. Therefore, the
average pupil diameter is smaller under visual stimuli. Regarding the different pre-cue
modes, visual pre-cues result in the most minor average pupil diameter, while auditory
pre-cues result in the largest average pupil diameter. Visual pre-cues, often laden with
crucial task information, guide individuals’ attention toward visual inputs. In this context,
the pupils constrict to enhance the perception and processing of visual details [46]. In
parallel, participants tend to adopt a more expansive scope when attending to auditory
information, enabling them to perceive and interpret their external environment. As a
result, their attention is less concentrated on visual stimuli, leading to pupil dilation. This
broadening of attention enables the integration of auditory cues with other sensory inputs,
yet it also redirects the focus away from visual cues.
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In addition, some interesting findings emerged from this study. It was observed that
the stimulus modes and pre-cue modes significantly impact the average pupil diameter.
However, the interaction effects between these two variables were not statistically sig-
nificant. Nevertheless, there were significant differences in the average pupil diameter
across various stimulus and pre-cue modes, suggesting that different combinations of
these modes can produce diverse outcomes. Therefore, a detailed analysis of the specific
pairings between the stimulus and pre-cue modes is essential to obtain a comprehensive
understanding of their effects.

Regarding the average blink rate, significant differences in participants’ average blink
rates can be observed under different SOA conditions. Specifically, the average blink rate
is significantly higher under the condition of 200 ms SOA compared to the condition of
600 ms SOA. The increase in blink rate may be attributed to three reasons. First, the state of
attention and cognitive load plays a pivotal role [47,48]. When the SOA is set at 200 ms,
the shorter interval between the stimulus and task demands a high level of cognitive
processing, requiring increased attention from the participants. This surge in cognitive load
subsequently triggers an increased blink rate. Conversely, at a 600 ms SOA, the elongated
interval permits a lessened cognitive load, reflected in a relatively lower blink rate. Second,
memory decay, which varies across time intervals, can influence cognitive states [49,50].
Specifically, at a 200 ms SOA, participants can retain more information compared to a
600 ms SOA, thereby experiencing a lower blink rate. Third, the blink rate augmentation
may be linked to eye fatigue [41]. In the context of a 200 ms SOA, the shortened interval
between the stimulus and task results in a higher frequency of stimuli, which can induce
eye fatigue and dryness, ultimately prompting the blink response. However, at a 600 ms
SOA, the longer interval affords the eyes more time to adapt to the stimuli, thereby reducing
eye fatigue and dryness and consequently leading to a diminished blink rate.

Furthermore, the impact of compatible mapping modes on the participants’ perfor-
mance was found to be non-significant in both the analysis of average pupil diameter and
the analysis of average blink rate. Therefore, when designing future experiments, especially
those involving stimulus–response compatibility tasks, less attention can be paid to the
compatible and incompatible modes. However, this finding can only be observed using
the eye movement data, and more evidence is required to further support this finding. In
addition, certain metrics displayed significant effects in the one-way analysis of variance.
However, when examining the interaction effects in the two-way analysis of variance, these
effects were not statistically significant. This finding implies that it can be more efficient
to modify a single factor in some contexts when designing human–machine interfaces as
considering the interaction effects between factors may have limited significance.

4.2. Limitations and Future Directions

There are some limitations that must be addressed in this research. First, only
72 participants were included in our study, although meeting the minimum requirements,
may lack adequate statistical power, thereby compromising the robustness of the con-
clusions. To bolster the reliability of the findings in future studies, a substantially larger
participant pool is imperative.

Second, this study just focused on students aged 18 to 29 years, which constrains the
generalizability of the results. A diverse age range of participants should be included in
future studies to strengthen the reliability and provide guidance for designing human–
machine interfaces tailored to specific user groups.

Third, this study relied solely on eye movement data to assess operator responses
in a complex human–machine interface design, which oversimplifies the complexity of
human–machine interactions. Future studies could incorporate additional physiological
response indicators, such as electroencephalogram data, to offer a holistic understanding
of the operator’s cognitive and emotional states.

Last, this study was conducted within specific experiments of human–machine systems,
which may not serve as a sufficient reference point regarding other contexts. Therefore,
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future research could undertake parallel studies in different contexts and compare their
findings with this study. These comparisons and insights would enhance the reliability of our
results and provide comprehensive insights into the design of human–machine interfaces.

4.3. Practical Implications

Based on the analysis results, this paper provided the following practical recommen-
dations for human–machine interface design:

First, attention should be paid to the strategic use of visual stimuli. Given that the
average pupil diameter is smaller during visual stimuli, it becomes imperative to prioritize
sufficient brightness and contrast in the design of human–machine interfaces [51], which
will enhance the perceptual and processing capabilities of the participants. Additionally, to
avoid unnecessary distractions, the use of visual cues should be minimized to ensure that
they do not interfere with the task performance.

Second, the design of the pre-cue mode should be optimized. Our results indicate that
visual pre-cues induce a reduced average pupil diameter, suggesting a heightened focus
on visual input. Therefore, it is vital to provide clear and explicit visual pre-cues when
designing human–machine interfaces, considering the goals and requirements of these tasks.
While auditory pre-cues may offer less information, they play a significant role in human–
computer interaction. Human–machine interface designers should carefully consider the
combination of auditory, tactile, and visual cues to ensure that they complement each other
rather than compete for participants’ attention.

The third recommendation includes enhancing the ergonomics of the human–machine
interfaces and setting appropriate SOA conditions based on the task requirements to balance
the cognitive load and users’ feelings. As such, the spatial arrangement of tasks should
be carefully configured to minimize eye movements, simplify operational processes, and
improve user efficiency, which are potential avenues to refine the design of human–machine
interfaces [52,53]. Moreover, the participants’ physiological and performance indicators
should be monitored in designing human–machine interfaces.

5. Conclusions

This study offers theoretical and practical perspectives by collecting the physiological
responses of participants amidst complex dual-task scenarios in human–machine interface
design. The findings can be applied to refine the design of human–machine system inter-
faces, curtailing users’ reaction times in emergency scenarios and improving the efficiency
of users. This study revealed that visual pre-cues attract participants’ attention to the left
and right areas, a phenomenon that is absent under visual stimuli alone, suggesting that
visual pre-cues can attract the participants. Under visual stimuli, participants primarily en-
gage in continuous manual tracking tasks with focal vision. In contrast, stimulus–response
compatibility tasks are performed using peripheral vision, allowing them to maintain
focus on manual tracking. Moreover, this study observed that the average pupil diameter
decreases under visual pre-cues and visual stimuli but increases under auditory or tactile
stimuli and pre-cue modes. Finally, when human–machine systems involve multiple visual
tasks, it is crucial to minimize the distance between the tasks, enabling the participants to
utilize both focal and peripheral vision for concurrent tasks.
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