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Abstract: Based on the chaos algorithm and immune algorithm theory, an adaptive chaotic im-
mune optimization algorithm (ACIOA) with a mutative scale was proposed and subsequently
validated by the experiment result in this paper, and then the adaptive chaotic immune optimization
algorithm with mutative scale was applied to investigate the performance characteristics of the
medium-frequency induction furnace. The obtained results include the effects on the performance
characteristics of a medium-frequency induction furnace of the diameter of the heated cylindrical ma-
terial, the thickness of the crucible wall, the fullness degree of the induction coil, the ratio of diameter
to current penetration depth, and the power frequency. The results showed that the optimization
algorithm could continuously modify the variable search space and take the optimal number of cycles
as the control index to carry out the search. In addition, the suitable ratio of diameter to current
penetration depth was between 3.5 and 6.0, and was beneficial to the improvements of in power
factor and thermal efficiency. This method had the characteristics of small calculation delay, high
anti-noise ability, and high detection rate. Moreover, the maximum errors of KFF, Random, and PSO
were 6.4%, 6.2%, and 5.4%, respectively. The improved method had good estimation accuracy and an
excellent global optimization. Meanwhile, the suitable ratio of diameter to current penetration depth,
the thickness of crucible wall, and power frequency were beneficial to the improvements in power
factor and thermal efficiency. Thus, the finding is helpful as a guide to determining the design of a
medium-frequency induction furnace, which may be of interest for improvements in performance
under different operating conditions.

Keywords: chaos; immune; chaos immune optimization algorithm; medium-frequency induction
furnace

1. Introduction

With the rapid development of industrial technology in the 20th century [1,2], the
medium-frequency induction furnace is widely used in the steelmaking industry [3]. Due
to the contactless electromagnetic stirring of melt, the medium-frequency induction furnace
improves the mixing and chemical homogeneity of metal in the furnace [4]. In the furnace,
an oscillating magnetic field produced by the harmonic current heats up the metal. Due to
the harmonic nature, the magnetic field can be regulated by the shining effect. In addition,
it has been found that the magnetic field produced by the harmonic current is mainly
concentrated in a skin layer near the surfaces of the melt [5].

In general, a medium-frequency furnace heating device is a new generation of metal
heating equipment [6]. It has the advantages of small volume, light weight, high efficiency,
good quality and being favorable for the environment. The medium-frequency furnace is a
kind of power-supply device that changes the alternating current into a direct current and
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then to a medium-frequency furnace. In the process, many harmonics generate and flow
through the power grid, resulting in a decrease in power factor [7]. Harmonic current not
only increases the transmission current, resulting in additional losses, but also accelerates
the insulation aging of electrical equipment. In addition, the medium-frequency furnace
needs to consume a certain amount of reactive power [8]. If the transmission of reactive
power is too large, it may reduce the power factor and increase the additional loss of the
transmission line. This needs to compensate for the reactive power required by the load, so
as to reduce the large amount of reactive power transmitted in the transmission line [9].
The compensation of reactive power at the load side can improve the power factor, which
is a very effective measure to reduce the loss [10].

In the steelmaking process, the magnetic losses and thermal effects are important
characteristics of a medium-frequency induction furnace [11]. In order to overcome the
shortcomings of the traditional static load model, many experts and scholars have put their
efforts into how to predict the characteristics of medium-frequency induction furnaces,
and many countermeasures have been proposed. For instance, Ref. [12] established the
load models of medium-frequency induction furnaces with different load characteristics,
and analyzed the effects of different loads of medium-frequency induction furnaces on
the power grid. The results showed that the exponent of the power function depends
on the ratio of hysteresis loss to eddy current loss and on the number of actively moving
domain walls. Ref. [13] developed a medium-frequency induction furnace model and
investigated the harmonic characteristics of a medium-frequency furnace. Then, a dynamic
filter for the medium-frequency induction furnace was proposed to solve the filtering
problem. Now, research on medium-frequency furnaces mainly focuses on the voltage and
harmonic characteristics. However, studies on frequency characteristics are few. It was
found that the general current frequency would change to a certain extent. The selections of
medium-frequency furnace models and parameters are very important to the efficiency of
the medium-frequency furnace. Ref. [14] developed a medium-frequency induction furnace
model. The results showed that the time-average flow obtained by numerical calculation
was in good quantitative agreement with the experimental data. Therefore, the study of
medium-frequency furnaces is helpful to reduce losses in the process of transmission and
improve the stability of the power system and service life of the equipment.

The artificial immune algorithm has been gradually developed on the basis of the
genetic algorithm [15]. The algorithm can simulate the biological immune system to exclude
foreign antigens [16,17], and it draws lessons from the characteristics of the human immune
system’s self-adaptive regulation and self-organizing learning [18]. The method retains
the advantages of the genetic algorithm, and can purposefully and selectively use the
relevant knowledge and information features in the problem to be solved to suppress the
degradation phenomenon caused by some factors in the calculation process [19]. More
and more scholars have begun to pay attention to the research, combining the algorithm
with the immune algorithm [20], evolutionary algorithm [21], particle swarm optimization
algorithm [22], and others [23], to improve the optimization performance of the algorithms.
Hong et al. [24] studied the convergence speed of the general artificial immune algorithm
using random process theory instead of the eigenvalue estimation of traditional state
transition matrix. Simulation results showed the correctness of the estimation method. The
estimation method could be used to judge the convergence and convergence speed of a
class of artificial immune algorithms. Xu et al. [25] proposed an intelligent terminal test
case sequencing algorithm based on the artificial immune algorithm to solve the problems
of the traditional genetic algorithm in solving the problem of test case sequencing. The
experimental results showed that compared with the genetic algorithm, the algorithm
based on the artificial immune algorithm had stronger global search ability and did not
easily fall into local optimization, which showed that the artificial immune algorithm was
more stable and could better solve the problem of test case sequencing. Miralvand et al. [26]
applied the artificial immune algorithm to optimization problems. Comparing the results
of this method with other preprocessing methods showed the superiority of this method.
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Therefore, in 90% of cases, this method had the best performance based on different metrics.
In addition, Panek et al. [27] introduced a new application of model reduction in on-line
temperature measurement based on the finite element method. The results showed that
more complex, program-controlled, or hybrid strategies need a higher-order MOR model to
solve the problem accurately. The proposed four-degree meta model provided sufficiently
accurate results, being very fast and able to be implemented in a microcontroller.

The immune algorithm with adaptive parameters, called an adaptive chaotic immune
optimization algorithm with mutative scale (ACIOA), is a promising variant of and sub-
stantial improvement on the immune algorithm and the chaos algorithm [28]. When the
proper values are required to change, or they are not known primarily throughout the
stochastic search process [29], the self-adapting parameter strategy is generally used in con-
trol parameters [30]. Thus, the control parameter can automatically adapt to the changing
environment in the ACIOA [31]. Furthermore, the adapting strategy in the basic chaotic
immune optimization algorithm cannot anticipate the possibility of dynamically changing
the coefficient values from the variable system according to the feedback in the search
process [32]. Thus, the adjustment coefficient should be treated as a self-adapting parame-
ter associated with the current agent performance and the estimated fitness value of each
generation [33]. That is to say, based on the relevant theory and feedback mechanism [34],
the fitness of the optimal population selected by the best population and selection technique
is presented [35,36]. The self-adaptive mechanism and the natural selection strategy are em-
ployed to help the chaotic immune optimization algorithm while jumping out of the local
optimum trap [37,38]. In order to implement the adaptive scheme of automatic adjustment
coefficient, the dynamic feedback mechanism [39], which depends on the adaptive variable
scale scheme of the chaotic immune optimization technique, is utilized [40,41]. The good in-
dividuals are selected and removed randomly from the population [42]. Conferring with the
fitness function, the population is carefully chosen by the tournament selection strategy [43].
The adaptive variable scale algorithm can continuously modify the variable search space,
and takes the optimal number of cycles as the control index of the algorithm [44]. However,
this algorithm is not superior to all mathematical optimization problems, such as the no
free lunch theorem [45,46]. However, in the mathematical optimization problems proposed
in this paper, the proposed algorithm is superior to other algorithms.

To overcome the aforementioned shortcomings, in this paper, an ACIOA is proposed
based on the immune algorithm and the chaos algorithm, and is used to investigate the
medium-frequency induction furnace. In addition, the efficiency parameters of the medium-
frequency induction furnace are simulated and optimized using this method. The ACIOA
has the fastest convergence speed and the highest iterative accuracy. The self-adapting
strategy in automatic adjustment coefficient is introduced and employed to investigate the
effects on the performance of the medium-frequency induction furnace of the diameter of
the heated cylindrical material, the thickness of the crucible wall, the fullness degree of the
induction coil, the ratio of diameter to current penetration depth, and power frequency.
It was found that the optimization algorithm can continuously modify the variable search
space and take the optimal number of cycles as the control index to carry out the search.
Thus, the finding is helpful as a guide to determine the design of a medium-frequency
induction furnace, which may be of interest for improvements in performance under
different operating conditions.

2. Materials and Methods

An intermediate-frequency furnace with an inverter circuit of hybrid power supply
is showed in Figure 1. As shown in Figure 1a, the material with diameter d is heated due
to electromagnetic induction after it is put into the inductor (with inner diameter D and
outer diameter D0) and then the two ends of the inductor are connected with an alternating
current with frequency f.
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Figure 1. An intermediate-frequency induction furnace with inverter circuit of hybrid power supply.
(a) structure diagram of intermediate induction frequency furnace; (b) inverter circuit of hybrid
power supply.

2.1. Energy Effectiveness Optimization Model of Medium-Frequency Induction Furnace

With the development of industry, the medium-frequency induction furnace has been
paid more and more attention and has been promoted for its features of metal and alloy
melting, heat treatment, and diathermy due to its high efficiency, fast heating, and easy
control. However, it is more and more important to evaluate the effectiveness of the
intermediate-frequency nonmagnetic period [16]. Therefore, the ACIOA is employed to
optimize the electromagnetic efficiency of the intermediate-frequency induction furnace in
the paper.

The minimum heating time τ can be calculated by the following equation:

τ =
(d− δm1)

2

16α
(

t2 − t1

∆t
− 1

2
) (1)
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where d is the diameter of heated cylindrical material, m; α is the thermal conductivity of
heating materials, m2/s; t1 is the temperature of heating material at the start of constant
heat flux, ◦C; t2 is the temperature of heating material at the end of constant heat flux, ◦C;
∆t is the maximum allowable temperature difference between central temperature and
surface temperature of heating material, ◦C.

In addition, the current penetration depth in the furnace can be solved by the
following equation:

δm1 = 50.3
√

ρm1

µm1 f
(2)

where ρm1 is the material resistivity, Ω·m; µm1 is the material permeability, H/m; f is the
heating power frequency, Hz.

The effective power can be calculated by the following equation:

Pµ1 =
N ·m · c1(t2 − t1)

τ
(3)

where N is the number of heating materials; m is each material mass, kg; c1 is the material
specific heat capacity, J/(kg·◦C).

The heat loss of the intermediate-frequency induction furnace at the outlet of heater is
calculated by the following equation:

Pd1 = ε · σ0 · (t2 + 273)4 · S1 (4)

where ε is the material surface blackness; σ0 is the Stephen Boltzmann constant,
σ0 = 5.67 × 10−8 W/(K4·m2); S1 is the radiating area at outlet, S1 = π·d2/4, m2.

The loss of heat conduction at the outlet of heater is calculated as follows:

Pd2 =
λ2

δ
(tm − t0)S2 (5)

where λ2 is the thermal conductivity of induction coil insulation layer, W/(m·◦C); δ is
the thermal insulation layer, m; tm is the average temperature of constant heat flux,
tm = (tl + t2)/2, ◦C; S2 is the induction coil area, m2; t0 is the cooling water temperature, ◦C.

As mentioned above, the total heat loss power can be expressed as:

Pd = Pd1 + Pd2 + Pd3 (6)

where Pd3 is the radiation heat loss, W.
The magnetization force of inductor can be calculated by the following equation:

I2
n =

500
(

Pµ1 + Pd1
)√

ρm1 · µm1 · f · Sm · kam1 · kt
(7)

where kam1 is the active power correction coefficient; Sm is the surface area of absorbed
electromagnetic energy, m2; kt is the effect coefficient.

The inductor is made of copper tube, which is cooled by water at t0
◦C. The reactive

power in the working process can be calculated by the following equation:

Pcm1 = 2.0× 10
−3

I2
n
√

ρm1µm1 f · Sm · kcm1 · kt (8)

where kcm1 is the reactive power correction coefficient.
The active power of the inductor can be calculated by the following equation:

Pac = 2.0× 10−3 I2
n
√

ρc f Sckacktk−1
s (9)

where kac is the active power correction coefficient; ρc is the resistivity of inductor, Ω·m; Sc
is the inner surface area of inductor, m2; ks is the fullness of induction coil.
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The active power correction coefficient can be calculated by the following equation:

kac =
2 f b

503
√

ρc/(uc f )
(10)

where µc is the relative permeability of inductor.
The reactive power of the inductor can be calculated by the following equation:

Prc = 2.0× 10−3 I2
n
√

ρc f Sckrcktk−1
s (11)

where krc is the reactive power compensation coefficient; R is the inner radius of inductor, m.
The reactive power correction coefficient can be calculated by the following equation:

krc =
f
√

2R
503
√

ρc/(uc f )
(12)

The clearance reactive power of inductor can be calculated by the following equation:

Prg = 6.20× 10−6 I2
n · f · L(d2

g − d2)kt (13)

Total active power in the nonmagnetic period can be calculated by the following equation:

Pa1 = Pµ1 + Pd1 + Pac (14)

Total active power in the magnetic period can be calculated by the following equation:

Pr1 = Prm1 + Prc + Prg (15)

The apparent power in the nonmagnetic period can be calculated as follows:

P01 =
√

P2
a1 + P2

r1 (16)

Then, the power factor cos ϕ in the nonmagnetic period can be calculated as follows:

cos ϕ = Pa1/P01 (17)

The electrical thermal effective in the nonmagnetic period can be calculated as follows:

η1 = ηe1 · ηt1 =
Pµ1 + Pd1

Pa1
×

Pµ1

Pd1 + Pu1
(18)

In this work, a medium-frequency induction furnace with a length of 700 mm was inves-
tigated, in which process, three steel blanks were heated. The length of the induction coil of
electric furnace was 650 mm; the inner diameter of coil was 130 mm; the thickness of guard plate
at both ends was 50 mm; the thickness of the insulation layer was 20 mm. In addition, there
were three triangle shaped heat-resistant steel pipes with the diameter of 20 mm in the induction
furnace, one of which was used as the limit rail, while the others were used for the blank pulley.
In the process of non-magnetic heating, the temperature of the heated cylindrical material was
heated from 800 ◦C to 1200 ◦C, and the maximum temperature difference between the center
and the surface was 100 ◦C. The thermal effective of the induction furnace η1 is important, and it
directly reflects the economic efficiency of the induction furnace. Thus, the optimization of the
thermal effective η1 of the medium-frequency induction furnace is to solve the global maximum
optimization problem. The objective function selected in the process of optimization is shown
as follows: 

maxη1( f , d)
a1 ≤ f ≤ b1
a2 ≤ d ≤ b2

(19)
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where d is the diameter of heated cylindrical material; f is the power frequency.
Thus, the one-dimensional self-mapping can be defined as follows:{

xn+1 = sin(2/xn) n = 0, 1, 2, · · · , N
−1 ≤ xn ≤ 1 xn 6= 0

(20)

2.2. An Adaptive Mutative-Scale Chaos Immune Optimization Algorithm

In general, the artificial immune algorithm always uses the evolutionary algorithm
or matching algorithm to achieve the purpose of data training and immune memory.
According to the research experience of previous scholars, the evolutionary algorithm has a
better adaptive performance than the matching algorithm [47]. Therefore, the evolutionary
algorithm with the better adaptability was employed to carry out the next research work in
the paper. The main steps of the chaotic immune clustering algorithm are as follows:

Step 1: Distinguishing and input of antigens {Ag}. According to Equation (20), the
chaotic variables of random initialization antibody {Ag} can be generated within the finite
region (0, 1). In addition, the random variables of the input antigen are standardized.

Step 2: Each antigen is defined in turn according to the different requirements.
Step 2.1: The affinity of each antibody and antigen should be calculated by the follow-

ing Equation (21) in turn.

aij =

(
n

∑
k=1

(Abik − Agjk)
2

)1/2

(21)

where aij is the affinity; Abi is the antibody; Agj is the antigen.
Step 2.2: The occurrence of cell differentiation. Antibodies with the highest affinity

with the antigen are selected as the differentiated cells of the memory network.
Step 2.3: The antibodies with the high affinity are cloned. In general, excellent network

cells with the highest affinity will clone more cells Nc.
Step 2.4: The mutation operation is carried out by the cloned cells. The equation can

be expressed as:
C = C− α(C− X) (22)

where C is the cloned antibody; X is the antigen cell; α is the mutation rates.
Step 2.5: If the number of cloned cells is not enough, the affinity of the cloned antibody

is recalculated according to Step 2.1. The excellent mutation network cells are selected as
the data set of the memory cell (Mp).

Step 2.6: The similarity of each antibody should be calculated by the following equa-
tion. When the similarity of the antibody is less than the value domain (δs), the antibody
is selected in the data set of the memory cell (Mp). The similarity of antibody sij can be
calculated by the following equation:

sij =

(
n

∑
k=1

(Abik − Agjk)
2

)1/2

(23)

Step 3: A new memory data set (M) is obtained by combing the data set of the memory
cell (Mp) and memory data set.

Step 4: Select good individuals and carry out chaos search. Suppose that the excellent
individual is ζ and the chaos search is carried out. The reduction in search range can be
calculated by the following equation:{

a′i = ξi − φ(bi − ai)
b′i = ξi − φ(bi − ai)

(24)

where ϕ is constriction factor, the clearance is in the region of (0, 0.5).
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In order to prevent the calculated value from crossing the value range, the following
assumptions should be made. If ai

′ < ai, then bi
′ < bi; on the contrary, if ai

′ > ai, then bi
′ = bi.

The vector of the excellent individuals selected in the new area can be expressed as:

Yi =
ξi − a′i
b′i − a′i

(25)

The new chaotic variable is formed by the linear combination of vector and individual.
In addition, an automatic adjustment coefficient βi (0 < βi < 1) is introduced and employed
to search.

Thus, the new search can be expressed as:

ξ ′i,n+1 = (1− βi)Yi + βiξi,n+1 (26)

The automatic adjustment coefficient can be determined by the following equation:

βi = 1− (
K− 1

K
)

m
(27)

where m is an integer, and K is the number of iterations.
Step 5: In order to improve the convergence speed of calculation, some individuals

can be selected to replace the individuals with poor affinity, according to Equation (20).
Then return to Step 2 until network convergence, when the network size and cell distance
mean change little or remain unchanged.

2.3. Astringency of Adaptive Mutative-Scale Chaos Immune Optimization Algorithm

The adaptive chaos immune optimization algorithm with mutative scale belongs to
the descent algorithm. In the process of calculation, the algorithm can overcome the failure
of the chaotic algorithm and make up for its shortcomings. Thus, its accuracy is better
than that of the immune algorithm. In addition, the algorithm shows a good convergence.
Firstly, it is assumed that R0 is the neighborhood of global optimal solution ζ*. Secondly,
the sequences ζi generated by the optimization algorithm of adaptive variable scale chaotic
immune is the set Ai in the neighborhood of global optimal solution. It can be found
A1 ⊂ A2 ⊂ · · · Ai ⊂ · · · . The probability measure is monotonically decreasing. Finally, the
P(Ai) ≤ 1 can be expressed as:

lim
i→∞

P(Ai) = P(
∞
∪

i=1
Ai) = 1 (28)

An arbitrary positive number θ is selected in the finite region (0, 1). Then, there is a
positive number N. When the n > N, there is P(AN) ≥ 1− θ, P(AN) < θ. Thus, it should
be satisfied with P(An, n > N) ≤ εi−N . If n is large enough, the algorithm can obtain the
global optimal solution with 100% probability.

2.4. Optimization Algorithm Validation

Each node mainly consists of two functions: one is to transmit data, while the other
is to act as the routing function of other nodes in Mobile Ad Hoc Networks (MANETs).
The routing from each node to other nodes mainly depends on all nodes participating
in the connection in the system. In general, the network attacks are very common in
routing protocols for MANETs. Therefore, taking an example for Ad Hoc on Demand
Distance Vector Routing (AODV) protocol in the paper, it mainly considers two typical
Dos attacks (FFRR and black hole). In the process of an FFRR attack, the malicious nodes
will produce many ROUTE_RE_QUESTs, then many network resources and significant
amounts of broadband are occupied, resulting in failure. In addition, in the process of
a black hole attack, a malicious node that has the shortest and best path broadcasts to
other nodes around it, then continuously sends ROUTE_REQUEST, which will eventually
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capture the whole network, resulting in failure. This is akin to forming a black hole that
only absorbs data.

The MANETs anomaly detection system is very complex. Each node and its adjacent
nodes have their own characteristics. For instance, there are more than 100 features related
to traffic alone in the AODV routing protocol. In order to reduce the computation load
and time, four features of DoS attack are selected and employed to analyze. The traffic
characteristics of adjacent nodes are shown in Table 1. In the calculation process, the
10-folder cross validation method is used to segment, train, and detect the data, and then
the average value is taken as the final value.

Table 1. Traffic characteristics of adjacent nodes.

Item Detailed

NBRecv Number of data accepted by adjacent nodes
NBSent Number of data sent by adjacent nodes

NBRrepSent The number of RREQ packets accepted by adjacent nodes
NBRreqSent The number of RREQ packets sent by adjacent nodes

In the paper, the ns2 2.3.0 simulation platform of a network attack was employed to
investigate the optimization algorithm of adaptive variable scale chaotic immune in the
AODV routing protocol. In addition, the simulation time was 800 s in the calculation process.
Generally, the intrusion detection performance can be evaluated by detection rate. The
simulation was carried out, and Figure 2 shows the detection rates of ACIOA, the RANDOM
algorithm, and the particle swarm optimization (PSO) algorithm when noise data and
training data sets are 10% and 100, respectively. It can be observed that the improved
ACIOA had the fastest convergence speed and the highest iterative accuracy. Moreover, the
optimization algorithm can significantly improve the computational efficiency and reduce
the calculation time. Thus, the improved adaptive chaotic immune optimization algorithm
has obvious advantages.
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Figure 2. The detection rates (Noise level is 10%).

2.5. Validation of the Model and Methods

In this paper, the ACIOA was used to optimize the medium-frequency induction
furnace. The results of optimization and non-optimization are shown in Table 2, respectively.
In general, the active power, total heat loss power, and excessive clearance reactive power
ere the main reasons for the decrease in power factor and thermal effective of the induction
furnace. It can be seen that the system power factor and thermal effective of the induction
furnace in the frequency domain were better than before. When the diameter of heated
cylindrical material was 103 mm and the power frequency, the power factor and thermal
effective were greatly improved. For instance, the power factor increased from 0.156 to
0.400, and thermal effective increased from 54.7% to 77.2%.
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Table 2. Comparison of medium-frequency induction furnace parameters in the non-magnetic period.

Item T/s D/mm F/Hz Pµ1/kW Pa1/kW Pr1/kVar η1/%

Before optimization 100 71 103 50.7 92.6 578.1 54.7
After optimization 110 104 1151 64.4 119.4 273.1 77.2

3. Results and Discussion
3.1. Energy Effectiveness Analysis on Medium-Frequency Induction Furnace
3.1.1. Power Analysis

As for the heating process of the intermediate-frequency induction furnace, the active
power Pa of induction heating can be expressed as follows:

Pa = Pam + Pac = Pu + Pd + Pac (29)

where Pam is the active power of the material, Pam = Im
2Rm, W; Im is induced current of

the material, A; Rm is the resistance of material, Ω; Pac is the active power of the induction
coil, W; Pac = Ic

2Rc, W; Ic is induced current of induction coil, A; Rc is the resistance of
induction coil, Ω; Pu is useful power for heating the material, W; Pd is heat loss power for
heating the furnace wall and the atmosphere, W.

On the other hand, since the induction coil (inductor L1) and material (inductor L2) are
energy storage elements, electric energy should be stored when the current flows. This part
of power is called reactive power Pr. The magnetic force line generated by the induction
coil does not cut the material in the gap between the material and the induction coil, and
the reactive power Pr of induction heating is expressed as follow:

Pr = Prm + Prg + Prc (30)

where Prm is the reactive power of the furnace burden, W; Prg is the reactive power of the
gap, W; Prc is the reactive power of induction coil, W.

3.1.2. Electrothermal Efficiency Analysis

The thermal efficiency of the medium-frequency induction furnace is related to the gap
between the inductor and the material, the ratio of material diameter to current penetration
depth, and the thermal conductivity of the material, and the value range of its thermal
efficiency ηr usually meets ηr = 0.7~0.9.

The research shows that the electric efficiency of the medium-frequency induction
furnace is related to the gap between the material and the inductor, the inter turn gap
among the inductors, the depth of current penetration, and so on. Under ideal conditions,
its electrical efficiency ηd is of a limit electrical efficiency, namely:

ηd =
1

1 +
√

ρc/(ρmµm)
(31)

where ρc and ρm are resistivity of inductor and material, respectively, Ω·m; µm is relative
permeability of material.

For water-cooled steel sensors, resistivity ρc of the inductor is a fixed value, so the
electrical efficiency depends on the nature of the material. Electrothermal efficiency η of
the medium-frequency induction furnace is the product of its electrical efficiency ηd and
thermal efficiency ηr, namely, η = ηd·ηr. There is a contradiction between electrical effi-
ciency ηd and thermal efficiency ηr. For example, increasing the thickness of the insulation
layer is conducive to improving the thermal efficiency ηr, but ratio increase of D/d (D is
the inner diameter of the inductor and d is the diameter of the furnace burden) will reduce
the electrical efficiency ηd. Moreover, increasing the power supply frequency is conducive
to improving the electrical efficiency, but reduces the thermal efficiency. Therefore, com-
promise conditions should be created to obtain higher electrothermal efficiency. Generally,
industrial production does not allow the electric heating efficiency to be lower than 0.5.
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As shown in Figure 3, there is a close relationship between electrothermal efficiency
and the ratio of d/δm (δm is the current penetration depth). The ratio increase of d/δm will
increase the electrical efficiency and decrease the thermal efficiency. When d/δm < 5, the
electric efficiency will change greatly, and the change is not obvious later.
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Figure 3. Thermal efficiency, electrical efficiency, and electrothermal efficiency of the medium-
frequency induction furnace. (a) thermal efficiency ηr; (b) electrical efficiency ηd; (c) electrothermal
efficiency η.

(1) As for material (such as aluminum) with small heat loss, low heating temperature,
high thermal conductivity, and low absorption capacity, its thermal efficiency is high
and the thermal efficiency change is small. In this case, the electrothermal efficiency
mainly depends on the electrical efficiency, and the electrical efficiency is close to the
maximum when d/δm is equal to 5.

(2) As for material (such as steel) with large heat loss, high heating temperature, low
thermal conductivity, and large absorption capacity, its thermal efficiency is low and
thermal efficiency changes greatly. In this case, the electrothermal efficiency has a
peak value. For cylindrical steel, the corresponding ratio of d/δm is about 3.5.

3.1.3. Power Factor Analysis

The power factor of the medium-frequency induction furnace can be expressed
as follows:

cos ϕ =
R
Z

=
Pa

P0
=

Pam + Pac√
(Pam + Pac)

2 + (Prm + Prc + Prg)
2

(32)
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Equation (32) shows that the maximum power factor cosϕ of the medium-frequency
induction furnace is equal to 0.707 under ideal conditions (active power and reactive power
are equal), which is called the ideal power factor. Generally, for a material with infinite size
that is closely configured with the inductor, its active power is equal to reactive power, and
the power factor is 1/

√
2 when it is heated by the medium-frequency induction furnace.

Figure 4 shows the power factor of the medium-frequency induction furnace under
induction heating of infinite cylinder. As shown in Figure 4, the biggest impact of the D/d
(namely the gap between the material and the inductor) is usually on the cosϕ. Moreover,
the
√

2d/δm (namely, the relative thickness of material in current penetration direction) has
a significant impact on the cosϕ. Generally, the smaller the gap is, the higher the value of
the cosϕ is, and the value of the cosϕ changes due to the change in

√
2d/δm, and its value

is of the maximum when
√

2d/δm is about 3. Therefore, in order to enhance the value of
the cosϕ, the gap should be reduced as much as possible and the power frequency should
be selected appropriately.
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Figure 4. Power factor of the medium-frequency induction furnace under induction heating of
infinite cylinder.

3.2. Effect Analysis on Energy-Effectiveness Enhancement of Medium-Frequency
Induction Furnace

In this section, the ACIOA is used to optimize the medium-frequency induction
furnace. In addition, a comparison between the Kernel Farthest-First (KFF) algorithm, the
RANDOM algorithm, ACIOA, and the particle swarm optimization (PSO) algorithm are
conducted, and the applicability verification of the selected features is also carried out.

3.2.1. Diameter of Heated Cylindrical Material

The effect of the diameter of heated cylindrical material on circuit performance param-
eters was shown in Figure 5. It can be seen that the optimal power frequency of electric
furnaces decreases with the increase in the diameter of heated cylindrical material when the
ratio of diameter to current penetration depth is constant. Moreover, the optimal thermal
efficiency decreases slightly with the increase in the diameter of the heated cylindrical ma-
terial. When the power frequency is appropriate, higher thermal effectiveness and power
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factor can be obtained, and the difference is not obvious. Nevertheless, with the increase in
the diameter of the heated cylindrical material, the input power of the inductor increases
correspondingly. However, the optimal power factor and input power increase with the in-
crease in the diameter of the heated cylindrical material. In addition, it can be observed that
the error of the improved method is the smallest and closest to the real value. For instance,
the maximum error of the improved method is 4% in Figure 5a. However, the maximum
errors of KFF, Random, and PSO are 6%, 7.2%, and 7.8%, respectively. This is due to the
fact that the ACIOA has excellent global optimization and rapid convergence. Overall, the
proposed method indicates that it has good estimation accuracy in the same and different
working conditions of the training set. Esfahani et al. [48] have similar conclusions.
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Figure 5. Effect of diameter on circuit performance parameters. (a) power frequency; (b) thermal
efficiency; (c) power factor; (d) input power.

3.2.2. Thickness of Crucible Wall

The effect of thickness of the crucible wall on circuit performance parameters is shown
in Figure 6. It can be observed that the side-wall heat loss decreases with the increase in
thickness of the crucible wall. In addition, with the increase in the thickness of the crucible
wall, the thermal efficiency increases slightly, and the power factor decreases. The optimal
input power firstly decreases and then increases with the increase in thickness of the crucible
wall. This is due to the fact that the increased wall thickness of the crucible improves the
heat-preservation effect of the furnace. Similarly, the thermal efficiency improves to some
extent. In addition, the required input power is not significantly reduced, because the
heat loss of the crucible side wall accounts for a small proportion of the required power.
Moreover, the increasing thickness of the crucible wall increases the clearance between the
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inductor and the crucible, resulting in a sharp drop in power factor. Thus, it is not enough
to emphasize one side, but it should be considered synthetically from the whole angle.
Tkacheva et al. [49] have similar conclusions.
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Figure 6. Effect of thickness of crucible wall on circuit performance parameters. (a) side-wall heat
loss; (b) thermal efficiency; (c) power factor; (d) input power.

In addition, the analysis shows that the improved model can better forecast the oper-
ating parameters of the medium-frequency induction furnace. For instance, the maximum
error of the improved method is 2% in Figure 6d. However, the maximum errors of KFF,
Random, and PSO are 6.4%, 6.2%, and 5.4%, respectively. This is due to the fact that the
ACIOA has excellent global optimization and rapid convergence. Similarly, the improved
method has good estimation accuracy and excellent global optimization.

3.2.3. Fullness Degree of Induction Coil

The effect of the fullness degree of the induction coil on circuit performance parameters
was shown in Figure 7. It showed that the thermal efficiency increased with the increase
in the fullness degree of the induction coil. In addition, with the increase in fullness
degree of the induction coil, the power factor firstly increases, then decreases, and finally
increases. The greater the fullness of the inductor, the smaller the clearance between turns.
Thus, greater fullness of the inductor can reduce the power loss and improve the thermal
efficiency. With the increase in fullness of the induction coil, the increasing trend of the
power factor gradually slows down. In the design process, the fullness of the inductor
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should be as large as possible, in order to reduce the clearance between turns. In addition,
the analysis shows that the improved model can better predict the operating parameters of
the medium-frequency induction furnace.
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Figure 7. Effect of fullness of induction coil on circuit performance parameters. (a) thermal efficiency;
(b) power factor; (c) input power.

3.2.4. Ratio of Diameter to Current Penetration Depth

The effect of the ratio of diameter to current penetration depth on circuit performance
parameters is shown in Figure 8. It shows that the power frequency and thermal efficiency
increased with the increase in the ratio of diameter to current penetration depth. The input
power firstly decreases, then increases, and finally decreases with the increase in the ratio of
diameter to current penetration depth. It can be seen that it is very important to choose the
appropriate ratio of diameter to current penetration depth. If the penetration depth is too
small, the heating time becomes longer and the heat loss increases, which seriously reduces
the thermal efficiency and power factor. When the problem becomes more serious, it may
even happen that the temperature does not change in the heating process. However, when
the penetration depth is too large, the thermal efficiency reduces markedly and the electric
efficiency increases slightly. Thus, the thermal efficiency can be improved by increasing
power frequency. The increase in power frequency will lead to an increase in production
cost. Generally, the suitable ratio of diameter to current penetration depth is between
3.5 and 6.0. Similarly, the analysis shows that the improved model can better predict the
operating parameters of the medium-frequency induction furnace. Dou et al. [50] have
similar conclusions.
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Figure 8. Effect of ratio of charge diameter to current penetration depth on circuit performance
parameters. (a) power frequency; (b) thermal efficiency; (c) power factor; (d) input power.

3.2.5. Power Frequency

The effect of power frequency on circuit performance parameters is shown in Figure 9.
It shows that the current penetration depth decreased with the increase in power frequency,
and the thermal efficiency increased with the increase in power frequency. It can be seen
that high power frequency is beneficial to the improvements in power factor and thermal
efficiency. If the power frequency is too high, it will reduce the power factor and increase
the production cost. Thus, a suitable power frequency can effectively improve the power
factor and reduce the required power. In the design process, the suitable power frequency
should be considered. Only in this way can we save resources and improve efficiency. In
addition, the analysis also shows that the improved model can better predict the operating
parameters of the medium-frequency induction furnace.
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Figure 9. Effect of power frequency on circuit performance parameters. (a) power frequency;
(b) thermal efficiency; (c) power factor; (d) input power.
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As mentioned above, the ACIOA can use efficiency parameters to evaluate the effi-
ciency index of the medium-frequency induction furnace, and has very important engineer-
ing value for improving the work efficiency of medium-frequency induction furnaces. Thus,
the effect shows that the optimization algorithm is an accurate and fast block-matching
search algorithm.

4. Conclusions

Because of the increasing energy crisis [51–58] and environmental pollution [59–68],
it was investigated how to enhance energy-effectiveness of medium-frequency induction
furnace using ACIOA in this study. In the case of MANETs intrusion, three test functions
were analyzed and optimized using the ACIOA algorithm. In addition, the efficiency
parameters of the medium-frequency induction furnace were simulated and optimized
using this method. The main conclusions are as follows:

(1) Due to the good global optimization and fast convergence of ACIOA, the improved
method has the smallest error and is closest to the actual value. In addition, the method
has good estimation accuracy for both similar and different operating conditions of
the training set.

(2) The optimization algorithm can continuously modify the variable search space and
take the optimal number of cycles as the control index to carry out the search. It can
reduce the influence of noise on the performance of the intrusion systems.

(3) Because the increase in crucible wall-thickness improves the insulation of the furnace,
the optimal input power is first reduced and then increased. Again, the improved
method has good estimation accuracy and global optimization capability.

(4) The suitable ratio of diameter to current penetration depth is between 3.5 and 6.0,
and is beneficial to the improvements in power factor and thermal efficiency. The
side-wall heat loss decreases with the increase in the thickness of the crucible wall. In
addition, increasing thickness of the crucible wall increases the clearance between the
inductor and crucible, resulting in a sharp drop in power factor.
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