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Abstract

:

Mechanical loads considerably impact wind turbine lifetime, and a reduction in this load is crucial while designing a controller for maximum power extraction at below-rated speed (region II). A trade-off between maximum energy extraction and minimum load on the drive train shaft is a big challenge. Some conventional controllers extract the maximum power with a cost of high fluctuations in the generator torque and transient load. Therefore, to overcome the above issues, this work proposes four different integral synergetic control schemes for a wind turbine at region II using a two-mass model with a wind speed estimator. In addition, the proposed controllers have been developed to enhance the maximum power extraction from the wind whilst reducing the control input and drive train oscillations. Moreover, a terminal manifold has been considered to improve the finite time convergence rate. The effectiveness of the proposed controllers is validated through a 600 kW Fatigue, Aerodynamics, Structures, and Turbulence simulator. Further, the proposed controllers were tested by different wind spectrums, such as Kaimal, Von Karman, Smooth-Terrain, and NWTCUP, with different turbulent intensities (10% and 20%). The overall performance of the proposed and conventional controller was examined with 24 different wind speed profiles. A detailed comparative analysis was carried out based on power extraction and reduction in mechanical loads.
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1. Introduction


Over the years, worldwide annual energy demand has increased due to industrial development and living standards. However, this rapid expansion and reduction in fossil fuels directed more attention towards renewable energy resources [1,2]. As a result, wind energy is a prominent developing source among other renewable energy sources. In addition, the total capacity of wind energy reached 847 GW in 2021, with a 14% growth compared to 2020 [3].



Wind Turbines (WTs) are majorly classified into two categories, such as Fixed-Speed WTs (FSWTs) and Variable-Speed WTs (VSWTs). However, VSWTs have many advantages over FSWTs. For instance, the VSWTs produce more annual energy yield than FSWTs [4]. In VSWT, Maximum Power Extraction (MPE) and transient load reduction are two significant factors. The operating regions of the VSWT are illustrated in Figure 1. In Region I (below cut-in wind speed), the available power in this region is lower than the WT losses. For this reason, the turbines are at a standstill condition. At below-rated wind speeds (Region II), WT extracts maximum power from the wind while reducing mechanical loads. In this region, the generator torque acts as a control input to the WT with an optimal pitch angle. In Region III (above-rated wind speed), the turbine limits the power capture at a rated value to protect against damage to the turbine. In this region, the pitch angle acts as a control input to the WT. Finally, Region IV refers to the above cutoff wind speed, and the turbines are at a standstill to avoid damaging turbine components.



This work focused on Region II, where torque control is essential to acquire the MPE whilst the oscillation on the transient load must be minimized. Therefore, achieving the MPE in the presence of uncertainties, unknown disturbances, and varying wind speeds is challenging for the torque controller. A detailed analysis of WT generators and power converters is presented in the Refs. [5,6]. An extensive investigation was conducted in the Ref. [7] for fault diagnosis, prognosis and resilient control methods for WECS. Classical controllers such as PI and PID are extensively utilized for MPE [8,9]. In the Ref. [10], the combination of PI control with the gain schedule method was adapted for better power capture. However, these classical control methods would not be able to consider the nonlinearities and do not take into account the dynamics of the wind and WT.



Nonlinear controllers play an influential role in MPE due to their variable structure and finite time reachability. Additionally, these control techniques have the following merits: robustness against parameter uncertainty, external disturbances, and unmodeled dynamics. Beltran et al. proposed sliding mode control (SMC) to ensure the stability of the WT concerning minimal and nonminimal phase regions with ideal feedback [11]. The performance of the controller is validated by a 1.5 MW National Renewable Energy Laboratory (NREL) wind turbine simulator. However, the rotor speed is not limited to the nominal value, which leads to high mechanical stress on the drive train. In the Ref. [12], four different SMCs were compared and concluded and the super-twisting algorithm presented the most promising performance in Region II than others. A super-twisting with variable gain has been designed for MPE and compared with the existing super-twisting control [13]. Additionally, a Lyapunov candidate function is utilized to confirm the stability of the algorithm. Nonlinear static and dynamic feedback linearization controllers with a Newton Raphson (NR)-based wind speed estimator for a single mass model and two mass-model of the VSWT were addressed in the Refs. [14,15] respectively. However, the efficacy of the controllers relies on the error dynamics, which may introduce high oscillations in the control input during highly turbulent wind speeds. In the Ref. [16], two sliding mode control (SMC) approaches were proposed for MPE. Moreover, the first strategy utilizes a wind speed estimator, and the second uses MPPT to achieve better tracking performance. In the Ref. [17], the authors discussed SMC and integral sliding mode control (ISMC) with a wind speed estimator for MPE in Region II. In addition, a detailed comparative analysis was presented and concluded that ISMC performs better than others. In the Ref. [18], a nonlinear controller with a variable parameter was implemented for MPE, where the proposed controller minimized the oscillation in the drive train by adjusting the control parameter. Authors in the Ref. [19] designed a multivariable gain scheduling controller in a transient zone and a monovariable controller was designed for regions II and III. In addition, a gain scheduling block was also utilized in the multivariable controller to smooth the transition between the regions. A current decoupling control was proposed in the Ref. [20] for the DFIG offshore floating WT system to achieve the MPE. In addition, the ISMC was employed to compensate for output error in the open-loop controller, and the parameters of this controller were optimized by Gray Wolf Optimization (GWO).



Three different synergetic control schemes for a two-mass model of VSWT with a wind estimator were presented in the Ref. [21]. Simulation results demonstrate that an integral controller based on the synergetic terminal improves transient load reduction over conventional controllers. Authors in the Ref. [22] proposed fast terminal synergetic control (FTSC) to enhance speed tracking and improve the MPE. The macro-variable in the FTSC enriches the convergence speed and reduces the chattering action of the control input. In the Ref. [23], two sliding surfaces, such as a proportional integral derivative (PID) sliding surface and a combination of a nonlinear terminal sliding surface with a PID sliding surface, were proposed to improve the performance of MPE and reduce mechanical stresses in region II. In addition, these strategies address the effects of parametric uncertainties, unmodeled dynamics, and external disturbances. In the Ref. [24], extreme machine learning was proposed to forecast wind speed, and state feedback control was employed to track the MPE. In the Ref. [25], the authors presented two nonlinear control approaches using an optimal fractional high-order fast terminal sliding mode (FHOFTSM) proposed to ensure the MPE and minimize the mechanical loads. The design process of FHOFTSM has two stages. In the first stage, an optimal controller is designed to minimize the nominal error based on the quadratic performance index. In the second stage, the switching controller is designed based on a fractional high-order and fractional nonsingular fast terminal sliding manifold. In the Ref. [26], a complementary SMC was proposed to improve the MPE at region II for VSWT. In the Ref. [27], a nonlinear terminal integral SMC was proposed for MPE in VSWT and implemented in a FAST simulator with nine degrees of freedom (DOFs). A super-twisting SMC (STSMC) with anti-disturbance capabilities was proposed in the Ref. [28] for doubly-fed induction generator-based WECS. In addition, an artificial neural network was utilized to enhance the performance of the STSMC. The authors in the Ref. [29] proposed the ISMC to improve MPE and reduce transient loads for large-scale WTs. Additionally, the proposed controller enhanced the chattering-free electromagnetic torque. In the Ref. [30], reference model adaptive control was proposed to achieve the MPE in WECS under realistic wind speed profiles. In addition, a recurrent neural network (RNN) was used to improve the measurement error. However, the above methods are complex, and the influence of the control input on the low-speed shaft torque measures the transient load on the drive train. Therefore, this work aims to design the controllers to mitigate the transient load and improve the MPE.



The main aim of the work was to extract the MPE at region II with minimum oscillation on the control input and low-speed shaft torque. Some conventional controllers are designed to improve the MPE with the cost of high control input. However, those control strategies introduce more stress on the drive train, which significantly affects the lifetime of the wind turbine. In WTs, a reasonable compromise should be made between energy extraction and dynamics loads on the drive train, which have become critical issues. Therefore, to address the issues, four different synergetic control schemes for VSWT at region II are proposed: integral synergetic control (ISC), terminal integral synergetic control (TISC), modified integral synergetic control (MISC), and terminal modified integral synergetic control (TMISC). In addition, the proposed controllers were designed based on the synergetic control theory, which considers the nonlinear dynamics of the WT using a two-mass model with a wind speed estimator.



The following are the significant contributions of this article.



	
The integral-based macro-variable is employed for designing the synergetic control schemes to enhance MPE from wind at region II whilst reducing control input and drive train oscillations.



	
A terminal synergetic manifold has been considered to improve the finite-time convergence rate. By utilizing these control strategies, the MPE can be improved with a minimum control input. Additionally, this terminal-based integral manifold has achieved better performance than other controllers.



	
A 600 kW FAST simulator is used to test the effectiveness of the proposed controllers. Moreover, various wind spectral models, such as Kaimal, Von Karman, Smooth-Terrain, and NWTCUP, with different turbulent intensities (10% and 20%) and mean wind speeds (7m/s, 8m/s and 8.5m/s), are examined for each controller.



	
Finally, the overall performance of the proposed controllers was evaluated based on the 24 different wind speed profiles, and an extensive comparative analysis has been presented.







2. Wind Turbine Modeling


The dynamic modelling of the VSWT is described in this section. In addition, the model comprises aerodynamic & turbine characteristics and dynamics of a generator.



Description of the Model


The dynamic loads and interaction of the multiple components of WT require aeroelastic simulators. However, the mixture of aerodynamic loading and dynamics of various features demands a complex simulator. Therefore, many researchers have focused on structural loads and the aeroelasticity of the WT. This work mainly focuses on controller design for VSWT, so those complex simulators are unnecessary. A simplified mathematical model of WT exists in the literature, and those models are sufficient for controller design. A set of nonlinear differential equations describes the mathematical model of the WT with a limited DOF. The proposed controllers were designed based on the mathematical model of the WT for MPE.



The VSWT comprises the following major components, such as the aeroturbine, generator, and gearbox. Equation (1) describes the aerodynamic power (  P a  ) which is captured by the rotor.


   P a  =  P ω   C p   λ , β   



(1)




where    P ω  =  1 2  ρ A  υ 3   , where  ρ  is the density of the air (   k g   m 3   ), A is the rotor area in (  m 2  ) and  υ  is the wind speed (  m s  ).



The WT power coefficient (  C p  ) relies on the tip speed ratio ( λ ) and blade pitch angle ( β ). The tip speed ratio is defined as


  λ =    ω r  R  υ   



(2)







From Equation (2), it is clear that any change in wind speed or rotor speed produces a variation in the tip speed ratio, which causes variations in the power coefficient. The relationship between aerodynamic torque (  T a  ) and aerodynamic power is given by (3).


   P a  =  T a   ω r   



(3)




where


   T a  = 0.5 ρ π  R 3   C q   λ , β   υ 2   



(4)






   C q   λ , β  =    C p   λ , β   λ   



(5)







Figure 2 depicts the power coefficient of the WT considered for this work. The surfaces of this figure were obtained using the blade element moment theory, which was implemented in the WT performance code and developed by NREL [31,32]. Finally, the look-up tables were utilized to execute these surfaces in the mathematical model of the WT.



The aerodynamic torque drives the inertia of the rotor (  J r   (kg m2)) at a speed of   ω r  . Equation (6) describes the dynamics of the rotor.


   J r    ω r  ˙  =  T a  −  T  l s   −  K r   ω r   



(6)







The braking torque in the rotor is influenced by the low-speed shaft torque (  T  l s    (Nm)), which is caused by the two angular velocities, such as the rotor speed and the low-speed shaft speed.


   T  l s   =  K  l s     θ r  −  θ  l s    +  B  l s     ω r  −  ω  l s     



(7)




where   K  l s    and   B  l s    are the shaft damping (Nm/rad/s) and stiffness coefficient (Nm/rad), respectively. The high-speed shaft torque (  T  h s   ) drives the generator inertia (  J g   (kg m2)) and is braked by the electromagnetic torque (  T  e m   ). Equation (8) describes the dynamics of the generator.


   J g    ω g  ˙  =  T  h s   −  K g   ω g  −  T  e m    



(8)







The gearbox transmits the torque and speed of the shaft in a gear ratio (  n g  ). Equation (9) refers to the ideal gearbox.


   n g  =   T  l s    T  h s    =   ω g   ω  l s    =   θ g   θ  l s     



(9)







The modelling of WT requires more additional mass and DOFs. In the Ref. [33], the WT model was developed with the assumption of flexibility on low- and high-speed shafts. In addition, some complex modelings are also considered for aeroturbines, where many rigid bodies are included [34,35]. In the Ref. [36], the authors discussed the six-mass, three-mass, and two-mass drive train models of the VSWT for transient stability analysis of the power system. This study concluded that the two-mass model is adequate for transient stability analysis with reasonable accuracy. Three different power electronics topologies with three different mass models were studied in the Ref. [37]. This study suggests that the three-mass model is useful for assessing the harmonics of the WT. In the Ref. [38], the structural dynamics of the rotor of FSWT and VSWT were analyzed. In this, both the shaft and the blade flexibilities increase the order of the model. Therefore, an adequate two-mass model has been considered with a reduction in the three-mass model. From the above discussion, it can be concluded that an effective two-mass model is sufficient to design the nonlinear controller for MPE.





3. Problem Formulation


The primary operating regions of the VSWT are given at wind speeds below and above. This work focuses mainly on Region II, and the main control objectives are as follows: (i). Extracts the maximum power. (ii). Reduction in transient loads.



Generally, the power capture curve has a unique maximum corresponding to wind power.


   C p    λ  o p t   ,  β  o p t    =  C  p  o p t     



(10)






   λ  o p t   =    ω  o p t   ∗ R  υ   



(11)







For MPE, the blade pitch angle is kept at optimal value   β  o p t   . Further, to maintain  λ  at its optimal value, the rotor speed should track the reference speed. Equation (16) represents the reference rotor speed (  ω  r e f   ).


   ω  r e f   =    λ  o p t   ∗ υ  R   



(12)







From the above expression, it is clear that the shape of the reference rotor speed is similar to wind speed. Therefore, an optimal controller should track the reference rotor speed with minimum control stress and transient loads. Typically, the time constant of the electrical system is much smaller than the other components in the WT. Thus, there are two control cascade loops, namely the inner and outer loops. The inner loop takes into account an electrical generator and a power converter. In contrast, the outer loop considers an aeroturbine, which supplies a reference to the inner loop. Consider the assumption that the inner loops are well-controlled. However, this work mainly concentrates on designing a nonlinear controller for Region II, and the conventional pitch controller is adapted for Region III.



Effective Wind Speed Estimator


An anemometer is typically placed on the top of the nacelle to measure wind speed. This measured wind speed is defined as a point wind speed, which cannot be used to compute the effective wind speed. As the wind speed changes over the rotor-swept area, finding the effective wind speed is challenging. Thus, the effective wind speed is related to the aerodynamic torque and expressed in Equation (13).


   T a  =  1 2  ρ π  R 3   C q   ( λ )   v 2   



(13)




where    C q   ( λ )  =  C q   λ ,  β  o p t      However, to solve Equation (13), the   C q   can be approximated using the polynomial  λ .


   C q   λ  =  ∑  i = 1  n   a i   λ i   



(14)






    T ^  a  −  1 2  ρ π  R 3   C q       ω ^  r  R   v ^      v ^  2  = 0  



(15)







Therefore, to estimate the effective wind speed, the Newton–Raphson algorithm [14] is employed to solve the Equation (15). In addition,    C q   ( λ )    is approximated by the higher order polynomial of  λ  as given in Equation (14). Figure 3 presents the estimation of effective wind speed. For control purposes, the estimated reference speed is derived from the estimated effective wind speed, as given in Equation (16).


    ω  r e f   ^  =    λ  o p t   ∗  υ ^   R   



(16)









4. Nonlinear Controllers


This section presents the design of the proposed controllers, such as ISC, TISC, MISC and TMISC, based on the two-mass model of the WT. In addition, the stability of the proposed controller was validated by the Lyapunov function.



4.1. Integral Synergetic Controller


The tracking error (e) is described as follows:


  e =  ω r  −   ω  r e f   ^   



(17)







Generally, the synergetic controller achieves the reference point with finite time convergence. Figure 4 presents the control structure of the proposed algorithms. The macro-variable of the controller depends on the error and maintains the state of the system in a specific manifold    ψ 1   ( x , t )  = 0  . The integral synergetic controller is synthesized, and the macro-variable is defined as


   ψ 1  =  λ 1  e +  λ 2  ∫ e  



(18)




where (  λ 1  ,   λ 2  ) are positive constants. The main aim of the integral synergetic controller is to make the system on the manifold, provided the macro-variable is equivalent to zero. Equation (19) represents the dynamics of the macro-variable.


  T   ψ 1  ˙  +  ψ 1  = 0  



(19)







From the above equation, the control law relies not only on the macro-variable, but also on the control parameter (T). However, the design can decide the characteristics of the control law based on the selection of the macro-variable and control parameters. By taking the derivative of Equation (18),


    ψ 1  ˙  =  λ 1   e ˙  +  λ 2  e  



(20)




Combining Equations (17)–(19) guide to (21)


   λ 1   e ˙  +  λ 2  e =   −  ψ 1   T   



(21)




Substituting(6) into (21)


   λ 1     T a   J r   −   T  l s    J r   −    K r   ω r    J r   −    ω  r e f   ^  ˙   +  λ 2  e = −   ψ 1  T   



(22)






   T  e m   =   T a   η g   −    K r   ω r    η g   −  J g    ω g  ˙  −  K g   ω g  −    J r     ω  r e f   ^  ˙    η g   +   J r    λ 1   η g      λ 2  e +   ψ 1  T    



(23)







Equation (23) defines the final control law for integral synergetic control. A low-pass filter was utilized to approximate the time derivative by   s  1 + α s   . However, the simulation time was too long for quite a small selection of  α . Therefore, in this work, the  α  value chosen was 10.




4.2. Terminal Integral Synergetic Controller


The macro-variable defined in Equation (18) is considered, and the dynamics are defined as


  T    ψ 1  ˙   p q   +  ψ 1  = 0  



(24)




where p and q are odd integers and must meet the following condition,   1 < p / q < 2 .   Take the derivative of Equation (20) and substitute it into (24)


   λ 1     T a   J r   −   T  l s    J r   −    K r   ω r    J r   −    ω  r e f   ^  ˙   +  λ 2  e =   −   ψ 1  T    q p    



(25)






   T  e m   =   T a   η g   −    K r   ω r    η g   −  J g    ω g  ˙  −  K g   ω g  −    J r     ω  r e f   ^  ˙    η g   +   J r    λ 1   η g      λ 2  e +     ψ 1  T   q p      



(26)




Equation (26) defines the final control law for the integral synergetic control.




4.3. Modified Integral Synergetic Control


The macro-variable defined in Equation (18) is modified as follows:


   ψ 2  =  α 1   e  a b   +  α 2  e +  α 3  ∫ e  



(27)







Furthermore, to validate the above expression, the following condition must be satisfied, that is,   1 < a / b < 2   if a and b are odd integers. Equation (28) defines the dynamics of the macrovariable based on the modified macrovariable defined in Equation (27).


  τ   ψ 2  ˙  +  ψ 2  = 0  



(28)




Taking the derivative of the Equation (27) leads to Equation (29)


    ψ 2  ˙  =  α 1   d  d t    e  a b   +  α 2   e ˙  +  α 3  e  



(29)




Combining Equations (17), (27) and (28) leads to (30)


   α 2     T a   J r   −   T  l s    J r   −    K r   ω r    J r   −    ω  r e f   ^  ˙   +  α 1   d  d t    e  a b   +  α 3  e =    −  ψ 2   τ    



(30)




Further, to find the control input to the WT, the above equation is modified


      T  e m   =   T a   η g   −    K r   ω r    η g   −  J g    ω g  ˙  −  K g   ω g  −    J r     ω  r e f   ^  ˙    η g         +   J r    α 2   η g      α 1   d  d t    e  a b   +  α 3  e +    ψ 2  τ        



(31)




Equation (31) represents the modified integral synergetic control law for the WT to achieve MPE.




4.4. Terminal Modified Integral Synergetic Control


The macro-variable defined in Equation (27) is considered, and the dynamics of the macro-variable is defined as


  τ    ψ 2  ˙    p 1   q 1    +  ψ 2  = 0  



(32)




where p1 and q1 are odd integers and it should fulfil the following condition   1 < p 1 / q 1 < 2 .  



Combining Equations (17), (27) and (32) leads to (33)


   α 2     T a   J r   −   T  l s    J r   −    K r   ω r    J r   −    ω  r e f   ^  ˙   +  α 1   d  d t    e  a b   +  α 3  e =     −  ψ 2   τ     q 1   p 1     



(33)







Further, the above equation is modified to derive the terminal modified integral synergetic control law as the control input to the WT.


      T  e m   =   T a   η g   −    K r   ω r    η g   −  J g    ω g  ˙  −  K g   ω g  −    J r     ω  r e f   ^  ˙    η g         +   J r    α 2   η g      α 1   d  d t    e  a b   +  α 3  e +     ψ 2  τ     q 1   p 1         



(34)







In all the proposed control schemes, the dynamics of the macro-variable are a function of error. The difference between the control structures depends on the definition of the macro-variable and the structure of the macro-variable. Equations (18) and (27) represent the definition of the macro-variables, and Equations (19) and (24) present the dynamics of the macro variables.




4.5. Stability Analysis


In this study, to validate the stability of the proposed controller, the following Lyapunov function (   V  ϕ   ) was considered.


  V  ϕ  =  1 2   ψ  2  2   e   



(35)






   V ˙  =  ψ 2   e    ψ 2  ˙   e   



(36)






   V ˙  =  ψ 2   ( e )    ψ ˙  2   ( e )  =  α 1   d  d t    e  a b   +  α 2   e ˙  +  α 3  e  



(37)







The following equation was obtained by substituting the control law into (37).


   V ˙  =  ψ 2   e   −   τ   − 1      α 1   d  d t    e  a b   +  α 2   e ˙  +  α 3  e   



(38)






   V ˙  = −  ψ 2   e    τ  − 1     ψ 2   e   



(39)




Equation (39) modified as


   V ˙  = −   τ  − 1     ψ  2  2   e  , τ > 0  



(40)




The above equation shows the stability of the controller.





5. Validation Results


This section includes a detailed description of the Control Advanced Research Turbine (CART) WT model and an exhaustive analysis of the proposed and conventional controllers under various wind spectrum models and mean wind speeds.



5.1. Description about CART WT and FAST Model


The proposed controllers were validated through numerical simulations based on CART WT. The CART is the variable speed variable pitch WT with a squirrel cage induction generator. The generator is directly connected to the grid through a back-to-back Pulse Width Modulation (PWM) converter. It allows variable-speed operation by decoupling the rotor speed from the grid frequency. The generated power is injected directly into the grid by the supply-side converter. The front-end converter maintains the dc link voltage. A detailed description of the WT model is presented in the Ref. [39]. Figure 5 shows the wind speed that is generated by the SNWind. The Kaimal spectrum model with a turbulent intensity of 15% was considered to generate 600 s of wind speed. The sampling frequency of the wind speed depicted in Figure 5 is 400 Hz.



The NREL develops the Fatigue, Aerodynamics, Structures, and Turbulence (FAST) aeroelastic WT code and is employed to model two- or three-blade machines. Furthermore, WT designers used this code to forecast extreme and fatigue loads. The assumed model approach is used to represent the blade and tower components, while rigid bodies are used to describe the other components. Advanced certified codes are utilized to model the behavior of the WT. The blade element momentum (BEM) and a multicomponent wind speed profile are employed to find WT loads. Additionally, this code is certified by the Germanischer Lloyd (GL) WindEnergie GmbH [40]. Due to the above reasons, the proposed controllers have been verified by the FAST codes. This work considers the following DOFs: generator, rotor speed, and blade teeter. The DOFs for the generator and rotor speed are responsible for variations in the generator speed and drive train flexibility. In addition, the DOFs corresponding to the blade teeter include the asymmetric wind load across the rotor plane.




5.2. FAST Model Results


The main aim of the controllers is to optimize MPE while simultaneously reducing torque variations in the generator. Furthermore, torque variations could lead to increased mechanical stresses on the turbine. Consequently, optimal tracking of the rotor speed is impossible due to the rotor dynamics. Thus, intermediate tracking dynamics must be chosen to balance energy capture with reducing dynamic loads. Figure 6 and Figure 7 show the comparison of the rotor speed of all controllers. According to these figures, conventional and proposed controllers closely track the reference speed. However, the amount of control input required for an adequate tracking response must be considered to evaluate controllers. Furthermore, the effectiveness of the controllers depends not only on the MPE, but also on the standard deviation (STD) of the   T  e m    and   T  l s   . The following criteria have been considered to evaluate controllers: electrical and aerodynamic efficiency, STD, and maximum value of   T  e m    and   T  l s   . Equation (41) is used to find the electrical and aerodynamic efficiency.


   η  a e r o    %  =    ∫   t  i n i     t  f i n     P a  d t    ∫   t  i n i     t  f i n     P  a  o p t    d t   ;  η  e l e    %  =    ∫   t  i n i     t  f i n     P e  d t    ∫   t  i n i     t  f i n     P  a  o p t    d t    



(41)




where    P  a  o p t    = 0.5 ρ π  R 2   C  P  o p t     υ 3    is the optimal power.



Figure 8 and Figure 9 represent the electromagnetic torque of the conventional and proposed controllers. From these figures, one can see that conventional controllers introduce numerous oscillations in the control input. The designed torque with SC, TSC and Int TSC is longer than the proposed controllers. It shows that these controllers have substantial effects on the drive train. Therefore, the mechanical stress delivered by these controllers is greater than the proposed controllers. At the same time, the proposed controllers have a comparatively lesser variation in the control input. A detailed comparative study of conventional and proposed controllers is presented in Table 1. In this table, TSC and TISC have the highest and lowest electrical efficiency, respectively. Although TSC has the highest efficiency, the STDs of   T  e m    and   T  l s    are higher than the proposed controllers. In addition, examining Table 1, the STDs of   T  e m    and   T  l s    of SC and TIMSC have the highest and lowest out of the other controllers, respectively. It implies that the transient load on the drive train for TMISC has lower variations than others. A reasonable trade-off should be made between energy extraction and load reduction. Therefore, this analysis concludes that the proposed TIMSC is an acceptable control scheme compared to other controllers, although it has a little less efficiency than ISC.



The different wind speed spectrum suggested by the International Electrotechnical Commission (IEC) was utilised to find the efficacy of the proposed controllers. Generally, the nature of the wind speed is highly unpredictable; simultaneously, the mean wind speed also varies with time. Thus, to accommodate these conditions, different spectral models have been studied in this work. As a result, the TurbSim generates different spectral models, such as Kaimal, Von Karman, Smooth-Terrain, and NWTCUP, with a mean wind speed of 7, 8 and 8.5 m/s. In addition, these spectral models have turbulent intensities of 10% and 20%. Therefore, each controller is tested with four spectral models with two different intensities. The proposed and conventional controllers simulated eight different wind speed profiles for each mean wind speed.



Figure 10 shows a boxplot for the proposed and conventional controllers for various spectral models and mean wind speeds. The evaluation of the controllers was examined on the basis of the electrical efficiency and STD of   T  e m    and   T  l s   . Initially, the controllers were tested with a mean wind speed of 7m/s and different spectral models and intensities. According to Figure 10a,b, TIMSC and SC have the lowest and highest STD of   T  e m    and   T  l s   , respectively. It indicates that TISMC can minimize the oscillation in the control input and drive train in the presence of the different spectral models and intensities. By examining Figure 10c, the electrical efficiency of TSC is the highest among all the controllers, but this controller introduces more oscillations than TISMC. However, ISC, TISC and MISC have the lowest STD of   T  e m    and   T  l s    than conventional controllers. Subsequently, the electrical efficiency is lower than that of TMISC. This analysis concluded that, at an average wind speed of 7 m/s with various spectral models, TISMC performs better than other controllers.



The same analysis was performed with a mean wind speed of 8m/s. By examining Figure 10d–f, the effectiveness of the proposed and conventional controllers is similar to the mean wind speed of 7 m/s. From these figures, it can be seen that the STD of   T  e m    and   T  l s    of MISC and TMISC are close. It implies that the amount of control input required to track the reference speed of both controllers is almost similar. However, the electrical efficiency of TMISC is slightly higher than that of MISC. In addition, the controllers are also tested with a mean wind speed of 8.5 m/s. According to Figure 10g–i, the TMISC has the lowest STD of   T  e m   , and the ISC has the lowest STD of   T  l s   , which indicates that the TMISC minimizes the oscillation at the control input and the ISC minimizes the oscillation of the drive train. From this analysis, at a mean wind speed of 8.5 m/s with high turbulent intensity, the TMISC introduces a slightly higher oscillation on the drive train than ISC. At the same time, TMISC maintains electrical efficiency despite changes in mean wind speed. However, the ISC has a lower electrical efficiency than all controllers for different wind speed spectrums and mean wind speeds. This investigation implies that even though TMISC has a slightly higher STD of   T  l s    than the ISC, the effectiveness of this control scheme is better than other controllers. The effectiveness of the controllers is analyzed during low and high turbulent intensities (10% and 20%) with different models of the wind spectrum. From the results, irrespective of the turbulent intensities, the proposed TMISC performed better in terms of electrical efficiency and lowest standard deviation of   T  e m    and   T  l s    than other controllers.



Figure 11 depicts a boxplot for the overall performance of the controllers. In the figure, 24 wind speed profiles are utilized to determine the overall effectiveness of the controllers. Figure 11a–c presents the overall STD of   T  e m   ,   T  l s    and electrical efficiency. It demonstrates that despite different spectral models and mean wind speeds, the TMISC has the lowest STD of   T  e m    and   T  l s    among other controllers. The performance of MISC is almost similar to that of TMISC because the overall performance of these two is identical with respect to the control input and oscillation in the drive train. However, considering the electrical efficiency, the TMISC is higher than the MISC. Thus, a fair trade-off has to be made between electrical efficiency and drive train oscillations. Therefore, at high wind speeds (near rated wind speed), the controllers, such as MISC and TISMC, perform similarly, whereas at low wind speeds (near cut-in wind speed), TIMSC performs better than MISC.





6. Conclusions


This paper addressed issues such as MPE and the reduction in transient loads in VSWT operating in region II. Four different integral synergetic control schemes based on the two-mass model of the WT with a wind speed estimator have been proposed. In addition, a terminal manifold improves finite-time convergence with a minimum control input. Furthermore, a 600 kW FAST wind simulator has been utilized to demonstrate the effectiveness of the proposed controllers and compare them with some conventional controllers. By comparing the performance of the controllers, MISC and TMISC performed much better than other proposed and conventional controllers. At the same time, the electrical efficiency of conventional controllers, such as SC, TSC, and Int TSC was slightly higher than that of the proposed controllers. However, the standard deviation of these controllers is very high compared to the proposed controllers. It implies that these controllers require a high control input for MPE whilst introducing more oscillations in the drive train. Furthermore, four different wind spectral models have been investigated with different turbulent intensities and mean wind speeds. From this analysis, the proposed TMISC achieves the control objectives at 7 m/s, and for 8 and 8.5 m/s. In the future, the proposed control schemes can adapt to the small WTs, and the extension of TMISC with an evolutionary algorithm will further improve the efficacy of the controller.
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Figure 1. Operating regions of wind turbines. 
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Figure 2. Power coefficient curve of the WT [31,32]. 
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Figure 3. Wind speed estimator. 
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Figure 4. Wind speed estimator. 
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Figure 5. Test wind speed. 
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Figure 6. Rotor speed comparison for SC, TSC and Int TSC. 
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Figure 7. Rotor speed comparison for ISC, TISC, MISC and TMISC. 
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Figure 8. Comparison of generator torques for SC, TSC and Int TSC. 






Figure 8. Comparison of generator torques for SC, TSC and Int TSC.



[image: Processes 11 00616 g008]







[image: Processes 11 00616 g009 550] 





Figure 9. Comparison of generator torques for ISC, TISC, MISC and TMISC. 
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Figure 10. Performance of the controllers for different spectral models and mean wind speed profiles. (a) STD of   T  e m    at 7 m/s (b) STD of   T  l s    at 7 m/s (c) Electrical efficiency at 7 m/s (d) STD of   T  e m    at 8 m/s (e) STD of   T  l s    at 8 m/s (f) Electrical efficiency at 8 m/s (g) STD of   T  e m    at 8.5 m/s (h) STD of   T  l s    at 8.5 m/s and (i) Electrical efficiency at 8.5 m/s. 
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Figure 11. Overall performance of the proposed and conventional controllers. (a) Overall STD of   T  e m   , (b) overall STD of   T  l s    and (c) overall electrical efficiency. 
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Table 1. Comparative analysis of controllers.
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	SC [21]
	TSC [21]
	Int TSC [21]
	ISC
	TISC
	MISC
	TMISC





	   η  e l e    (   %)
	75.7
	76.95
	76.08
	72.43
	72.39
	74.04
	75.07



	   η  a e r o    (   %)
	86.56
	85.59
	86.12
	81.26
	82.11
	85.09
	85.89



	std (  T  e m   ) kNm
	0.4741
	0.3294
	0.2589
	0.3022
	0.2707
	0.2084
	0.1913



	max (  T  e m   ) kNm
	3.101
	2.3048
	2.1052
	1.7629
	1.7537
	1.7001
	1.7352



	std (  T  l s   )kNm
	39.474
	26.641
	18.72
	14.636
	13.304
	9.0864
	8.558



	max (  T  l s   ) kNm
	212.2
	160.25
	134.44
	105.92
	106.11
	97.103
	96.309



	Mean (  P e  ) kW
	108.58
	109.78
	108.71
	103.85
	103.83
	106.33
	107.47
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