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Abstract: This study presents a novel hybrid framework combining feature selection, oversampling,
and machine learning (ML) to improve the prediction performance of vehicle insurance. The frame-
work addresses the class imbalance problem in binary classification tasks by employing principal
component analysis for feature selection, the synthetic minority oversampling technique for oversam-
pling, and the random forest ML classifier for prediction. The results demonstrate that the proposed
hybrid framework outperforms the conventional approach and achieves better accuracy. The purpose
of this study is to provide insurance managers and practitioners with novel insights into how to
improve prediction accuracy and decrease financial risks for the insurance industry.
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1. Introduction

The global insurance sector has seen continuous growth, with insurance premiums
rising by 2.9% in 2019. The vehicle insurance market is expected to grow at a CAGR
of 5.03% by 2024 [1], making it a crucial component of the economy. Vehicle insurance
provides financial protection against damage or injury caused by traffic accidents and also
protects against theft and other damage [2]. Specific terms, conditions and requirements of
automobile insurance differ from region to region based on local laws and regulations [3].
For example, some regions may require certain minimum levels of coverage, while others
may have specific rules about which types of vehicles can be insured. It is important for
vehicle owners to familiarize themselves with the specific terms and conditions of their
insurance policy.

In the insurance industry, the two most important factors are the risk of claim and
the contracted premium that acts as the source of expenditure and profit [2]. The risk of
claim—that is, the likelihood that a policyholder will make a claim for coverage—is a key
determinant in setting the premium. The premium—the amount that the policyholder pays
in exchange for insurance coverage—provides the insurance company with a source of
revenue. This revenue is used to cover the costs of administering the policy and to generate
profit for the company [3]. The balance between the risk of claim and the contracted
premium is crucial for the insurance industry, as it ensures that insurance companies
remain financially viable while providing coverage to policyholders. If the risk of claim is
too high, it can result in substantial losses for the insurance company, while a low premium
can result in inadequate revenue to cover costs and generate profit.

However, the insurance industry faces a challenge in estimating the expected cost of
insurance contracts and targeting the right prospects. Any insurance contract is considered
best when the contract sustains both insurance provider and consumer interests and
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simultaneously offers the most appropriate insurance to customers [4]. An insurance
company’s primary issue in providing appropriate insurance policies is to estimate the
expected cost of the insurance contracts. Targeting the right prospect is very important
in the insurance sector because contact between the insurer and consumer is rare, and
consumers perceive insurance “mostly as a necessary evil” [5].

Technology has played a significant role in the vehicle insurance industry through
the integration of automation and machine learning (ML). Traditionally, the process of
predicting customer adoption of vehicle insurance is manual and can depend on the
profile of the insurance holder and a number of other factors. Manual prediction requires
significant human expertise and time, which is not feasible for a large number of users.
In such cases, advanced techniques are required for rapid and accurate prediction [6].
Such approaches include ML, which can process large volumes of data and make accurate
predictions compared with traditional approaches. ML algorithms automatically learn
relationships among given data and make predictions based on learned relations, which
means that they perform better than the earlier manual paradigm [7]. For instance, the
success of ML has been driven by massive amounts of data, inexpensive data storage,
and powerful processing [8], which enable industries to develop robust ML models to
analyse big and intricate data simultaneously, delivering quicker and more useful results
on broad scales [9]. ML tools equip organizations to pinpoint moneymaking opportunities
and potential instability more quickly [10], so new techniques in ML are progressing swiftly
and have extended the application of ML to nearly every field [11,12]. Industries that need
to inspect a considerable amount of data efficiently and make accurate predictions have
moved towards ML as the best way to build a model, make strategies, and plan [12].

The vehicle insurance sector of the insurance industry faces an issue of class imbalance
in binary classification tasks, where one class has a disproportionate number of examples
compared to the other. However, there has been limited research based on ML in the vehicle
insurance domain, and the problem of class imbalance has not yet been explored. Feature
selection and dimension reduction are essential steps in an ML-based problem [13], as it
involves feature selection approaches through which the number of features can be reduced
by retaining as much information as possible from the original dataset [14]. In other words,
dimensionality reduction involves transforming data of higher dimensions into a lower
dimensional subspace while minimizing information loss. Thus, this research aims to
address the class imbalance problem in vehicle insurance by proposing a framework that
consists of two steps: feature selection and imbalance handling. Importantly, when working
with imbalanced datasets, many ML techniques ignore the imbalance, resulting in poor
performance for the minority class [15,16]. This type of model is not useful in real-world
scenarios since models are then biased towards one class, leading to misinformation. As
a result, the current study uses principal component analysis (PCA) for feature selection
and the synthetic minority over-sampling technique (SMOTE) for imbalance handling [17].
The proposed hybrid framework is evaluated using a dataset of customer adoption of
vehicle insurance.

The research gap in the field of vehicle insurance lies in the lack of attention paid to
the class imbalance problem. The research questions addressed in this study are: (1) How
effective is the proposed framework in addressing the class imbalance problem in vehicle
insurance? (2) How does the proposed framework compare with traditional approaches in
terms of accuracy and efficiency? The research objectives are to: (1) propose a framework for
class imbalance handling in vehicle insurance, (2) evaluate the effectiveness of the proposed
framework, and (3) compare the proposed framework with traditional approaches.

This study makes two significant methodological contributions.

• First, we combined PCA and SMOTE with an ML technique (random forest) and
proposed a framework that significantly improves the prediction performance as
compared with a conventional classifier. In doing so, we utilized PCA to perform
feature selection to identify the essential features for enhancing accuracy. Additionally,
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we employed SMOTE to address the class imbalance in vehicle insurance by generating
synthetic examples for the underrepresented minority class.

• Secondly, we propose the random forest classifier for prediction, developing a hybrid
random forest classifier that produces high accuracy.

In summary, this study aims to improve ML-based vehicle insurance prediction accu-
racy by proposing a novel framework involving feature selection using PCA, addressing
the class imbalance problem using SMOTE, and prediction using a random forest classifier.
Consequently, this proposed hybrid approach is called PS-RandomForest.

2. Literature Review

Customer adoption of vehicle insurance is a complex phenomenon that depends
on various factors, such as the company’s insurance policies. As such, the nature of the
company’s policies plays a crucial role in determining the level of customer interest. For
instance, a company that offers comprehensive coverage and competitive rates is likely to
attract more customers compared to a company that offers limited coverage and higher
rates. On the other hand, customer interest in vehicle insurance can be influenced by factors
such as driving experience, financial stability, and the likelihood of accidents.

Despite the significance of customer adoption of vehicle insurance, the literature on
predicting customer adoption of vehicle insurance using ML is limited. Most studies in this
area have focused on traditional statistical methods, such as regression analysis, rather than
advanced ML techniques, such as deep learning or reinforcement learning. This is partly
due to the lack of large, high-quality datasets that are necessary for training ML models.
However, some preliminary ML techniques such as association rules, classification, and
clustering are employed in distinct insurance domains to predict the product recommenda-
tion, premium rate, and insurance claim, forecast the chances and quantity of loss (risk),
and detect insurance claim fraud [18,19]. For example, Weerasinghe et al. [18] compared
ML methods to predict a policyholder’s claim size, comparing three ML methods, namely
neural networks, decision trees, and logistic regression and concluding that the neural net-
work had the best performance. Similarly, a study was conducted by Smith et al. [19], who
employed decision trees and neural network techniques to forecast whether the insurance
holder would file a claim or not.

Additionally, predicting customer adoption of vehicle insurance is a challenging task
due to the complex and dynamic nature of customer behavior. Despite these challenges, the
use of ML techniques in predicting customer adoption of vehicle insurance has the potential
to provide valuable insights into customer behavior and help insurance companies better
understand the factors that influence customer adoption.

In recent years, there has been a growing interest in using ML algorithms for predicting
customer decisions in the car insurance industry. For instance, Thakur et al. [20] conducted
a comparative study of a decision tree and a Bayesian classifier for online vehicle prediction.
Their findings showed that the decision tree algorithm outperformed the Bayesian classifier
in terms of accuracy and efficiency. However, this study only addressed the performance
comparison of two algorithms and did not consider the imbalanced class issue. Similarly,
Pesantez-Narvaez et al. [21] conducted a comparison between logistic regression and
XGBoost for motor insurance claim prediction using telematics data. The results indicated
that logistic regression was a better option due to its better understandability and adequate
forecasting capacity. The study also noted that a tuning procedure may be necessary to
optimize the results from XGBoost. However, as in the previous study, this study also did
not address the imbalanced class issue in vehicle insurance prediction.

Neumann et al. [22] conducted a study on the ML-based prediction of customer
decisions in car insurance, comparing decision trees, perceptrons, AdaBoost, logistic regres-
sion, and gradient boosting, along with feature engineering. The study demonstrated the
importance of ML in the car insurance industry.

Khalili-Damghani et al. [23] proposed a dual-stage clustering-classification technique
for advising appropriate insurance coverage for insurance holders. During the first stage,
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data were pre-processed, and insurance holders were clustered based on their records of
insurance coverage. The Davies–Bouldin metric was used to choose a clustering algorithm.
In the second stage, feature selection methods were used, and the selected feature was
input into a K-nearest neighbor classification algorithm. The study showed that the model
could suggest suitable insurance coverage based on customer characteristics.

Bian et al. [24] proposed a new driver risk classification classifier that examines the
driver’s risk level based on in-car sensor data. Their main objective was to improve the
classification accuracy of risk levels and offer improved performance and usability. The
authors developed a behavior-centric vehicle insurance pricing model (BVIP), which helped
in calculating the premium for a vehicle. The results showed that the prototype attained
good performance in terms of effectiveness and usability and improved the accuracy of the
risk level classification.

Wu et al. [25] explored the use of data-mining techniques such as KDD/DM for the
examination of decision rules to examine the potential customers for new and current
insurance products. The authors reported that these techniques are useful in identifying
the latent customers who could be interested in availing themselves of insurance services.

Kim et al. [26] proposed a framework for evaluating customer value and clustering
customers based on their value. The framework first evaluates the customer value and then
clusters them based on their characteristics. The authors used a decision tree for mining
the characteristics of customers and found that this method was effective in clustering
customers based on their value.

Kuo et al. [27] designed a mining framework that first segments the data and then
applies association mining rules for customer clustering. The authors used an ant system-
based clustering algorithm (ASCA) and ant K-means (AK) to cluster the database. The
results showed that the ant colony system-based association rules mining algorithm was
employed effectively to find the useful order for each customer group.

With this backdrop, the above studies highlight the potential of ML algorithms and
data-mining techniques in predicting customer decisions in the car insurance industry.
Although different ML algorithms have different strengths and weaknesses, choosing the
appropriate algorithm depends on the specific needs of the problem. Further research is
needed to optimize the results and enhance the performance of these algorithms.

The current study presents a novel framework to address the research gap in vehicle
insurance prediction by addressing the imbalanced class issue. The proposed framework
also employs feature selection techniques to select important features, which is a crucial
step in improving the accuracy and efficiency of the prediction models. The current study
aims to contribute to the literature by addressing the imbalanced class issue and providing
a comprehensive framework for vehicle insurance prediction.

3. Method

This study introduces a novel framework to alleviate the imbalanced class issue
in vehicle insurance prediction. The first step in the framework utilizes PCA, a feature
selection technique to select essential features, and SMOTE to solve the class imbalance
problem in the dataset. The second step uses the random forest classifier for prediction. As
compared to random forest classifiers, the proposed framework yields higher accuracy. The
section discusses the vehicle insurance prediction problem in detail, and the combination
of PCA, SMOTE, and random forest is proposed.

3.1. Predicting Customer’s Adoption of Vehicle Insurance

The goal of vehicle insurance is to predict whether a customer will adopt vehicle
insurance, knowing some knowledge about the customer. Let us assume that X is a
collection of samples xi, which represents all information of the i-th customer, and let
Y = {0, 1} be the achievable output class, with 0, 1 being categorical values that represent
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‘customer does not adopt vehicle insurance’ and ‘customer adopts vehicle insurance’,
respectively. Then, vehicle insurance adoption forecasting seeks the probability pair-up:

(Pr (Y = 0|X = xi), Pr (Y = 1|X = xi)) (1)

where every probability is accommodated by a probability classifier after being fitted to X.
In practice, we only care about the second value in the pair-up, which is the probability
of the i-th customer adopting the vehicle insurance. This does not result in any loss in
generality because there are only two possible output classes.

3.2. Conceptual Framework of Vehicle Insurance Prediction: PS-RandomForest

The goal of vehicle insurance is to predict whether a customer will adopt vehicle
insurance. The conceptual framework of PS-RandomForest is shown in Figure 1. This
method can be accomplished in two main steps: Step 1 involves insurance data collection,
feature scaling, feature selection using PCA, and class balancing with SMOTE. Step 2
involves prediction using random forest.
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3.2.1. Vehicle Insurance Data Collection (Step 1)

Vehicle insurance data are generally taken from insurance institutions in the destina-
tion market. For this work, the dataset were collected from Kaggle’s Cross-Sell Prediction
Challenge [27]. Building a model that can predict the customers who can take vehicle
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insurance will help the company to accordingly plan their blueprint to reach those cus-
tomers only, optimize their business model, and increase company earnings. The dataset
contains the customer attributes for customer response prediction: gender, age, driving
license, region code, previously insured, vehicle age, vintage, policy sales channel, and
annual damage.

3.2.2. Feature Scaling (Step 2)

Data scaling or normalization is one of the main pre-processing techniques in which a
dataset is either transformed or changed to allow equal contribution for every feature [28].
The success of an ML algorithm also depends on the quality of the data to achieve a
generalized forecasting model for the classification problem [29]. We applied feature
scaling for customers’ adaptation to a vehicle insurance dataset to ensure all features were
of the same scale; this ensures that the ML algorithms will converge faster.

3.2.3. Feature Selection with PCA (Step 3)

After the data pre-processing, PCA was applied for feature selection. PCA is an
unsupervised ML algorithm used for feature selection that uses dimensionality reduction
techniques [13]. As the name suggests, it identifies from the data the principal components,
which are the derived features that describe the most variance in the data [30]. Feature
selection results in the complexity of higher-dimensional data being reduced to lower-
dimensional data, which significantly helps the ML model fit better on data during training
and results in improved accuracy. This can be seen as a projection method where data with
m columns (features) project into a subspace with m or fewer columns while regaining the
basis of the original data. Features selected by PCA are those features that have an essential
contribution to improving accuracy.

3.2.4. SMOTE (Step 4)

After feature selection, SMOTE was used to solve the class imbalance problem that
exists in the vehicle insurance problem. SMOTE ensures the equal distribution of majority
and minority classes, which helps the ML classifier distinguish both classes efficiently,
which in turn significantly improves classifier performance [16]. Figure 2 illustrates the
oversampling technique.
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SMOTE was first proposed by Chawla et al. [17] to generate synthetic examples for
the minority class based on the feature affinity in minority values. SMOTE first identifies
K-nearest neighbors (NNs) for every minority sample, after which it selects neighbors
randomly, and an artificial example is generated at a randomly taken point in feature space
between the two examples. Suppose Xi is a set of minority class Xi Є Xminority, and
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SMOTE selects k-nearest neighbors denoted by KXi. Figure 3A shows the three NNs of Xi
that are connected by a line with Xi. SMOTE creates a new example (Xnew) by randomly
selecting an element X̂i from KXi and X̂i from Xminority. The feature vector for Xnew is
the sum of the feature vector Xi and the value. This can be achieved by multiplying the
difference between Xi and X̂i and the random value theta (θ), whose value ranges from
0 to 1.

Xnew = Xi +
(
X̂i − Xi

)
× θ (2)

where X̂i is an element in KXi: X̂i ∈ Xminority. The generated sample is a point along the
line segment joining Xi and the randomly selected X̂i ∈ KXi. Figure 3B shows an example
of the SMOTE algorithm. The new sample Xnew is in the line between Xi and X̂i.
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3.2.5. Random Forest Classifier (Step 5)

After PCA and SMOTE, a random forest classifier is applied to the equal class distri-
bution of training data. After training the classifier, separate predictions are conducted on
test data to check the progress of the classifier. Random forest is a classification algorithm
that consists of a number of decision trees developed from a randomly selected subset of
the training data. A detailed description of a decision tree and the workings of the decision
can be found in [31,32]. Each discrete tree in the random forest provides a potential class
prediction, and the class with the maximum number of votes is selected as the classifier
prediction. The steps below describe the working of the random forest algorithm (also
illustrated in Figure 4).

• Step 1—The first step selects random samples from the dataset.
• Step 2—In the next step, a decision tree is made for each sample, and a prediction

result is obtained for every single tree.
• Step 3—The third step performs voting for every predicted result.
• Step 4—The algorithm selects the most voted prediction result as a final prediction result.

A grid search is used to find the best parameters for training the random forest
classifier model. A grid search is a way to tune parameters that will methodically create
and estimate a model for each combination of parameters arranged in a grid. A search
space is established as a grid of hyperparameter values estimating every position in the
grid. Grid searches are excellent for spot-checking combinations that are known to perform
well generally.
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4. Empirical Study

The Cross-Sell Prediction dataset was chosen as a case study to examine the proposed
method performance—the dataset is based on real-life circumstances collected by another
study [27]. Detailed information about the data collection process is given in [27]. After
collecting the dataset of vehicle insurance prediction, the training data were expressed
as {Xt, Yt}, where Xt is an N-dimensional vector representing features of customers and
Yt is the corresponding response (i.e., 1 or 0) depending on whether they will adopt the
company’s vehicle insurance policy.

4.1. PCA Results

An essential part of using PCA in practice is to find the number of components that are
required to describe the data. This is decided by checking the number of components that
can capture at least 95% of the variance. Figure 5 shows that eight components achieved
95% of the total variance. Hence, eight components (features) were chosen for training in
the random forest classifier.
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4.2. SMOTE Results

The dataset was heavily imbalanced, with 334,399 examples for the majority class
and only 46,710 examples for the minority class—that is, 334,399 examples will not adopt
vehicle insurance, and only 46,710 examples will adopt vehicle insurance. After applying
SMOTE to this imbalanced data, synthesized examples were added to the minority class to
ensure an equal number of examples for both classes. After applying SMOTE, both classes
had 334,399 examples each. The equal distribution of classes was then sent for training to
the random forest classifier, which was more robust in separating both classes accurately.
The Scikit-learn library was used to implement the proposed methodology in the Python
language. All methods were implemented on a Windows machine with 4 Gb RAM and an
AMD processor. All optimized results were obtained through the grid search method.

4.3. Performance Evaluation

To examine the performance of the proposed framework, results were matched up for
prediction using a simple random forest classifier and a decision tree classifier. The AUC
(area under the curve) and the ROC (receiver operating characteristic) curve were used
to check the performance of the proposed architecture [33]. We used grid search methods
to find the random forest classifier’s best parameters to optimize classifier performance.
Table 1 shows the list of parameters for random forest and decision tree classifiers, from
which the best parameter is achieved using grid search implemented using the Scikit-
learn library.

Table 1. Parameter list used in grid search algorithm to find the best parameter.

List of Parameters Parameter Value Method

Criterion (‘Gini’, ‘Entropy’)

Decision Tree

Min Samples Leaf (1, 2, 3, 4, 5)

Min Samples Split (4, 5, 6, 7, 8)

Max Features (‘Auto’,’Log2′)

Splitter (‘Best’, ‘Random’)
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Table 1. Cont.

List of Parameters Parameter Value Method

N_Estimators (90, 100, 115)

Random Forest

Criterion (‘Gini’, ‘Entropy’)

Min Samples Leaf (1, 2, 3, 4, 5)

Min Samples_Split (4, 5, 6, 7, 8)

Max Features (‘Auto’,’Log2′)

After using grid search for the decision tree approach, the best parameters were
‘criterion’: ‘gini’,’ max features’: ‘auto’, ‘min_samples_leaf’: 5, ‘min samples split’: 8, and
‘splitter’: ‘random’. For the random forest classifier, the best parameters that achieved
the highest accuracy were ‘criterion’: ‘entropy’, ’max features’: ‘auto’, ‘min samples leaf’:
1, ‘min samples split’: 4, and ‘n_estimators’: 90. It should also be noted that the optimal
parameters selected for the random forest classifier were also adopted for the proposed
PS-RandomForest approach. The evaluation of the performance of a classification model is
based on the counts of test data correctly and incorrectly forecasted by the model. These
counts are organized in a table called a confusion matrix. Table 2 depicts the confusion
matrix for the binary vehicle insurance classification problem in our study.

Table 2. Confusion matrix for two classes.

Predicted Class

Class 1 Class 0

Actual Class
Class 1 E11 (True_positive) E10 (False_positive)

Class 0 E01 (False_negative) E00 (True_negative)

Each entry Eij in this table stands for the number of values for class i predicted to be of
class j. For example, E01 is the number of samples from class 0 incorrectly classified as class
1. In accordance with the confusion matrix entries, the classifier’s total number of correct
predictions is (E11 + E00), and the total number of incorrect predictions is (E10 + E01). A
true positive in the table classifier predicts that a customer will take vehicle insurance, and
the customer actually takes vehicle insurance. A true negative indicates that the model
predicted that a customer would not adopt vehicle insurance, and the customer actually
does not adopt vehicle insurance. A false positive means the classifier predicted that a
customer would adopt vehicle insurance, but the customer actually does not adopt vehicle
insurance. A false-negative means the model predicted that a customer would not adopt
vehicle insurance, but the customer actually adopts vehicle insurance. Figure 4 shows the
confusion matrix results for the vehicle insurance dataset used in this study.

The first row of Figure 6 shows a confusion matrix for the proposed PS-RandomForest
classifier, and the second row shows the confusion matrix for the standard random
forest classifier.

From Figure 6, it can be observed that, after applying SMOTE on the dataset, classifier
performance in distinguishing true positive and true negative examples improved signifi-
cantly. False-positive and false-negative examples decrease drastically, and only a small
proportion of examples were misclassified. The proposed classifier correctly classified
81,244 true positive and 90,715 true negative examples, with only 19,160 false positives and
9521 false negative examples misclassified. The second row shows the confusion matrix
of the standard random forest classifier. Figure 6 illustrates that the classifier can classify
the negative class (majority class), but it fails to perform well on the positive class (minor-
ity class). There are also more false-positive examples compared with the true-positive
example, which shows that the classifier is not able to classify well on the minority class.
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Even though a confusion matrix produces the information needed to decide classifier
performance, characterizing this information with a single number allows the comparison
of different model performances. This can be done using a performance metric such as
the AUC-ROC curve used in this study, which provides a single-digit score whose value
ranges between 0 to 1. A value of 0 is the worst-performing classifier, and a value of 1 is
the best-performing classifier.

AUC and ROC Curves

AUC and ROC curves are common performance measures for classification models at
different threshold values. The AUC represents the separability measures of a classification
model which tells how much a model can classify the positive class as positive and the
negative class as negative, and the ROC represents the probability. Higher AUC values
mean that the classifier is more competent in distinguishing two classes. The ROC curve is
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plotted with a true-positive rate (TPR) against the false-negative rate (FPR). The metrics
used in calculating the AUC-ROC curve are:

• Sensitivity/true-positive rate/recall: This metric evaluates the proportion of positive
class that is correctly classified (i.e., customers who will adopt insurance are correctly
identified by the classifier that they will adopt insurance).

Recall =
(true_positive )

(true_positive + f alse_negative)
(3)

• True-negative rate: This metric shows the negative class proportion correctly classified
as negative with respect to all the negative classes (i.e., customers who will not adopt
insurance are correctly identified by the classifier).

Speci f icity/TrueNegativeRate =
(true_negative ?)

(true_negative + f alse_positive)
(4)

• False-positive rate: This rate shows the proportion of the negative class incorrectly clas-
sified as belonging to the positive class (i.e., customers who will not adopt insurance
who are misclassified by the classifier that they will adopt insurance).

FalsePositiveRate =
( f alse_positive ?)

(true_negative + f alse_positive)
(5)

• False-negative rate: This rate shows the proportion of the positive class incorrectly
classified as belonging to the negative class (i.e., customers who will adopt insurance
who are misclassified by the classifier that they will not adopt insurance).

FalseNegativeRate =
( f alse_negative ?)

(true_positive + f alse_negative)
(6)

Figure 7 shows the AUC-ROC curves individually for both classifiers for vehicle
insurance prediction, which plots the true-positive rate on the y-axis and the false-positive
rate on the x-axis, which are computed at the varying thresholds.
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The AUC calculates the area under the ROC curve, which is carried out to assess
the classification model’s performance. The individual graphs illustrate that the standard
random forest model covers the least area, and the proposed hybrid random forest covers
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the most area. Figure 8 displays the AUC-ROC curves for the random forest, decision tree,
and hybrid-based classifiers.
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Figure 8. Analysis of ROC curve for all models.

The x-axis represents the true-positive rate, and the y-axis represents the false-positive
rate. This figure depicts the overall performance of the classifier in a more accurate view. We
can clearly observe from the figure that the red curve of the random forest classifier covers
the least area, performing even worse than the decision tree classifier. The green curve
displays the ROC curve of the proposed hybrid random forest classifier (PS-RandomForest),
which covers almost 86% of the area, compared with a simple random forest classifier,
which covers only around 55%. The ROC curve shows that the proposed hybrid classifier
is correctly able to classify positive and negative classes for an imbalanced dataset by a
very large margin compared with the standard random forest classifier and the decision
tree classifier.

Table 3 shows the AUC scores for the decision tree, random forest, hybrid decision
tree, and the proposed PS-RandomForest classifiers.

Table 3. Results for decision tree and random forest classifiers.

Methods AUC Score

Decision Tree 60.56
Hybrid Decision Tree 81.17
Random Forest 54.80
PS-RandomForest (Ours) 85.71

The proposed framework for the imbalanced dataset outperforms the standard classi-
fier by a huge margin for the imbalanced dataset. The standard random forest classifier
achieved a 54.80 AUC score, which shows that it fails badly in classifying positive and
negative classes correctly. However, the proposed hybrid random forest classifier has
improved the standard random forest performance by 30%, which is a considerable margin.
The proposed framework has achieved almost 20% better performance compared with
the decision tree case, which shows that the proposed framework is robust in increasing
classifier performance for the imbalanced dataset.
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5. Conclusions, Implications, and Limitations of the Study
5.1. Conclusions

This study focuses on the challenges faced by insurance companies in predicting
vehicle insurance adoption and their efforts to minimize their financial risk. The proposed
hybrid framework provides a solution to the problem of imbalanced datasets in vehicle
insurance prediction. The framework comprises two steps. In the first step, feature selection
and oversampling are applied to address the issue of imbalanced datasets. In the second
step, the proposed hybrid random forest classifier is used to predict the adoption of
vehicle insurance.

To validate the proposed framework, the data from Kaggle’s Cross-Sell Prediction
Challenge dataset were used. The results showed that the proposed hybrid random forest
classifier, with the combination of PCA for feature selection and SMOTE for oversampling,
outperforms the standard random forest classifier by a significant margin. Hence, the
hybrid framework presents a significant contribution to the field of insurance prediction
and can benefit insurance companies by reducing their financial risk and helping them
reach out to potential customers who are likely to take vehicle insurance.

5.2. Implications for Managers

The proposed model can be advantageous for managers and companies within the
insurance sector to make informed choices and plan for their operations. First, by adopting
the proposed hybrid random forest classifier, managers could enhance their accuracy in
predicting vehicle insurance adoption by passenger and commercial vehicle owners. Second,
the proposed method may enable managers to make data-driven decisions to improve their
organizational and strategic decisions. Third, practitioners and managers may collaborate
with other industry stakeholders (such as banks [34,35], vehicle dealerships/workshops,
transportation, etc.) to share best practices and knowledge to improve the prediction of
vehicle sales and drive the industry forward. Last, study results can assist stakeholders
involved in the insurance industry in planning and improving revenue.

5.3. Limitations of the Study and Future Directions

Despite the systematic and scientific methodology followed in designing this study,
there are still some limitations. Future investigations may find ways to overcome
these limitations.

• First, the generalization of the results might have suffered due to the configuration of
the limited parameters (for instance, vehicle age, vehicle damage, annual premium
and policy sales channel). Future studies may identify additional key parameters and
develop more advanced models for vehicle insurance prediction.

• Second, the outcomes of this research are based on existing insurance data obtained
from a previous study; therefore, the proposed model may be replicated with caution.

• Finally, the current study has not considered management’s willingness to invest in
high-end technology. Future researchers may consider this important parameter to
encourage insurance companies to allocate resources toward technology and data
analytics so as to drive better decision making and improve revenue.
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