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Abstract: Silver is an important industrial raw material, and the price of silver has always been
a concern of the financial industry. Silver price data belong to time series data and have high
volatility, irregularity, nonlinearity, and long-term correlation. Predicting the silver price for economic
development is of great practical significance. However, the traditional time series prediction models
have shortcomings, such as poor nonlinear fitting ability and low prediction accuracy. Therefore,
this paper presents a novel hybrid model of CNN-SA-NGU for silver closing price prediction, which
includes conventional neural networks (CNNs), the self-attention mechanism (SA), and the new gated
unit (NGU). A CNN extracts the feature of input data. The SA mechanism captures the correlation
between different eigenvalues, thus forming new eigenvectors to make weight distribution more
reasonable. The NGU is a new deep-learning gated unit proposed in this paper, which is formed by a
forgetting gate and an input gate. The NGU’s input data include the cell state of the previous time,
the hidden state of the previous time, and the input data of the current time. The NGU learns the
previous time’s experience to process the current time’s input data and adds a Tri module behind
the input gate to alleviate the gradient disappearance and gradient explosion problems. The NGU
optimizes the structure of traditional gates and reduces the computation. To prove the prediction
accuracy of the CNN-SA-NGU, this model is compared with the thirteen other time series forecasting
models for silver price prediction. Through comparative experiments, the mean absolute error
(MAE) value of the CNN-SA-NGU model is 87.898771, the explained variance score (EVS) value is
0.970745, the r-squared (R2) value is 0.970169, and the training time is 332.777 s. The performance of
CNN-SA-NGU is better than other models.

Keywords: NGU; self-attention; CNN; silver prediction; deep learning

1. Introduction

In recent years, investors began to notice silver, and silver investment has become
a means of financial management. Silver remains an essential part of financial markets,
often playing dual roles as an investment product and an industrial metal. However, the
epidemic has recently affected the economy, resulting in volatile silver prices. Therefore,
accurate prediction of silver prices is significant to economic development.

Silver price prediction is a time series problem [1], which predicts the possible future
price of silver according to the actual price data of the silver market. The change in
silver price is relevant to the formulation of laws, the development of the world economy,
political events, investors’ psychology, etc. These factors lead to the fluctuation of the
price of silver, which makes it difficult to accurately predict silver price [2,3]. Traditional
machine learning methods, such as decision trees [4], support vector machines (SVM) [5],
and genetic algorithms [6], are applied to time series data prediction. However, there are
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problems with all of these approaches, such as poor processing of special values in time
series data and the poor nonlinear fitting ability of data [7]. As technology develops, more
and more deep learning methods are applied to time series prediction. Deep learning
algorithms can better fit the changes of nonlinear time series data [8].

The importance of different feature data is different in the actual training process.
Because different eigenvalues have different influences on the prediction results, some
important eigenvalues should be given greater training weight in the training process [9,10].
The SA mechanism is added to the silver price forecasting model, which can select a small
number of important eigenvalues from feature data. The process of selecting is reflected in
the calculation of the weight coefficient. The greater the influence of characteristic data on
prediction results, the bigger the weight coefficient. The weight coefficient represents the
importance of feature data. After introducing the SA mechanism, it is easier to capture the
interdependent features among different characteristic data, thus improving the sensitivity
of the model to important eigenvalues [11].

The NGU includes the forgetting gate and the input gate. The forgetting gate deter-
mines how much cell state from the previous time is retained in the current cell state. The
input gate determines how much input data at the current time can be saved to the current
cell state. The input data of each gate include the hidden state of the previous time, the
cell state of the previous time, and the input data of the current time. The forgetting gate
and the input gate learn the experience of the previous time to process the input data of
the present time, which improves the prediction accuracy of the model. The Tri conversion
module processes the data of the input gate, which significantly changes the output data
value and alleviates the problems of gradient disappearance and gradient explosion.

Therefore, this paper presents a new neural network model to predict the closing
price of silver. The CNN-SA-NGU time series prediction model is constructed by a CNN,
SA mechanism, and NGU. The CNN processes the input data and extracts the features
of the data. The SA mechanism is used to compute the importance of different feature
data. Additionally, the important features are assigned larger weight coefficients so that the
weight distribution is more reasonable. The NGU is used to forecast the silver closing price.
To certify the validity of CNN-SA-NGU, this model is compared with the prediction results
of Prophet, support vector regression (SVR), multi-layer perceptron (MLP), autoregressive
integrated moving average mode (ARIMA), long short-term memory (LSTM), bi-directional
long short-term memory (Bi-LSTM), gated recurrent unit (GRU), NGU, CNN-LSTM, CNN-
GRU, CNN-NGU, CNN-NGU, CNN-SA-LSTM, and CNN-SA-GRU. The innovations and
main contributions of this paper are as follows:

(1) This paper presents a new neural network NGU, which includes a forgetting gate and
an input gate. The input data of each gate includes the hidden state of the previous
time, the cell state of the previous time, and the input data of the current time. The
NGU learns the previous moment’s experience to process the current moment’s input
data, which improves the prediction accuracy of the model. The Tri data conversion
module in the NGU alleviates the problems of gradient disappearance and gradient
explosion. The NGU has a simple structure and few parameters to be calculated, so
the training time is short. The NGU is mainly used to predict time series.

(2) In the silver price prediction experiment, the SA mechanism is applied to the model,
which can improve the unreasonable distribution of weights and facilitate the gate
unit to learn the law of silver price data.

(3) This paper presents a new silver price forecasting model: CNN-SA-NGU. Under
the same experimental conditions and data, the silver price forecasting results of
CNN-SA-NGU are better than other models.
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2. Related Work

Yuan et al. [12] predicted the gold future price using least square support vector
regression improved by the genetic algorithm. The SVR is unsuitable for large data sets.
Additionally, when time series data sets have noise, the problem of overlapping target
classes will occur. Aksehir et al. [13] put forward a prediction model of the Dow Jones
index stock trend based on a CNN, which achieved good results in predicting stock trends.
The study showed that the CNN algorithm performed well in extracting data features.
However, the performance of the CNN is poor on small data sets [14].

Chen et al. [15] put forward a new model combining SVM and LSTM. This model
used entropy space theory and price factors that may affect the gold price to predict the
gold price. The experimental results show the price prediction of gold is good. There are
too many parameters in the LSTM, leading to much calculation [16]. Combined LSTM and
CNN can enhance the prediction of gold volatility [17]. By inputting time series data into
the convolution layer, the features of data can be extracted better.

E et al. [18] presented a combination technique based on independent component
analysis (ICA) and gate recurrent unit neural network (GRUNN), called ICA-GRUNN,
to forecast the gold price. ICA is a multi-channel mixed signal analysis technology. The
original time series data are decomposed into virtual multi-channel mixed signals by
variational mode decomposition (VMD) technology. Comparative experiments show that
ICA-GRUNN has higher prediction accuracy.

The attention mechanism was applied to image classification for the first time and
achieved good results [19]. In 2017, the Google machine translation team abandoned
recurrent neural networks (RNNs) and CNNs. The team implemented the translation
task only using the attention mechanism, achieving an excellent translation effect. The
attention mechanism can effectively capture the semantic relevance between all the words
in context. To pursue better performance, Liu et al. [20] proposed a model based on a
weighted pure attention mechanism. The authors introduced weight parameters into the
artificially generated attention weight and transferred attention from other elements to
key elements according to the setting of weight parameters. If the attention mechanism is
not applied, long-distance information is weakened. The attention mechanism can give a
higher weight to the feature data, which significantly influences the prediction results.

SA is also called intra-attention. Kim et al. [21] proposed a SAM-LSTM prediction
model based on SA, which is composed of multiple LSTM modules and an attention
mechanism. The SA mechanism gives different weight information to different parts of
the input data. The change point detection technique is used to achieve the stability of
prediction in the invisible price range. Finally, the model’s effectiveness in cryptocurrency
price prediction is impressive. To solve the problem that a fully connected neural network
cannot establish a correlation for multiple related inputs, SA is used to make the machine
notice the correlation between different parts of the data. After introducing SA, it is easy to
capture the long-distance interdependent features in sentences. Wang et al. [22] presented
a sentence-to-sentence attention network (S2SAN) using multi-threaded SA and carried
out several emotion analysis experiments in specific fields, cross-fields, and multi-fields.
Experimental results show that S2SAN is superior to other advanced models. Li et al. [23]
improved the existing SA with the hard attention mechanism. The addition of the SA
mechanism improves the autonomous learning ability of the model. The improved SA fully
extracts the text’s positive and negative information for emotion analysis. The improved
SA can enhance the extraction of positive information and make up for the problem that
the value in the traditional attention matrix cannot be negative. An RNN or LSTM needs to
be calculated in sequence. For long-distance interdependent features, many calculations
are needed to connect them. The farther the distance between features, the less likely it
is to capture effectively [24]. SA connects any two words in a sentence directly through
one calculation. Therefore, the distance between long-distance dependent features is
shortened [25].
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3. Models
3.1. SA

The SA mechanism determines the weight coefficients of different eigenvalues by
calculating the relationship between different eigenvalues of a piece of data. Additionally,
the SA mechanism obtains new eigenvectors by recalculating. The new eigenvector takes
more information into account and assigns higher weight coefficients to the eigenvalues
that significantly influence the prediction results. The SA mechanism is beneficial to the
NGU’s prediction of the silver closing price. The principle of the SA mechanism is shown
in Figure 1.
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Figure 1. The principle of the SA mechanism.

An encoder encodes the feature data and the eigenvector ai of the eigenvalue is
obtained by nonlinear operation. The eigenvector is multiplied by the weight matrices of
wq, wk, and wv obtained by training to obtain query vector, key vector, and value vector,
respectively. The calculation formulas are shown in (1), (2), and (3), respectively.

qi = wq · ai (1)

ki = wk · ai (2)

vi = wv · ai (3)

where qi is a query vector with the i-th eigenvalue; ki is the key vector of the i-th eigenvalue;
vi is the value vector of the i-th eigenvalue. wq, wk, and wv are the parameters obtained
by model training. ai is the eigenvector obtained by the encoder operation of the i-th
eigenvalue.

aij is the similarity between the i-th and the j-th eigenvalues. The query vector of the
i-th eigenvalue is multiplied by the key vector of the j-th eigenvalue, and the inner product
of the two vectors is obtained. d is the dimension of the i-th eigenvalue key vector. After
each element of the vector ai divides by

√
d, the variance distribution becomes 1. Therefore,

the gradient value in the training process remains stable. The formula for calculating aij is
shown in (4).

aij =
qi · kj
√

d
(4)

where kj is the key vector of the j-th eigenvalue.
a′ij is the weight coefficient between the i-th and the j-th eigenvalues. The weights

between the i-th and other different eigenvalues need to be normalized to obtain their
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similarity. After the weight coefficients are normalized, the sum of the weight coefficients
is 1. The calculation formula for calculating a′ij is shown in (5).

a′ ij =
exp(aij

)
∑n

j=0 exp(aij
) (5)

where exp(aij
)

represents the exponential operation of e for aij. ∑n
j=0 exp(aij

)
is the sum of

the exponential power of e of all aij to obtain the sum of the weight coefficients of different
eigenvalues. The weight coefficient vector of the i-th eigenvalue is obtained by division
operation.

bi is the output of the SA layer. The weight coefficient vector a′ij of the i-th eigenvalue

is multiplied by the vi vector of the i-th eigenvalue to obtain the eigenvector. As the input of
the NGU, bi improves the model’s sensitivity to important eigenvalues, thus improving the
accuracy of forecasting the closing price of silver. The formula for calculating bi is shown
in (6).

bi =
n

∑
i=0

a′ij · vi (6)

3.2. NGU

Based on the in-depth study of the principle and structure of LSTM [26,27] and
GRU [28,29], a new gated unit (NGU) is proposed in this paper. The NGU has a simple
structure, including a forgetting gate and an input gate, and adds a Tri module. The
structure diagram of the NGU is shown in Figure 2.
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Figure 2. NGU structure diagram.

The function of the forgetting gate in the NGU determines how much cell state
information can be kept from the previous time to the current time. The input data of the
forgetting gate include the cell state of the previous time, the hidden state of the previous
time, and the input data of the current time. The forgetting gate processes the input data
through the sigmoid function, thus outputting the operation value. The sigmoid function’s
output value determines how much cell state information is retained from the previous time
to the current time. The output value of the sigmoid function is 0 ~ 1, 0 means completely
discarding the cell state at the previous time, and 1 means completely retaining the cell
state from the previous time to the current time. The calculation formula of the forgetting
gate is shown in Formula (7).

ft = σ
(

w f h·ht−1 + w f x·xt + w f c·ct−1 + b f

)
(7)

where σ represents the sigmoid activation function, ht−1 represents the hidden state at
the previous time, xt represents the input data at the current time, ct−1 represents the cell
state at the previous time, and b f is the bias vector. w f h, w f x, and w f c correspond to the
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weight vectors obtained by training ht−1, xt, and ct−1, respectively. The purpose of network
training many times is to continuously adjust the values of these parameter vectors.

The function of the input gate in the NGU determines how much input data xt can
be saved to the cell state at the current time. The input data of the input gate include the
cell state of the previous time, the hidden state of the previous time, and the input data of
the current time. The input gate processes the input data through the sigmoid function,
thus outputting the operation value. The sigmoid function’s output value determines how
much input data xt is retained in the cell state at the current time. The calculation formula
of the input gate is shown in Formula (8).

it = σ(wih·ht−1 + wix·xt + wicct−1 + bi) (8)

where bi is the bias vector; wih, wix and wic correspond to the weight vectors obtained by
training ht−1, xt, and ct−1, respectively.

The input gate sigmoid function outputs data after the Tri conversion module operation
as the output data to conduct output. After the input data are operated by the sigmoid
function, the output result is between 0 and 1. When the input data of the sigmoid function
is (−∞, 5) or (5, ∞), the small variation of function value easily causes the problem of
disappearing gradient, which is not conducive to the feedback transmission of deep neural
networks. After the output data of the sigmoid function are processed by the tanh function,
the output value will change significantly so as to improve the sensitivity of the model
and alleviate the problem of gradient disappearance. The Tri calculation formula of the
conversion module is shown in Formula (9).

Tri = tan h(it) (9)

The cell state ct at the current time is the product of the output value of the forgetting
gate and the cell state at the previous time plus the output value of the Tri module. The
calculation of the cell state at the current time includes the cell state at the previous time. By
learning the cell state at the previous time, the input data at the current time is processed by
using the experience of historical data processing. The learning ability and nonlinear fitting
ability of the NGU are improved. The formula for calculating ct is shown in Formula (10).

ct = ft·ct−1 + Tri (10)

The calculation formula of the hidden state ht at the current time is shown in Equa-
tion (11).

ht = tan h(ct) (11)

where ht is also the current output of the NGU.

3.3. CNN-SA-NGU

The integral structure of the CNN-SA-NGU model for silver closing price prediction
is shown in Figure 3.

Data preprocessing layer: Delete the data not needed for training (including trade_date,
duplicate data, invalid data, and so on) in the original data set. Standardize the data in the
data set, and convert the data of different specifications to the same value interval so as to
reduce the influence of distribution difference on model training.

CNN layer: By convolution operation on the input data, the data’s characteristics are
extracted. The output of the CNN layer is passed to the SA layer as new input data.

SA layer: By calculating the feature data transmitted from the CNN layer, the weight
coefficients are allocated, and new feature vectors are obtained.

NGU layer: This layer learns the law of silver price change and predicts silver’s closing
price.

Output layer: Through the inverse normalization operation of the data output from
the NGU layer, the silver price prediction results of this model are output.
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4. Experiment
4.1. Experimental Environment

The hardware environment and software environment of this experiment are shown
in Table 1.

Table 1. Experimental environment.

Environment Type Project Name Value

Hardware environment

Operating system Windows 11
CPU Intel i7-12700H 2.30 GHz

Memory 16GB
Graphics card RTX 3070Ti

Software environment

Development tools PyCharm 2020 1.3
Programming language Python3.7.0

Basic platform Anaconda4.5.11
Learning framework keras2.1.0 and TensorFlow 1.14.0

4.2. Data Acquisition

In this experiment, the silver futures trading data of the Shanghai futures exchange
from 5 January 2015 to 30 November 2022 are selected as experimental data. A total of
1925 pieces of data were collected. All the data collected in this experiment are obtained
from the third-party data interface of the Tushare website, which is a data service platform.
Silver futures price data are shown in Table 2.

Table 2. Silver futures price data items.

Trade_Date Open High Low Close Change Settle Vol Oi

5 January 2015 3498 3516 3478 3507 −17 3500 51379800 41042000
6 January 2015 3490 3566 3462 3554 54 3517 219997200 45015800
7 January 2015 3544 3596 3530 3554 37 3556 186587600 40197400
8 January 2015 3540 3578 3537 3548 −8 3558 143412200 41246400
9 January 2015 3568 3586 3544 3555 −3 3562 141589000 40017000

The trade_date in the table indicates the opening time; the open represents the silver
opening price; the high represents the highest silver price; the low represents the lowest
silver price; the close represents the silver closing price; the change represents a rise or
fall in value; the settle represents the settlement price; the vol represents volume; the oi
represents operating income.

We select the S&P 500 index (SPX), the Dow Jones industrial average (US30), the
Nasdaq 100 index (NAS100), the U.S. dollar index (USDI), the gold futures (AU), Shanghai
stock index (SSI) as factors affecting silver price. The original data of silver price impact
factors are shown in Table 3.

Table 3. Original data of silver price impact factors.

Trade_Date SPX US30 NAS100 USDI AU SSI

5 January 2015 2000.63 17362 4102.8999 11648 242.15 3350.519

6 January 2015 2026.38 17590 4155.8999 11655 244.45 3351.446

7 January 2015 2060.1299 17881 4236.8999 11684 245.25 3373.9541

8 January 2015 2041.88 17720 4207.6001 11690 244.5 3293.4561

9 January 2015 2041.88 17720 4207.6001 11633 245.15 3285.4121
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4.3. Data Preprocessing

The silver price data selected in this paper come from the trading data of Shanghai
futures trading. The Shanghai futures exchange suspends trading on Saturdays and
Sundays and on corresponding Chinese legal holidays. Therefore, there is no silver trading
data on the corresponding date. SPX, US30, NAS100, USDI, and AU, which affect silver
prices, are international market trading data. The legal working days of international
exchanges are different from those in China. Therefore, there will be silver trading data on
a certain day, but there are no corresponding impact factor data. For the missing impact
factor data of a certain day, take the average value of the data of the previous day and the
previous two days to fill in the missing data value. If the impact factor’s trading data of
a particular day exist, but the silver trading data do not, the impact factor’s trading data
will be deleted. The first duplicate data will be deleted when two experimental data are
duplicated. If invalid trading data exist, they will be deleted.

The trade_date has no training significance in the original data, so the column data
are deleted. In the original data of silver, the sample values of different characteristics
are quite different. When the features have different value ranges, it will take a long time
to reach the optimal local value or the optimal global value when the model is updated
by the gradient. Data standardization refers to scaling the original data to eliminate the
dimensional difference of the original data. That is, each index value is in the same quantity
level to reduce the impact of excessive differences of orders of magnitude on model training.
Z-score normalization is used for preprocessing the original data. After the standardization
of the data, all the feature data sizes are in the same specific interval. Therefore, it is
convenient to compare and weigh the characteristic data of different units or orders of
magnitude and accelerate the convergence of the training model.

In this experiment, the first 1155 data are selected as training data, 385 data from
1155 to 1540 are used as verification data, and the remaining 385 data are used as test data.

4.4. Model Parameters

In this paper, the parameters of different models are determined by using the grid
search method. By comparing the performance results obtained from different parameters,
the optimal parameter combination is finally determined. In this experiment, fourteen
models are compared. The important parameters of the fourteen models are shown in
Table 4.

Table 4. Model parameters.

Model Layer Parameters

Prophet Prophet interval_width = 0.8

SVR SVR kernel = ‘linear’, epsilon = 0.07, C = 4

MLP MLP activation = “tanh”

ARIMA ARIMA dynamic = false

LSTM LSTM activation = ‘tanh’, units = 128

Bi-LSTM Bi-LSTM activation = ‘tanh’, units = 128

GRU GRU activation = ‘tanh’, units = 128

NGU NGU activation = ‘tanh’, units = 128

CNN-LSTM Conv1D
LSTM

filters = 16, kernel_size = 3,
activation = ‘tanh’, units = 128

CNN-GRU Conv1D
GRU

filters = 16, kernel_size = 3,
activation = ‘tanh’, units = 128

CNN-NGU Conv1D
NGU

filters = 16, kernel_size = 3,
activation = ‘tanh’, units = 128
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Table 4. Cont.

Model Layer Parameters

CNN-SA-LSTM
Conv1D

SA
LSTM

filters = 16, kernel_size = 3,
initializer = ‘uniform’,

activation = ‘tanh’, units = 128

CNN-SA-GRU
Conv1D

SA
GRU

filters = 16, kernel_size = 3,
initializer = ‘uniform’,

activation = ‘tanh’, units = 128

CNN-SA-NGU
Conv1D

SA
NGU

filters = 16, kernel_size = 3,
initializer = ‘uniform’,

activation = ‘tanh’, units = 128

4.5. Model Comparison

To certify the validity of the CNN-SA-NGU, the prediction results of this model are
compared with those of other models. The evaluation indexes of the experiment are MAE,
EVS, R2, and training time. The results show that the CNN-SA-NGU is better than other
models. The experimental results are shown in Table 5.

Table 5. Experimental results.

Model MAE EVS R2 Training Time
(t/s)

Prophet 176.829765 0.899582 0.864999 73.432
SVR 182.038698 0.928241 0.903835 50.824
MLP 190.168172 0.848885 0.837680 5.598

ARIMA 168.655063 0.907159 0.907148 24.946
LSTM 116.539392 0.940564 0.940126 450.684

Bi-LSTM 119.670333 0.941758 0.941239 1306.247
GRU 118.748377 0.939636 0.936895 334.112
NGU 103.960158 0.955276 0.953869 278.847

CNN-LSTM 113.772953 0.956882 0.944692 398.622
CNN-GRU 108.031883 0.947018 0.944206 272.832
CNN-NGU 97.277688 0.965663 0.963685 253.501

CNN-SA-LSTM 102.664546 0.954118 0.952839 428.042
CNN-SA-GRU 97.424566 0.960515 0.957547 328.642
CNN-SA-NGU 87.898771 0.970745 0.970169 332.777

(1) Comparison of Prophet, SVR, ARIMA, MLP, LSTM, Bi-LSTM, GRU, and NGU

The fitting degrees of traditional machine learning algorithms SVR, ARIMA, and MLP
in silver price prediction are only 0.903835, 0.907148, and 0.837680, respectively, which are
poorer compared with other deep learning models. Traditional machine learning methods
have poor nonlinear fitting ability. The processing of special values in data sets is not good
enough, which leads to poor prediction results of the silver closing price. LSTM, Bi-LSTM,
and GRU are variants of the RNN. The structure of the NGU is simple, and the training
parameters are few, so the training time is greatly shortened. NGU learns the experience
of the previous time to process the input data of the current time, which improves the
prediction accuracy of the model. The Tri conversion module behind the NGU input gate
changes the output value to alleviate the gradient disappearance and gradient explosion
problems. The fitting degree of the NGU is 0.013743 higher than LSTM and 0.016974 higher
than GRU. In terms of training time, NGU is 171.837 s faster than LSTM. NGU is 55.265 s
faster than GRU. The comparison between the true values and the predicted results of
Prophet, SVR, MLP, ARIMA, LSTM, Bi-LSTM, GRU, and NGU is shown in Figure 4.
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NGU prediction results.

The CNN extracts the features of silver data and outputs the convolution results to the
NGU for learning. Through the convolution of the CNN layer, we can better extract the
features from the original data. It is beneficial to the learning of the NGU and improves
the model’s prediction accuracy. After the convolution operation, the NGU directly learns
the feature data without learning the rules from the original data. It shortens the training
time to a certain extent. The CNN is combined with LSTM, GRU, and NGU to form a
new silver forecasting hybrid model. The prediction results of CNN-LSTM, CNN-GRU,
and CNN-NGU are much better than those without the CNN. The fitting degree of CNN-
NGU is 0.009816 higher than the NGU. The comparison between the true values and the
predicted results of LSTM, GRU, NGU, CNN-LSTM, CNN-GRU, and CNN-NGU is shown
in Figure 5.
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CNN-GRU, and CNN-NGU.

(2) Comparison of CNN-LSTM, CNN-GRU, and CNN-NGU

The prediction fitting degree of CNN-NGU is 0.018993 higher than CNN-LSTM and
0.019479 higher than CNN-GRU. CNN-NGU’s training time is 145.121 s faster than CNN-
LSTM. The comparison of prediction results of CNN-LSTM, CNN-GRU, and CNN-NGU
models is shown in Figure 6.
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Figure 6. Comparison of true values with CNN-LSTM, CNN-GRU, and CNN-NGU prediction
results.

The SA mechanism processes the feature data after the convolution of the CNN
convolution layer. The SA layer determines the importance of different feature data by
calculation. The characteristic data that have a great influence on the prediction results
are given a larger weight factor. Feature data with less influence on prediction results
are given smaller weight factors. Through the treatment of SA, different eigenvalues are
given different weight factors. By reassigning different weight coefficients to different data,
the subsequent gated unit can learn which data have a greater impact on the prediction
result. It is beneficial to NGU to learn so as to better predict the closing price of silver.
The fitting degree of CNN-SA-LSTM is 0.008147 higher than CNN-LSTM, and the MAE
value is 11.108407 lower. The fitting degree of CNN-SA-GRU is 0.013341 higher than
CNN-GRU, and the MAE value is 10.607317 lower. The fitting degree of CNN-SA-NGU is
0.006484 higher than CNN-NGU, and the MAE value is 9.378917 lower. The comparison
between the true values and the predicted results of CNN-LSTM, CNN-GRU, CNN-NGU,
CNN-SA-LSTM, CNN-SA-GRU, and CNN-SA-NGU is shown in Figure 7.
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(3) Comparison of CNN-SA-LSTM, CNN-SA-GRU, and CNN-SA-NGU

Among the three models of CNN-SA-LSTM, CNN-SA-GRU, and CNN-SA-NGU,
the performance of CNN-SA-NGU is the best. The fitting degree of CNN-SA-NGU is
0.01733 higher than CNN-SA-LSTM and 0.012622 higher than CNN-SA-GRU. The training
time of CNN-SA-NGU is 95.265 s shorter than CNN-SA-LSTM. The true values are com-
pared with the predicted results of CNN-SA-LSTM, CNN-SA-GRU, and CNN-SA-NGU
models, as shown in Figure 8.
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4.6. Generalization Ability of Model

CNN-SA-NGU model has good generalization ability. It shows good performance in
silver price prediction and is suitable for forecasting other time series data such as ETFs,
gold futures, and stocks. The following experiments are carried out with gold futures and
Shanghai stock composite index data. The experimental results of forecasting gold futures
prices are shown in Table 6. The experimental results of forecasting the Shanghai stock
composite index are shown in Table 7.

Through the above two tables, we can see that the CNN-SA-NGU model has good
generalization ability.

Table 6. The experimental results of the forecasting table of gold futures prices.

Model MAE EVS R2 Training Time
(t/s)

Prophet 7.328386 0.889623 0.849623 61.752
SVR 5.767165 0.935615 0.915764 45.185
MLP 7.012249 0.901912 0.861166 9.969

ARIMA 6.757669 0.941629 0.898242 28.905
LSTM 4.871939 0.942918 0.939975 479.996

Bi-LSTM 4.855796 0.944959 0.943941 1098.907
GRU 4.736281 0.946534 0.944854 323.123
NGU 4.814574 0.972503 0.955799 279.747

CNN-LSTM 4.625511 0.962245 0.951108 465.302
CNN-GRU 4.528336 0.959778 0.953008 306.796
CNN-NGU 4.032819 0.971674 0.966912 257.907

CNN-SA-LSTM 4.264018 0.960852 0.956380 483.592
CNN-SA-GRU 4.185553 0.959046 0.959038 374.097
CNN-SA-NGU 3.628549 0.972574 0.971670 367.560
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Table 7. The experimental results of forecasting the Shanghai stock composite index.

Model MAE EVS R2 Training Time
(t/s)

Prophet 47.545572 0.902315 0.901356 63.558
SVR 31.234645 0.959948 0.958887 36.740
MLP 40.541882 0.942551 0.933907 8.011

ARIMA 39.251600 0.955644 0.955076 25.791
LSTM 28.944838 0.968379 0.967678 466.249

Bi-LSTM 28.409177 0.969849 0.968916 1327.013
GRU 27.071643 0.971395 0.970907 304.327
NGU 26.573712 0.979191 0.975161 290.925

CNN-LSTM 28.279052 0.977564 0.972431 489.508
CNN-GRU 25.767393 0.978223 0.975720 273.203
CNN-NGU 23.452398 0.979790 0.979602 256.740

CNN-SA-LSTM 27.767957 0.979228 0.978946 495.647
CNN-SA-GRU 25.957919 0.983123 0.980307 386.600
CNN-SA-NGU 22.639894 0.984826 0.984815 377.040

5. Discussion

Compared with ten other silver price prediction models, the performance of the CNN-
SA-NGU is the best. Compared with SVR, MLP, LSTM, and GRU, the NGU presented in
this paper has a better performance in MAE, EVS, R2, and training time. Adding a CNN to
the model improves the ability to extract feature data. The SA layer is added to the model
to redistribute the weights of different feature data. It is beneficial for NGU learning. The
NGU learns from the previous training experience to deal with the input data at the current
time, which improves the nonlinear fitting ability of the model. The CNN-SA-NGU model
can achieve higher prediction accuracy for the following reasons:

(1) The NGU uses the original learning experience fully to enhance the processing ability
of the input data at the current time, thus improving the nonlinear fitting ability
of the model. The Tri conversion module changes the range of output value by
processing the output data of the input gate, thus alleviating the problems of gradient
disappearance and gradient explosion.

(2) With the addition of the SA mechanism, the feature data that significantly influence the
prediction results can be well identified. The SA mechanism reallocates the weights
of different feature data through calculation. Additionally, a higher weight factor is
assigned to the feature data, which benefits the NGU’s learning.

(3) By adding the CNN convolution layer, the model’s feature extraction ability is im-
proved. The hidden features between data can be mined by the CNN.

6. Conclusions

This paper presents a novel hybrid model of CNN-SA-NGU for silver closing price
prediction. The CNN convolution layer solves the problem of incomplete feature data
extraction in traditional models to some extent. After introducing the SA mechanism, the
relationship between different feature data can be learned, thus increasing the sensitivity of
the model to feature data. The structure of the NGU is simple, and the training parameters
are few, greatly reducing the training time. The Tri conversion module of the NGU deals
with the output data of the input gate, which ameliorates the problems of gradient disap-
pearance and gradient explosion. NGU fully learns the experience of the previous time
and deals with the input data at the current time, which improves the model’s nonlinear
fitting ability and improves its prediction accuracy. The comparative experiments show
that the performance of CNN-SA-NGU is better than other models, but the model has the
shortcoming of not fitting some extreme values in the data set well.

Our future research directions are as follows:
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(1) Currently, the model only takes scalar data such as SPX, US30, NAS100, USDI, AU,
and SSI as the influencing factors of the silver price. However, some factors still affect
the silver price, such as investors’ psychology, the formulation of laws, and political
events. In future research, we should use natural language processing technology to
quantify political events such as policy changes and wars as influencing factors and
input them into the prediction model to improve prediction accuracy.

(2) We will further attempt to improve the SA model to make the weight coefficient
allocation of the importance of feature data more reasonable.
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Abbreviations
NO. Abbreviation Full Name
1 ARIMA autoregressive integrated moving average
2 AU gold futures
3 Bi-LSTM bi-directional long short-term memory
4 CNN conventional neural network
5 EVS explained variance score
6 GRU gated recurrent unit
7 GRUNN gate recurrent unit neural network
8 ICA independent component analysis
9 LSTM long short-term memory
10 MAE mean absolute error
11 MLP multi-layer perceptron
12 NAS100 Nasdaq 100 index
13 NGU new gated unit
14 R2 r squared
15 RNN recurrent neural network
16 S2SAN sentence-to-sentence attention network
17 SA self-attention
18 SPX S& P 500 index
19 SSI Shanghai stock index
20 SVM support vector machine
21 SVR support vector regression
22 US30 Dow Jones industrial average
23 USDI U.S. dollar index
24 VMD variational mode decomposition
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