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Abstract

:

Wireless mesh networks (WMN) promise to be an effective way to solve the “last mile” access problem on the Internet of Things (IoT) and the key to next-generation wireless networks. The current routing algorithms of WMN are difficult to adapt to complex environments and guarantee the reliable transmission of services. Therefore, this paper proposes a reliable routing algorithm that combines the improved breadth-first search and a graph neural network, namely GraphSAGE. The algorithm consists of two parts: (1) A multi-path routing algorithm based on the improved breadth-first search. This algorithm can continuously iterate link information based on network topology and output all shortest paths. (2) A GraphSAGE-based performance optimization algorithm. This algorithm creates a method to generate network labels for supervised training of GraphSAGE. Then, the network labels and GraphSAGE are used to learn graph features to obtain the value of network performance for each shortest path. Finally, the path with the best network performance is selected for data transmission. Simulation results show that in the face of complex environments, the proposed algorithm can effectively alleviate network congestion, improve throughput, and reduce end-to-end delay and packet loss rate compared with the traditional shortest-path routing algorithm and the Equal-Cost Multi-Path routing (ECMP).
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1. Introduction


With the emergence of diverse scenarios, such as smart cities, intelligent transportation, and intelligent healthcare, many applications have very strict requirements for network performance. Wireless mesh networks (WMN) will be widely used and become part of the main bearer network in the future, which are an effective way to solve the “last mile” access problem on the Internet of Things (IoT) and the key to next-generation wireless network technology [1]. However, as more and more devices need to access wireless networks and generate abundant traffic, the performance improvement of WMN is greatly challenged. The traditional routing protocols can no longer adapt to complex network environments, so it is especially critical to research and design new routing protocols to improve the performance of WMN [2].



Researchers have proposed a lot of routing protocols for WMN, such as AODV (Ad hoc On-Demand Distance Vector Routing), DSDV (Destination-Sequenced Distance-Vector Routing), and DSR (Dynamic Source Routing) [3], which generate a single path. These protocols not only lead to the underutilization of network resources but also degrade overall network performance due to the overuse of some links. In order to solve such problems, some multi-path routing protocols have been proposed. A multi-path routing protocol MSR has been proposed in [4], which introduces a multipath mechanism based on DSR, improving the network performance. A hybrid multi-path routing protocol HWMP has been proposed in [5]. HWMP protocol combines AODV and a tree-type routing structure, which can obtain multiple paths from the source to the destination, improving the network resource utilization and network performance. A multi-path routing protocol JODB has been proposed in [6]. The protocol establishes multiple paths between the source and destination simultaneously, calculates each path metric, and then selects an appropriate path for data transmission according to different service requirements, which reduces the delay. A joint multi-path discovery and rate allocation algorithm has been proposed in [7], which evaluates the available bandwidth of multiple paths considering interference and allocates traffic based on the available bandwidth, improving the transmission efficiency. However, these multi-path routing protocols typically make assumptions for specific application scenarios to simplify the mathematical model, which are difficult to implement in real networks. In addition, the link states are changing all the time, and traditional routing protocols cannot quickly sense the changing environment and generate reliable routes.



In recent years, intelligent algorithms based on machine learning have been introduced into the research of routing algorithms. Intelligent algorithms are data-driven and have the advantages of accuracy, efficiency, and generality, which enable them to adapt to dynamically changing network environments and diverse performance optimization requirements [8]. The authors of [9] propose an intelligent routing algorithm based on convolutional neural networks, which can give intelligent paths based on online training of traffic patterns. The algorithm increases the average network throughput by approximately 40%. The overall bandwidth utilization is achieved by about 70% compared with existing mechanisms. Ref. [9] proposes a Q-learning-based data-aggregation-aware energy-efficient routing algorithm for wireless sensor networks (WSN), which reduces the amount of data and extends the lifetime of the WSN. Ref. [10] proposes a routing decision scheme based on deep reinforcement learning, which obtains lower maximum link utilization and end-to-end delay. Existing approaches [9,10,11] usually use traditional neural networks such as recurrent neural networks (RNN) and convolutional neural networks (CNN) as the training subject. These neural networks can only handle Euclidean structured data, which is unsuitable for dynamically changing network topologies (for example, node deletion/addition, etc.), and it is difficult to extend the trained models to different network topologies [12].



Graph neural network (GNN) is a new neural network structure that can effectively extract irregular topological information [13]. The model of GNN represents the node features in the network vectorially and updates iteratively according to the network topological relation. The authors of [14] propose the graph convolutional neural network (GCN) by adding convolutional operators to GNN, which can extract complex deep information in the graph structure and has a better representation ability for network topology and node features. Ref. [15] proposes GraphSAGE based on GCN. GraphSAGE is an inductive learning architecture that uses information from the current node and neighbor nodes to form feature vectors by aggregation. It can represent the feature vector of any node by aggregation function and has generalization ability while retaining the capability of good feature extraction of GCN. Therefore, GraphSAGE can be applied to routing algorithms in the face of complex node features and changing network environments in WMN. In response to the problems that traditional routing algorithms in WMN have low network resource utilization and are difficult to guarantee the reliability of transmission, this paper proposes a reliable routing algorithm that combines the improved breadth-first search and GraphSAGE. The algorithm consists of two parts, including a multi-path routing algorithm based on the improved breadth-first search and a GraphSAGE-based performance optimization algorithm. The main contributions of this paper are as follows:




	(1)

	
Propose a multi-path routing algorithm based on the improved breadth-first search. The algorithm can traverse the information of all neighbor nodes of the source, calculate the shortest hop count and predecessor nodes from neighbor nodes to the source, and then output all shortest paths based on this information.




	(2)

	
Based on the multiple shortest paths found, a GraphSAGE-based performance optimization algorithm is proposed. The algorithm can generate network labels to train the GraphSAGE model. And then the network performance value of each node is obtained according to the inputting network topology, node features, and the trained GraphSAGE model. The network performance of each shortest path is composed of the sum of the network performance of each node in the path. Eventually, the path with the best network performance is selected for data transmission.




	(3)

	
The proposed algorithm is evaluated from the effects of data sending rate, topology size, and channel environment on network performance (average end-to-end delay, packet loss rate, and throughput), respectively. The rest of the paper is organized as follows: Section 2 presents the system model. Section 3 presents the multi-path routing algorithm based on the improved breadth-first search. Section 4 presents the GraphSAGE-based performance optimization algorithm. The simulation methodology and results are shown in Section 5. Finally, Section 6 summarizes the findings of the paper.










2. System Model


This section describes the network model, the algorithm architecture, and some notations used in the algorithm.



2.1. Network Model


The structure of wireless mesh networks is shown in Figure 1. which are made up of radio nodes that communicate with each other by WiFi6. As a new generation of wireless network technology, WiFi6 has the advantages of high bandwidth, low delay, and low power consumption, and is widely used in wireless mesh networks. The radio nodes include mesh clients, mesh routers, and gateways [16]. The clients communicate directly with mesh routers. And mesh routers are connected through wireless links in a self-organizing manner to form a backbone mesh network. Here, clients, mesh routers, and gateways are collectively called routing nodes. Traffic is forwarded to the gateway connected to the Internet via multiple nodes in a backbone mesh network.



In this paper, the network topology is constructed as an undirected graph   G ( V , E )  . The total node set   V = { v | v = 1 , 2 , ⋯ , N }   represents all routing nodes, and  N  is the total number of nodes. The link set   E = {  e  i j   | i , j ∈ V }   represents all links in the network. The link    e  i j   ∈ E   exists only if    d  i j   ≤ R  , where    d  i j     denotes the Euclidean distance between nodes  i  and  j ,  R  represents the maximum radio transmission range.




2.2. Architecture


According to the characteristics of WMN, this paper proposes a reliable routing algorithm that combines the improved breadth-first search and GraphSAGE to improve reliability and increase network resource utilization. As shown in Figure 2. the algorithm architecture consists of two parts: (1) All shortest paths from the source to the destination are iterated by a multi-path routing algorithm based on the improved breadth-first search. (2) The GraphSAGE-based performance optimization algorithm is used to learn the network graph information, determine the network performance of each path, and finally select the path with the best network performance for data transmission from all shortest paths. In other words, the multi-path routing algorithm based on the improved breadth-first search generates the set of candidate paths, and the GraphSAGE-based performance optimization algorithm determines the subset of the paths to be used.




2.3. Notations


	
  H e a d  : Head node, the first element of the queue.



	
  Q u e u e  : Queue used to store neighbor nodes.



	
  V i s i t e d  : Visited status, if   V i s i t e d = T r u e  , the neighbor node has been visited and has been in the queue. Otherwise   V i s i t e d = F l a s e  .



	
  S e a r c h e d  : Searched status, if   S e a r c h e d = T r u e  , the neighbor node has already been searched, and can be skipped.



	
  H o p C o u n t ( v )  : The shortest hop count from node  v  to the source.



  F r o n t C o u n t ( v )  : The number of predecessor nodes of node  v .



	
  FrontPoint ( v )  : Set of predecessor nodes of node  v . There are   F r o n t C o u n t ( v )   elements in the set.



	
  A r r a y  : Neighbor node list used to store all neighbor nodes of the top element of the main stack.



	
  P a t h  : Set of the shortest paths used to store the shortest paths output by multi-path routing algorithm based on the improved breadth first search.








3. Multi-Path Routing Algorithm Based on the Improved Breadth First Search


Breadth-first search algorithm (BFS) is a search algorithm that visits neighbor nodes sequentially from the source, then visits unsearched neighbor nodes sequentially layer by layer, and finally stops traversing once the destination is searched [17]. But only one shortest path is obtained, and other shortest paths cannot be output in BFS, which may result in one of the neighbor nodes of the source being used for data forwarding all the time, causing network congestion. Therefore, this paper designs a new multi-path algorithm, which is an improvement on the breadth-first search algorithm. The algorithm can continuously iterate over the link information to output all shortest paths. It has two key steps, breadth-first search, and multipath output.



3.1. Breadth-First Search


According to the collected network topology information, the connectivity between nodes in the network is represented by an adjacency matrix   A (  a  i j   )  , where the elements    a  i j     are defined as


   a  i j   =  {      1 ,   i f   n o d e   i   a n d   n o d e   j   a r e   c o n n e c t e d       0 ,   e l s e        



(1)







The breadth-first search uses an adjacency matrix  A  to traverse the information of neighbor nodes of the head node and calculate the shortest hop count and predecessor nodes from the neighbor node to the source. After all the neighbor nodes are traversed, the head node is out of the queue and a new head node is generated until the queue is empty. In this way, the shortest hop count of all nodes to the source and the predecessor nodes of each node are obtained. The flow chart of the improved breadth-first search is shown in Figure 3, and the specific steps are as follows.



	Step 1: 

	
First initialize the correlation parameters, put the source   s r c   as the head node   H e a d   into   Q u e u e  , set the status   V i s i t e d   of the source to   T r u e  , the rest of the nodes to   F a l s e  , and the status   S e a r c h e d   of all nodes to   F a l s e  . Set   H o p C o u n t ( H e a d )   to zero, which represents the hop count from the head node to the source is zero. Traverse adjacency matrix  A  to find all the neighbor nodes of the head node and the address of one of the neighbor nodes is denoted by   N e i g h b o r  . Query the current status of this neighbor node.




	Step 2: 

	
If   V i s i t e d = F a l s e  ,   H o p C o u n t ( N e i g h b o r )   =   H o p C o u n t ( H e a d ) + 1  , and the number of predecessor nodes of this neighbor node   F r o n t C o u n t ( N e i g h b o r )   is increased by one. At the same time, put the head node as the predecessor node of the current neighbor node into   FrontPoint ( N e i g h b o r )  . Finally, put the neighbor node in   Q u e u e   and set the status   V i s i t e d   of this node to   T r u e  .




	Step 3: 

	
If   V i s i t e d = T r u e  , this node is also a neighbor node of other nodes, it is necessary to compare the size of the shortest hop count from the neighbor node to the source. If the shortest hop count obtained in this loop is smaller than the original one, update   H o p C o u n t ( N e i g h b o r )   to the shortest hop count of this loop and keep   F r o n t C o u n t ( N e i g h b o r )   unchanged. If the shortest hop count obtained in this loop is equal to the original one,   F r o n t C o u n t ( N e i g h b o r )   is increased by one. At the same time, put   H e a d   as another predecessor node of the current neighbor node into   FrontPoint ( N e i g h b o r )  . If the shortest hop count obtained in this loop is larger than the original one, skip out of this loop.




	Step 4: 

	
If   S e a r c h e d = T r u e  , this node has been searched, so skip out of this loop. After all neighbor nodes are traversed, update the status   S e a r c h e d   of the head node as   T r u e  . In the end, remove the head node from   Q u e u e   and generate a new head node.




	Step 5: 

	
Repeat steps 2 to 4 until   Q u e u e   becomes empty.







The shortest hop count from the source to each node and the predecessor nodes of each node have been obtained after a breadth-first search. Section 3.2 will use the information to output multipath.




3.2. Multipath Output


Based on   FrontPoint   obtained in Section 3.1, the connecting relations of the nodes in the shortest paths are obtained. This paper introduces the shortest path adjacency matrix    A s   . This adjacency matrix only keeps the connecting relations of the nodes that satisfy the shortest paths, which means that all paths from the source to the destination obtained through this adjacency matrix are the shortest paths. The elements of    A s  (  a   s  i j     )   are defined as follows, where   i , j = 0 , 1 , ⋯ , N − 1  .


   a   s  i j     =  {      1 ,   i f   n o d e   j ∈ FrontPoint ( i )       0 ,   e l s e        



(2)







By traversing the shortest path adjacency matrix    A s   , all the shortest paths between the source to destination are obtained. This paper uses an algorithm that combines stack and loop for full traversal [18]. This algorithm requires two stacks, a main stack   S t a c  k  m a i n     to store the nodes on the path and an auxiliary stack   S t a c  k  a u x i l i a r y     to store the neighbor node list   A r r a y   of the corresponding element of   S t a c  k  m a i n    . The main and auxiliary stacks are of equal length. The algorithm is as follows (Algorithm 1):



	Algorithm 1: Multipath Output Algorithm



	Input:    The   shortest   path   adjacency   matrix    A s   ;   source   s r c  ;   destination   d s t  

Output:    The   set   of   shortest   paths   P a t h = { p a t  h i  | i = 1 , 2 , ⋯ , m }  

  1   Press   s r c      into   the   main   stack   S t a c  k  m a i n    .

  2   Traverse   shortest   path   adjacency   matrix    A s     ,   store   neighbor   nodes   of   the   source   into   the   neighbor   node   list   A r r a y    ,   and   then   press   A r r a y      into   the   auxiliary   stack   S t a c  k  a u x i l i a r y     as the top of the stack.

3 while    S t a c  k  m a i n     is not empty do

  4   Obtain   the   top   of   S t a c  k  a u x i l i a r y        as   a   new   list   of   neighbor   nodes   A r r a y  

  5   if   A r r a y   is not empty then

6      Obtain   the   first   element   of   A r r a y  , press it into   S t a c  k  m a i n      ,   and   press   the   list   of   remaining   elements   into   S t a c  k  a u x i l i a r y    

7    Query the neighbor node list of the element at the   top   of   S t a c  k  m a i n    , if the list contains elements in   S t a c  k  m a i n    , eliminate the duplicate elements from   the   list   first   and   then   press   the   list   into   S t a c  k  a u x i l i a r y      ;   if   not ,   press   the   list   into   S t a c  k  a u x i l i a r y     directly

  8   else   Pop   the   top   elements   of   S t a c  k  m a i n        and   S t a c  k  a u x i l i a r y    

9  end if

  10   if   the   top   element   of   S t a c  k  m a i n   = d s t   then

  11     Obtain   a   path    p i  = S t a c  k  m a i n        and   put   it   int   P a t h  

  12     Pop   the   top   elements   of   S t a c  k  m a i n        an   S t a c  k  a u x i l i a r y    

13 end if

14 end while

  15   return   P a t h  










4. GraphSAGE-Based Performance Optimization Algorithm


According to the multi-path routing algorithm proposed in Section 3, all the shortest paths have been obtained from the source to the destination. To avoid network congestion and improve transmission efficiency, we prioritize the path with good network performance from them for data transmission. Therefore, a GraphSAGE-based performance optimization algorithm is further proposed, which selects the path with the best network performance by the node network performance based on the network topology and node features. The algorithm consists of two key steps, network label generation, and GraphSAGE-based graph representation learning.



4.1. Network Labels Generation


Usually, data of the collected network feature only contains node network features such as traffic, delay, and packet loss rate, and lacks labels of node network performance, which makes it difficult to train the GraphSAGE model. In order to train the GraphSAGE model in a supervised manner, the collected data need to be discretized to generate network performance labels, so this paper introduces fuzzy c-means (FCM) clustering algorithm. The FCM algorithm has been widely used in neural networks, clustering, classification, and image analysis in recent years [19]. Compared with hard clustering which strictly classifies the samples into a certain class, fuzzy clustering establishes an uncertain description of the samples to the class and reflects the sample status more objectively.



Node features at each moment of the network are collected to form a network feature dataset    X  t r a i n     that contains  n  samples. If the samples are divided into  l  classes, the corresponding cluster centers are    {     c 1  ,  c 2  ⋯  c l   }     . The objective function of the FCM algorithm can be written as


  min J =   ∑  i = 1  c     ∑  j = 1  n    u  i j     m   d  i j     2       



(3)




where    u  i j     denotes the membership value of the sample  j  to the cluster center  i ; m  denotes the fuzzy exponent,   m ∈ [ 1 , ∞ )  , and    d  i j     denotes the Euclidean distance between the sample  j  and cluster center  i .



According to Lagrange’s theorem, the necessary condition to minimize  J  is


   u  i j   =  1      ∑  k = 1  c   (    d  i j      d  i k     )      2  m − 1        



(4)






   c i  =     ∑  j = 1  n    u  i j     m   x j        ∑  j = 1  n    u  i j     m       



(5)







The values of Equations (5) and (6) are iterated until the value of  J  is less than the set threshold or the number of iterations reaches the maximum number of iterations. In order to determine the optimal number of clusters    l  b e s t    , the Fuzzy Partition Coefficient (FPC) proposed in [20] is used to evaluate the cluster validity. The value of FPC is between zero and one, the closer to one means the better quality of clustering and the higher similarity of samples within the class. The calculation formula of FPC is as follows:


  F P C =  1 n    ∑  j = 1  n     ∑  i = 1  n    u  i j  2       



(6)







Since the network topology proposed in this paper contains two types of nodes: routing nodes and link nodes, the number of clusters  l  must be greater than two. And in order to enhance the differentiation of network performance, this paper takes   l = 4 ~ 8  .



After clustering by the FCM algorithm, although data of the network feature have been classified into    l  b e s t     classes, it is still unable to determine which class has better network performance. Network feature contains several metrics such as traffic, delay, packet loss rate, etc., and there is often a situation in that different metrics cannot be compared uniformly in the process of network performance judgment. For example, class A has several feature metrics that are better than class B, but class B has several metrics that are better than class A, which makes it difficult to determine which class is better in terms of network performance. This paper uses a multi-metrics comprehensive evaluation method [21], which combines metrics of several network features to form a comprehensive metric as the reflection of network performance.



Due to the different dimensions of network feature metrics, it is unable to directly process the network feature data numerically, so it is necessary to convert the data to nondimensional values. In this paper, the normalization method is used to process network feature metrics. Traffic is a benefit index, and the larger the value, the better the network performance. Transmission delay and packet loss rate are cost metrics, and the smaller the value, the better the network performance. Assume that    q  i j     denotes the value of metric  j  of the sample  i ,    q j     min     and    q j     max     denote the minimum and maximum values of metric  j , respectively, where   i = 1 , 2 , ⋯ , n ;   j = 1 , 2 , ⋯ , m  . value as    l  b e s t    , and obtain the cluster center    {     c 1  ,  c 2  , ⋯ ,  c   l  b e s t      }     . At this point,    X  t r a i n     has been divided into    l  b e s t     classes. The normalization process of the benefit metrics is as follows:


   d  i j   =    q  i j   −  q j     min      q j     max   −  q j     min      



(7)







The normalization process of the cost metrics is as follows:


   d  i j   =    q j     max   −  q  i j      q j     max   −  q j     min      



(8)







The weighted average method is used to calculate the network performance value   p e r f o r m a n c e  , which is used to evaluate the network performance, and the larger the value the better the network performance. The network performance value can be written as:


    p e r f o r m a n c e  i  =   ∑  j = 1  m    w j   d  i j      



(9)




where    w j    represents the weight of metric  j ,     ∑  j = 1  m    w j  = 1    , and   w j   can be set with different weight values according to specific requirements. According to the study of the influencing factors of network performance in [22], we select three important network performance metrics, traffic, transmission delay, and packet loss rate, and set the weight values   w = ( 0.2 , 0.35 , 0.45 )  . The specific process of generating labels for the network feature dataset is as follows:




	Step 1: 

	
Randomly initialize the membership value    u  i j    , and the fuzzy coefficient is generally set to 2 by default [23]. Use the FCM algorithm to iterate parameters on the network feature dataset    X  t r a i n     to obtain the cluster center    {   c 1  ,  c 2  , ⋯ ,  c l   }    and fuzzy partition coefficient FPC.




	Step 2: 

	
Repeat Step 1 with a different number of clusters  l , record the number of clusters with the largest FPC value as    l  b e s t    , and obtain the cluster center    {     c 1  ,  c 2  , ⋯ ,  c   l  b e s t      }     . At this point,    X  t r a i n     has been divided into    l  b e s t     classes.




	Step 3: 

	
Take the average of the network feature vectors of the network feature dataset by category to obtain    l  b e s t     network feature vectors, and calculate their corresponding network performance value   p e r f o r m a n c e  . Rank the network performance classes according to the network performance value   p e r f o r m a n c e  , the larger the value the better the network performance, thus the network performance can correspond to the cluster categories.




	Step 4: 

	
According to the cluster centers obtained from Step 2 and the relationship between network performance and cluster categories obtained from Step 3, label the node feature vectors   {  x v  | v = 0 , ⋯ , N − 1 }   by network performance value   p e r f o r m a n c e  , which provides conditions for the supervised training of the GraphSAGE model.










4.2. GraphSAGE-Based Graph Representation Learning


GraphSAGE is used to learn the network topology   G ( V , E )   and node features    {   x v  , v = 0 , ⋯ , N − 1  }   . GraphSAGE aggregates the features of neighbor nodes to generate the vector representation of the target node, which is used for the following node classification task. This paper selects three attributes of traffic, transmission delay, and packet loss rate as node feature vectors, then    x v    can be written as:


   x v  = [  Q v  ,  D v  ,  L v  ]  



(10)




where    Q v    denotes the traffic (in this paper, the packet delivery rate is used to express the traffic);    D v    denotes the transmission delay;    L v    denotes the packet loss rate.



As shown in Figure 4, the process of GraphSAGE to generate node vector representations can be divided into three steps.



	(1)

	
Sampling: The target node is selected by random walk, and then the neighbor nodes of the target node are sampled. The number of neighbors sampled in each hop is    S i  , i = 1 , 2 , ⋯ , K  . If the number of neighbor nodes is less than    S i   , a resampling method with put back is used. If the number of neighbor nodes is greater than    S i   , a negative sampling method without put back is used.  K  represents the search depth, and according to the study of [15], when   K = 2  , GraphSAGE can get excellent performance, so  K  is set as 2. When   K = 2  ,    S 1  = 3  ,    S 2  = 7  , the sampling process is shown in the sampling section of Figure 4.




	(2)

	
Aggregation: GraphSAGE aggregates the information of neighbor nodes at each layer by  K  aggregator functions and updates the target node’s own node information. In this paper, the Mean aggregator is used to obtain the aggregated features of neighbor nodes at each layer. GraphSAGE then splices the feature representation of the target node at layer   k − 1   with the aggregated features of the neighbor nodes in layer  k , and eventually uses the nonlinear activation function to obtain the vector representation of the target node of layer  k . The process of neighbor nodes aggregation is as follows:


   h  N ( v )  k  ← M e a n ( {  h u  k − 1   , u ∈ N ( v ) } )  



(11)




where   N ( v )   denotes the set of neighbor nodes of node  v ;    h u  k − 1     donates the feature representation of the neighbor node  u  at layer   k − 1  ;    h  N ( v )  k    donates the aggregated features of neighbor nodes of node  v  at layer  k . The process of node  v  at layer  k  to generate vector representations is as follows:


   h v k  ← σ (  W k  ⋅ C O N C A T (  h v  k − 1   ,  h  N ( v )  k  ) )  



(12)




where   C O N C A T   uses the residual concatenation to linearly superimpose each feature vector;    W k    is the weight matrix to be learned;  σ  is a nonlinear activation function;   {  h v k  , k = 1 , 2 , ⋯ , K }   represents the vector representation of node  v  at layer  k . When   k = 0  , the vector representation of node  v , is defined as the input feature of node  v , i.e.,    h v 0  =  x v   .




	(3)

	
Embedding generation: The vector representation of each node in layer  K  in the graph structure is obtained as the final vector representation    z v    for the following node classification task. The process is as follows:


   z v  ←  h v K   



(13)











GraphSAGE embedding generation algorithm describes the process of GraphSAGE to generate node vector representations, which is as follows (Algorithm 2).



	Algorithm 2: GraphSAGE Embedding Generation Algorithm [15]



	Input:    Undirected   graph   G ( V , E )    ;   node   features    {   x v  , v = 0 , ⋯ , N − 1  }     ;   sampling   number    S k   ,  k     = k = 1 , ⋯ , K  ; search depth  K   ;   weight   matrix    W k  , k = 1 , ⋯ , K  ; nonlinear activation function  σ   ;   mean   aggregator   function   M e a n  

Output:    Vector   representations    z v  , v = 0 , ⋯ , N − 1  

  1   Initialization :  h v    0  ←  x v  , v = 0 , ⋯ , N − 1  ;

  2   for   k = 1 , ⋯ , K    do

  3   for   v = 0 , ⋯ , N − 1    do

  4      h  N ( v )  k  ← M e a n ( {  h u  k − 1   , u ∈ N ( v ) } )  

  5      h v k  ← σ (  W k  ⋅ C O N C A T (  h v  k − 1   ,  h  N ( v )  k  ) )  

6  end

  7    h v k  ←    h v k   /     ‖   h v k   ‖   2     

8 end

  9    z v k  ←  h v K   








After obtaining the vector representations of nodes, it is also necessary to learn the parameters of the GraphSAGE model. Weight matrix    W k    is the core of GraphSAGE, which contains the mapping relationship of the aggregated features of neighbor nodes to the vector representations of the target node. Therefore, the main process of parameter learning is to train a good weight matrix. And the network labels generated in Section 4.1 allow for supervised learning of the parameters. The cross-entropy function is used as the loss function for the node classification task [24]. The loss function is as follows:


  L o s s = −   ∑  v ∈  y  L a b e l         ∑  i = 1  c    y  v i   ln      z  v i    



(14)




where    y  L a b e l     represents the set of nodes with labels;    y  v i     represents the network labels after One-Hot encoding;  l  represents the number of network labels classes. The vector representation    z  v i     of node  v  is obtained through forward propagation, and then the gradient descent method is used to perform backpropagation to update    W k    and parameters in the aggregation function until the loss value does not change. At this point, the model has converged and can correspond well to the nodes in the network topology to the network performance.



The trained GraphSAGE model can directly follow Algorithm 2 to complete feature aggregation in the face of new topologies and node features, yielding the results of network performance classification of nodes.



Assume that the multiple shortest paths iterated by the multi-path routing algorithm are   P a t h = {  p 1  ,  p 2  , ⋯ ,  p m  }  , and each path consists of several nodes. The class of each node in the network topology can be obtained by inputting the network topology and node feature information into the trained GraphSAGE model. After knowing the class to which the node belongs, the corresponding network performance value of the node can also be known. The network performance of each shortest path can be defined as the sum of the network performance of each node in the path, then the network performance of the shortest path  i  can be written as:


  N  P i  =   ∑  v ∈  p i      p e r f o r m a n c  e v     



(15)




where   p e r f o r m a n c  e v    represents the network performance of node  v ;  v  is a node in the path    p i   . The network performance of each path is calculated according to Equation (15). The path with the largest value of   N P   is the optimal path    p  b s e t    .





5. Simulation


This section describes the experimental environment and the model training process and evaluates the performance of the proposed algorithm based on the simulation results.



5.1. Experimental Environment and Model Training Process


The network simulations are performed in   N S 3  . In the simulations, the maximum radio transmission range and the interference range is set to 300 m and 500 m, respectively. The log-distance path loss model is used as the propagation model, which is suitable for outdoor propagation such as in urban areas, and the path loss exponent is set to 3 [25]. The constant speed propagation delay model is used as the delay model. Unless specifically stated, the simulations are performed in a 16 Mesh nodes topology within an area of   1000   m   ×   1000   m   and the node transmission power is set to 23.0306 dB. The distribution of the nodes is shown in Figure 5. WiFi6 is used as the physical layer protocol, which operates in a 5GHz frequency band. The traffic is sent from the source using the User Datagram Protocol (UDP) and the packet size is 1024 bytes.



In the experiments, the implementation of the GraphSAGE model is based on Python 3.8 and the deep learning framework PyTorch. The network topology of 16 nodes is first simulated in   N S 3  , 30 routing schemes that are randomly generated and traffic is sent at 10 different rates for each routing scheme. 1000 pieces of network performance data are collected for training. Based on the combination of each routing scheme and sending rate,   N S 3   is used to generate network performance metrics such as traffic, transmission delay, and packet loss rate. Then the FCM algorithm of Section 4.1 is used to iterate the clustering centers of the network performance dataset and correspond the network performance to the clustering categories one by one. Finally, the network labels are generated based on the feature vectors of the nodes in the topology and the GraphSAGE model is trained in a supervised manner. During the training process, the number of iterations of the GraphSAGE is set to 3000, the learning rate   l r   is set to 0.003 and the neural network uses the Adam optimizer and the Relu activation function. In addition, the number of first-order neighbor nodes is set to 4 and the number of second-order neighbor nodes is set to 8.




5.2. Algorithm Performance Evaluation


The evaluation consists of two parts: (1) The GraphSAGE-based performance optimization algorithm can effectively evaluate the network performance and optimize the selection of transmission paths. (2) The actual performance of the multi-path reliable routing algorithm for wireless mesh networks is evaluated and proven to improve the network performance. The average of 10 runs of the program is used as the simulation results. During each run, randomly select several source-destination node pairs from the network topology for packet transmission, record the network performance metrics such as end-to-end delay, packet loss rate, and throughput, and take the arithmetic average of the simulation data.



This section first proves that the GraphSAGE-based performance optimization algorithm can effectively evaluate the network performance and optimize the selection of transmission paths. The available bandwidth (avail-bw) of an end-to-end path is defined as the residual capacity at the path’s bottleneck, which represents the maximum additional load that the path can carry before saturation [26]. It is often applied as a network performance metric for path selection. After outputting all shortest paths by the multi-path routing algorithm based on the improved breadth-first search, we use path selection based on the available bandwidth method and the GraphSAGE-based performance optimization algorithm for optimal path selection, respectively, and compare the network performance between the two selection methods at different data sending rates. The experimental results are shown in Figure 6. The figure shows that there is little difference between the two methods when the data-sending rate is low. This is because the amount of data has not reached the bandwidth capacity. When the data sending rate is higher, the GraphSAGE-based performance optimization algorithm has a lower average end-to-end delay and packet loss rate, and greater throughput. The GraphSAGE-based performance optimization algorithm considers multiple network performance metrics and can select transmission paths more accurately. Overall, the GraphSAGE-based performance optimization algorithm can effectively evaluate the network status, optimize the selection of transmission paths, and improve the network performance.



In order to verify the actual performance of the proposed GraphSAGE-based multi-path reliable routing algorithm, the proposed algorithm is evaluated from the effects of data sending rate, topology size, and channel environment on the network performance, respectively. The traditional shortest path routing algorithm and the Equal-Cost Multi-Path routing (ECMP) [27] are selected as the comparison algorithms to evaluate the performance of the proposed algorithm.



To study the effect of data sending rate on algorithm performance, the data sending rate is increased from 10 packets/s to 100 packets/s. The experimental results are shown in Figure 7, Figure 8 and Figure 9. Figure 7 explains the average end-to-end delay at different data-sending rates. The figure indicates that the average end-to-end delay is increasing as the data-sending rate increases. Figure 8 illustrates that as the data-sending rate increases, the packet loss rate also increases. Figure 9 shows the relationship between throughput and data sending rate, where throughput increases and then levels off as the data sending rate increases. When the data sending rate is low, there is no significant difference in the performance of the three algorithms because the amount of data has not yet reached the bandwidth capacity and the network status is good. However, when the data sending rate is higher, the proposed algorithm outperforms the two comparison algorithms in terms of network performance metrics such as average end-to-end delay, packet loss rate, and throughput. This is because the traditional shortest path routing algorithm can select only one shortest path for data transmission, which is prone to network congestion. Although the EMCP algorithm can perform multi-path transmission, it only spreads the traffic to different paths for transmission, which is likely to worsen the congestion for the paths that have already been congested. Instead, the proposed algorithm can not only obtain all the shortest paths from the source to the destination, avoiding the limitation that the traditional shortest path algorithm can select only one path for transmission but also dynamically select the optimal path according to the network performance, effectively alleviating network congestion. Moreover, as the data-sending rate increases, the performance improvement of the proposed algorithm becomes larger and larger, which effectively improves the network performance, reduces average end-to-end delay and packet loss rate, and increases throughput.



To study the effect of topology size on algorithm performance, the data sending rate is fixed at 70 packets/s and the number of topological nodes is increased from 4 to 28. The experimental results are shown in Figure 10, Figure 11 and Figure 12. Figure 10 explains the average end-to-end delay with a different number of topological nodes. The figure illustrates that as the number of topological nodes increases the average end-to-end delay of the shortest path algorithm first increases and then levels off, while the ECMP algorithm and the proposed algorithm first decrease and then level off. Figure 11 shows the packet loss rate with a different number of topological nodes. In this figure, the variation of packet loss rate with topological nodes follows the same trend as the average end-to-end delay in Figure 10. Figure 12 indicates that the throughput of the shortest path algorithm decreases first and then levels off as the number of topological nodes increases. The results show that the shortest path routing algorithm gives the worst network performance due to selecting only one shortest path for data transmission, which is prone to network congestion. When the number of topological nodes is small, the available shortest paths are also very few, so the proposed algorithm cannot exert its ability to dynamically select the optimal path and the network performance is poor. However, the ECMP algorithm can spread the traffic to different paths for transmission, with better network performance, which is more suitable for simple topologies with a small number of nodes. When the number of topological nodes is bigger, the network performance of the proposed algorithm is better and less volatile compared with the ECMP algorithm. The proposed algorithm analyses multi-attribute parameters such as traffic, packet loss rate, and transmission delay, which can dynamically select the optimal path according to the network performance, effectively alleviate network congestion and improve network performance.



To study the effect of channel environment on network performance, WiFi5, and WiFi6, the two latest WiFi protocols, are used as the physical layer protocol of WMN for simulation, respectively. In terms of modulation mode, WiFi6 supports 1024-QAM and WiFi5 supports 256-QAM. In the simulation, the two protocols both operate in a 5GHz frequency band. As shown in Figure 13, there is no significant difference in network performance for the two-channel environments at different data-sending rates. This shows that the proposed algorithm has good performance in different channel environments and can be applied to various channel environments.





6. Conclusions


This paper proposes a reliable routing algorithm to address the problems that traditional routing algorithms have low network resource utilization and are difficult to guarantee the reliability of transmission in real networks. The algorithm consists of a multi-path routing algorithm based on the improved breadth-first search and a GraphSAGE-based performance optimization algorithm, which can output all shortest paths and select the path with the best network performance for data transmission based on the real-time network status. Simulation results show that the proposed algorithm outperforms the traditional shortest path routing algorithm and ECMP algorithm in the face of complex networks, and can effectively improve network performance, reduce delay and packet loss rate, and increase throughput. As the data-sending rate increases, the performance improvement of the scheme given by the proposed algorithm compared to the comparison algorithms becomes larger and larger. When the data sending rate reaches 100 packets/s, the proposed algorithm reduces the average end-to-end delay by 48.8% and 35.1%, the packet loss rate by 46.75% and 28.65%, and increases the throughput by 54.3% and 18.0% compared with the shortest path algorithm and ECMP algorithm, respectively. Although the proposed algorithm can greatly optimize the network performance, the time complexity of the algorithm is not considered. As the network topology becomes more and more complex, the resource consumption of the routing algorithm becomes a serious issue. Therefore, in our future research, we intend to optimize the time complexity of the algorithm to reduce resource consumption.
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Figure 1. Structure of wireless mesh networks. 
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Figure 2. Architecture of the proposed algorithm. 
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Figure 3. Flow chart of the improved breadth-first search. 
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Figure 4. The process of GraphSAGE to generate node vector representations. 
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Figure 5. Distribution of nodes. 
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Figure 6. (a) Average end-to-end delay at different data sending rates. (b) Packet loss rate at different data sending rates. (c) Throughput at different data sending rates. 
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Figure 7. Average end-to-end delay at different data-sending rates. 






Figure 7. Average end-to-end delay at different data-sending rates.



[image: Processes 11 01255 g007]







[image: Processes 11 01255 g008 550] 





Figure 8. Packet loss rate at different data sending rates. 
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Figure 9. Throughput at different data sending rates. 
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Figure 10. Average end-to-end delay at different topology sizes. 
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Figure 11. Packet loss rate at different topology sizes. 
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Figure 12. Throughput at different topology sizes. 
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Figure 13. Network performance of the GraphSAGE-based multipath reliable routing algorithm (a) Average end-to-end delay at different data sending rates. (b) Packet loss rate at different data sending rates. (c) Throughput at different data sending rates. 






Figure 13. Network performance of the GraphSAGE-based multipath reliable routing algorithm (a) Average end-to-end delay at different data sending rates. (b) Packet loss rate at different data sending rates. (c) Throughput at different data sending rates.



[image: Processes 11 01255 g013]













	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2023 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file13.jpg
500
—6— The Shortest Path Algorithm
—&— The ECMP Algorithm
—#&— The Proposed Algorithm
400
&
z
2300
)
H
2
<
5 200
&
£
2
=
100
0

10 20 30 40 50 60 70 80 90 100
Data-Sending Rate (Packets/s)





media/file4.png
M ulti-path routing algorithm based

Network topology

on the improved breadth first search

|
TN
>| Bread first search)Z()( Multipath output]
|
i y
|
|

GraphSAGE-based performance
optimization algorithm

v

[ Set of the shortest paths J

Network Labels
Generation

\/

- |
| il SAGE. brsied Gr‘aph Network performance
r v Representation Learning |

The optimal path






media/file18.png
150

125

100

75

Throughput (Packets/s)

—©— The Shortest Path Algorithm
=& The ECMP Algorithm
—A— The Proposed Algorithm

| | | |

|

20

30

40 50 60 70
Data-Sending Rate (Packets/s)

80

90

100





media/file21.jpg
Packet Loss Rate (%)

—©— The Shortest Path Algorithm
—&— The ECMP Algorithm

3.5 | —A— The Proposed Algorithm
z:
|.:
.
4 8 12 16 20 24

Number Of Nodes

28





media/file26.png
Average End-to-end Delay (ms)

[
(4
=]

==
N
(—]

—
(]
=

50

20 40 60 80 100
Data-Sending Rate (Packets/s)

(@)

Packet Loss Rate (%)

I WiFi5

w =

o
Throughput (Packets/s)

0
20 40 60 80 100 20 40 60 80 100
Data-Sending Rate (Packets/s) Data-Sending Rate (Packets/s)
(b) (¢)





media/file3.jpg
oo e

%"






media/file22.png
Packet Loss Rate (%)

3.5

0.5

T T T T

——O©— The Shortest Path Algorithm
=& The ECMP Algorithm
- | —&A— The Proposed Algorithm

4 8 12 16

Srbp

Number Of Nodes





media/file19.jpg
Average End-to-end Delay (ms)

180

g

:

120

H

2

—6— The Shortest Path Algorithm
—&— The ECMP Algorithm
—&— The Proposed Algorithm

8 12 16
Number Of Nodes

20

24

28





media/file7.jpg
Sampling






media/file10.png
y(m)

1000

800

600

400

200

x(m)

800

900

1000





media/file14.png
500

400

300

200

Average End-to-end Delay (ms)

—
—
=

I I I I I

——O— The Shortest Path Algorithm
=& The ECMP Algorithm
—4A— The Proposed Algorithm

20 30 40 50 60 70
Data-Sending Rate (Packets/s)

80

920

100





media/file11.jpg





media/file6.png
e )

fTraverse neighbor
{ nodes

Visiting=False } [ Visiting=True ] [ Searched=True ]
HopCount < the

[Record HopCount
original one?

Skip out of this
cycle

A

[ Visiting=True j

HopCount = the
original one?

Update FrontPoint
S and HopCount

Put Head into
FrontPoint

Searched=True

[Update Head statusj

Queue 1s
empty?

Generate a new
Head






media/file15.jpg
Packet Loss Rate (%)

10

10

—&— The Shortest Path Algorithm
—&— The ECMP Algorithm
—&— The Proposed Algorithm

20 30 40 50 60 70 80 90 100
Data-Sending Rate (Packets/s)





nav.xhtml


  processes-11-01255


  
    		
      processes-11-01255
    


  




  





media/file16.png
Packet Loss Rate (%)

10

=]

=)

=S

——©— The Shortest Path Algorithm
=& The ECMP Algorithm
—4&A— The Proposed Algorithm

20 30 40 50 60 70
Data-Sending Rate (Packets/s)

80

90

100





media/file2.png
Mesh Router

Eﬁ% Gateway

Backbone Mesh /,,/” Tl

Client






media/file20.png
Average End-to-end Delay (ms)

180

60

T T 1 T T

——6-— The Shortest Path Algorithm
=& The ECMP Algorithm
—A— The Proposed Algorithm

8 12 16 20 24 28
Number Of Nodes





media/file23.jpg
125

120

110

105

Throughput (Packets/s)

—&— The Shortest Path Algorithm
—&— The ECMP Algorithm
—A— The Proposed Algorithm

8 12 16 20
Number Of Nodes

24

28





media/file5.jpg
v nighior
s

e ) ()

xo
S

o
cle

Upde Fead s
SearhodTe






media/file24.png
125

120

—
—
2]

[y
—_—
=

105

Throughput (Packets/s)

T T T

——O©— The Shortest Path Algorithm
=& The ECMP Algorithm
—4A— The Proposed Algorithm

100
£
¢
95 1
A P L _—0
~7 —T
90 1 | | 1 1
4 8 12 16 20 24 28

Number Of Nodes





media/file1.jpg





media/file25.jpg





media/file12.png
Average End-to-end Delay (ms)

300

250

200

100

50

I Path-selection based on Available Bandwidth Method
I GraphSAGE-based performance optimization algorithm

40 60 80 100
Data-Sending Rate (Packets/s)

(a)

Packet Loss Rate (%)

F=N

W

[3¥]

I Path-selection based on Available Bandwidth Method
I GraphSAGE-based performance optimization algorithm

40 60 80 100
Data-Sending Rate (Packets/s)
(b)

Throughput (Packets/s)

150

75

25

[ Path-selection based on Available Bandwidth Method
I GraphSAGE-based performance optimization algorithm

40 60 80 100
Data-Sending Rate (Packets/s)
(©)





media/file9.jpg
¥(m)

1000

800

600

400

200

0 100 200 300 400 500 600 700 800 900 1000
x(m)





media/file0.png





media/file8.png
Sampling

Aggregation

N

Embedding generation /






media/file17.jpg
150

125

100

75

50

Throughput (Packets/s)

25

—&— The Shortest Path Algorithm
—&— The ECMP Algorithm
—&A— The Proposed Algorithm

10

20

30

40 50 6 70
Data-Sending Rate (Packets/s)

80

9

100





