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Abstract

:

A reasonable definition of nodes load and capacity is essential for improving the robustness of scale-free networks against cascading failure, which has gained significant attention over recent years. This paper presents two methods for defining the load-capacity model: a degree-based method and a betweenness-based method. In these methods, the initial load and capacity of nodes were determined by considering the degrees and betweenness centrality of nodes and their neighbors. These values could be adjusted using both global and local parameters. This paper achieved load redistribution during cascading failures through targeted attacks on network nodes. In addition, this study applied load redistribution to cascading failure processes in networks by targeting network nodes. In order to evaluate the effectiveness of the proposed approach, this paper examines the impact of adjusting two parameters on the minimum critical tolerance coefficient and network robustness. Computer-generated scale-free networks and a real network were used for evaluation purposes. The findings indicated that higher global parameters resulted in a lower average robustness index. Moreover, our degree-based method demonstrated a smaller minimum critical tolerance coefficient and average robustness index compared to existing load definition methods. Therefore, the proposed methods enhanced the robustness and integrity of scale-free networks against attacks.
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1. Introduction


Complex networks are abstract models for understanding complex systems in the real world, and they are a valuable framework for understanding the interconnections among various elements in the real world, and research in this field is gaining significant traction among scholars. Numerous complex systems, in reality, can be effectively represented as complex networks [1,2,3,4], including transportation networks [5], power grids [6,7,8], social networks [9,10,11], and many other large-scale real networks. Scale-free networks exhibit a unique characteristic wherein a few hub nodes possess extensive connections, while the majority of these nodes have relatively few connections. This complex network structure significantly influences the evolution of cooperative behavior. To enhance the robustness of scale-free network systems, this collapse process of complex systems is often simulated and analyzed using cascading failure models. In a scale-free network, when a node fails, its load is redistributed to its immediate neighbor nodes. If the load exceeds the capacity of these neighboring nodes, the intricate interplay between network elements can trigger cascading failures on a large scale. Hence, it is crucial to properly distribute the initial node load in the scale-free network.



Cascading failure is a phenomenon observed in various real-life scenarios, including the transmission of diseases like COVID-19 (flu transmission) [12], traffic congestion [13], etc. When cascading failure occurs, the available nodes or edges commonly have to bear the load of failure nodes to maintain the regular network system’s function as much as possible. However, when a node or edge receives the assigned load, it is possible that its own total load is greater than its capacity. This leads to cascading failures in large and complex networks. To resist the cascading process, topology and flow control methods [14,15,16,17], such as link reconnection [14], link addition or removal [15], node load relief [16], flow homogenization [17], etc., are proposed. These methods are considered direct approaches as they are implemented during the spread of failures. These methods directly change the topology of the network, which is a tough issue in real life. Moreover, it takes a lot of human and financial resources to complete the relevant facilities in order to improve the robustness of the network. Additionally, there are numerous uncertainties associated with implementing these methods during the spread of failures. In recent years, researchers have been increasingly drawn to the advantages of initial load assignments, which can effectively reduce or prevent cascading failures without disrupting the operation of the network system. Motter et al. introduced a classical load-capacity model [18], which defined the node load as an intermediate characteristic of a network when network information was exchanged along the shortest path between nodes. Experimental studies have demonstrated that the heterogeneity of scale-free networks makes them particularly vulnerable to attack, as disabling a key node can trigger large-scale cascades. Building upon Motter’s classical load-capacity model [18], researchers have proposed a cascade failure model with adjustable parameters to control the initial load and capacity of the nodes. Additionally, the definition of the initial load in the model takes into account node importance metrics such as the shortest path and degree [18,19,20,21,22,23,24,25]. In terms of the load definition based on the shortest path, Refs. [18,19] consider that the initial load of nodes can be determined by the number of shortest paths passing through them. Qian et al. [20] adopted betweenness centrality to define the initial load of the node and constructed a 1000 BA scale-free network model using two methods. They demonstrated that in specific delay and tolerance coefficients, cascading failure can be avoided to some extent. Considering the load definition based on this degree, Refs. [21,22] proposed a cascading failure model that depended on adjusting weight parameters. These experiments indicate that optimizing parameters can enhance the robustness of the scale-free network. However, the literature [21,22] primarily focuses on the impact of cascading failure through the adjustment of node parameters alone. Since cascading failure propagation involves load redistribution between the nodes, the definition of a node’s initial load should also consider first-order neighbor nodes on the network’s resistance to destruction. Refs. [23,24,25,26] proposed a definition of the initial node capacity by multiplying the node’s degree with the degrees of its first-order neighbors using an adjustable parameter. They conducted a series of studies on network robustness based on this approach. Furthermore, when the initial load of the nodes was positively correlated with their degrees in scale-free networks, load assignment could benefit the network robustness [26]. However, these studies just adjusted the nodes and first-order neighbor nodes as a whole for a single parameter without considering the relationship between the nodes and first-order neighbor nodes.



In previous studies on initial load assignment, the initial load has often been defined in relation to one node importance metric such as degrees [22,26] and betweenness centrality [20], with the adjustment of a single parameter achieving optimal network robustness. During the process of cascading failure, the failure of a node can significantly impact its neighboring nodes. Therefore, in the process of cascading failures, defining the initial load of a node solely based on its degree and betweenness centrality can overlook the influence of first-order neighboring nodes on the network’s cascading failures. However, the current research that has considered both nodes and their first-order neighbor in defining the initial load has only taken them as a whole when studying adjustable parameters, which ignores the relationship between both of them. Therefore, it is necessary to adjust the global and local parameters of the nodes and their first-order neighbors to obtain the initial load effectively. In this paper, we propose two methods for defining the initial load and capacity: the degree-based method and the betweenness-based method. These two methods have two adjustable parameters:   ω   and   θ  .   ω   represents the local weight coefficient of the node and its first-order neighbors, and   θ   is the global coefficient that controls the overall load strength of the node. This definition allows for more comprehensive network system information, which is beneficial for identifying more robust load assignments. This method can be applied to both computationally generated scale-free networks and real scale-free networks. By adjusting the parameters, the network integrity and robustness can be optimized. The critical tolerance coefficient     α   c     and average robustness index     C F   N     were analyzed. In order to make comparisons, several existing load definition methods were also investigated. The experimental results showed that the degree-based method could significantly improve the network integrity and network robustness when the first-order neighbors were given a higher weight under the optimized   θ  . Our proposed methods contribute to robust load assignments against cascading failures in the scale-free network field.



The remainder of this paper is organized as follows. Section 2 describes the load-capacity model and the cascading failure process. Section 3 presents the simulation results, the analysis, the critical tolerance coefficient, and robustness. Section 4 concludes the study presented in this paper.




2. Methods


2.1. Load-Capacity Model


The degree and betweenness centrality [27] are two measures that describe the importance of nodes within a network. The degree of a node is defined as the number of edges that connect the node to its neighboring nodes. It assesses the importance of nodes based on local network topology information. On the other hand, the betweenness centrality of a node can be defined as the number of shortest paths that pass through this node. It captures the importance of nodes by obtaining global network topology information. The betweenness centrality of node i is generally calculated using the following formula:


    B   i   =   ∑  s ≠ i ≠ t        σ   s t   ( i )     σ   s t        



(1)




where     σ   s t     represents the whole number of the shortest paths from node s to t and     σ   s t   ( i )   represents the total number of the shortest path passing throw node i.



In previous studies, load capacity [18] models in cascading failure models usually use the degree [22,26] and betweenness centrality [20] of a node to define its load and capacity in the network. However, in real networks, the flow is an interaction between pairs of nodes. Therefore, the load assignment on a node should be correlated with both the node itself and its neighbors. Based on this, we propose two methods to define the initial load:



	
The degree-based method with adjustable weighted parameters. We named this the DAW method.


    L   i   ( 0 ) =     ω   D   i   + ( 1 − ω )   ∑  m ∈   τ   i        D   m         θ   , i = 1,2 , . . . . . . , N  



(2)







	
The betweenness-based method with adjustable weighted parameters. We named this the BAW method.


    L   i   ( 0 ) =     ω   B   i   + ( 1 − ω )   ∑  m ∈   τ   i        B   m         θ   , i = 1,2 , . . . . . . , N  



(3)










In Equations (2) and (3),     D   i     is the degree of node   i   and     B   i     is the betweenness centrality of node   i  .     τ   i     is the neighbor group of node   i   and   N   is the whole number of nodes in the network.   θ   is an adjustable parameter that controls the initial strength of     L   i   ( 0 )   and   ω   is a weight coefficient that controls the weight contribution between the degree of node   i   and its neighbors. When   ω   = 0, only the contribution of the node neighbors is considered. When   ω   = 1, only the contribution of the node itself is considered.



In real networks, nodes usually have a certain tolerance to resist overloading failure. Therefore, we defined the capacity     C   i     of node i by adding the tolerance coefficient   α  .


    C   i   = ( 1 + α ) ×   L   i   ( 0 )  



(4)







Based on Equation (4), the node in this network could be assumed to fail if the load     L   i   ( t )   was larger than its capacity     C   i    . It showed that a larger   α   could lead to larger     C   i    , and make the node have a higher ability to resist overloading failure. However, the setting large node capacity in the network inevitably increases the cost. Therefore, we hope that the network can run normally with a lower   α  . It is meaningful for reducing the cost in real networks. The load-capacity model can be described as follows.



Step 1: Load calculation.



Calculate the load of each node by using the DAW or BAW method and normalize one of the smallest loads of nodes to 1 as the reference node.



Step 2: Unify the load.



Unify the load of the other nodes with the DAW or BAW method.



Step 3: Capacity calculation.



Calculate the capacity Ci of each node by Equation (4).




2.2. Cascading Failure Process


Cascading failure refers to a chain effect in networks, where the failure of certain nodes results in their neighboring nodes bearing the load and potentially failing if they become overloaded. Here, we assumed that nodes with a larger capacity would be assigned a greater share of the failure load during redistribution. This assumption aligns with reality, as nodes with larger capacities have a higher likelihood of avoiding overloading failures and should be prioritized to maintain the system’s functionality as much as possible. Therefore, when node i failed in the network, we assumed that the failure load would be redistributed to the neighbors, where   ∆   L   j   ( t )   is proportional to the capacity of the neighbors, as shown in Equation (5).


  ∆   L   j   ( t ) =   L   i   ( t ) ×     C   j       ∑  m ∈   Ω   i        C   m        



(5)




where     L   i   ( t )   represents the load of failure node i, and     Ω   i     are the adjacent nodes of node i. m represents the element in set     Ω   i    .



    L   j     could be updated as:


    L   j   ( t + 1 ) =   L   j   ( t ) + ∆   L   j   ( t ) =   L   j   ( t ) +     C   j     L   i   ( t )     ∑  m ∈   Ω   i        C   m        



(6)







If     L   j   ( t + 1 ) >   C   j    , node i was assumed to be in a failure state. Figure 1 shows the process of the load redistributed to the neighbors after a node failed.



Based on this load redistribution, the cascading failure process is described as follows.



Step 1: Attacking node.



Attack the initial node to make it fail.



Step 2: Assignment of the failed load.



When the nodes fail, the failed load is assigned to their neighbors according to Equation (5).



Step 3: Receive failed load.



The neighbors receive the distribution load of the failed node and recalculate their own load     L   i   ( t + 1 )  . If     L   i   ( t + 1 ) >   C   i    , set the node to the failure state and remove it. By contrast, if     L   i   ( t + 1 ) ≤   C   i    , the node still works normally.



Step 4: Iteration.



Repeat steps 2 and 3 iteratively until the network reaches a balanced state where a giant connected component exists or global failure occurs.



An initial failure could be triggered by selecting nodes and attacking them [18]. When network failure stopped spreading, we could measure the network robustness by calculating the number of failed nodes     C F   i    . However, network topology, in reality, is usually heterogeneous. In order to fairly quantify the robustness of the whole network, we failed each node in each cascading simulation and calculated the average     C F   N     as:


    C F   N   =     ∑  i = 1   N      C F   i       N ( N − 1 )    



(7)







From Equation (7), we could see that the lower value of     C F   N     indicated higher network robustness.



In summary, the main process of the method is as follows first, a load-capacity model is established. The model first needs to calculate the initial load based on DAW and BAW methods, then unify the node load, and finally calculate the node capacity based on the load results. Second, the initial node is attacked, and its initial load is distributed to the neighboring nodes, which, in turn, triggers the cascade failure and calculates the average     C F   N    . The flow chart of this method is shown in Figure 2.





3. Results and Discussion


Many real networks follow scale-free distribution (SF distribution) [18]. In this section, we generated BA scale-free networks with   N = 1000   nodes at different average degrees     k     to test our method. We first focused on the critical tolerance coefficient that was required to maintain network integrity. Then, we studied the impact of the model parameters on the robustness of the networks. Finally, we applied our methods to investigate a real network while also considering several existing methods for comparison.



3.1. Analysis of Critical Tolerance Coefficient


In the cascading process, the neighbors of a failure node share the load of the failed node. It is known from the introduction in Section 2 that when a node fails, a redistribution of the load can be triggered based on Equation (5). To make the neighbors of the node in the network still available with the lowest cost, we should set a minimal   α   for the neighbors to bear the failure load. Then, if we attack each node in the network, we could obtain a critical tolerance coefficient     α   c     to avoid initial failure spreading.


  ∃   α   c   ,   L   j   ( t + 1 ) ≤   C   j     f o r   α ≥   α   c     a n d   ∀ j ∈   Ω   i     a n d   i ∈ N .  








where     Ω   i     is the neighbor’s node-group for node i, and N represents the network nodes. Otherwise, when   α <   α   c    , the above conditions cannot be satisfied. It shows that a smaller     α   c     means that the initial load assignment is more robust for resisting the occurrence of cascading failure.     α   c     can be set to measure the network integrity. When     α   c     is lower, it means the method can keep a higher network integrity under attack. In our method, different parameters led to different     α   c     for the same network. We denoted the minimum one as     α   c m i n    , which was different from the robustness index     C S   N     shown in Equation (7) and was used as a key metric for measuring the performance of our method.



Firstly, we focused on the value of     α   c m i n     influenced by parameter   ω   under a different average degree     k    . The results are shown in Figure 3 and Figure 4 and were averaged by 400 independent runs. The value of     α   c m i n     increased with   ω   under DAW and BAW methods. This indicated that a smaller value of   ω   enabled the network to be more robust for triggering the occurrence of cascading failure. In other words, the greater contribution of node neighbors could maintain the integrity of the network. For different     k    s,     α   c m i n     decreased gradually under the same   ω  . This indicated that the network with larger     k    s could better guarantee the integrity of the network. We also obtained the value of     α   c m i n     under optimal parameter   θ  . For simplicity, we named it     θ   o p t    . In addition, for different     k    s, we could find that     θ   o p t     fluctuated with   ω  s in a certain range.



Several methods have been proposed to define the initial loads, including the degree (DM) [21,22], degree and neighbor degrees multiplication (DNM) [23,24,25], and betweenness centrality (BM) [19]. For comparison purposes, we present them as Equations (8)–(10), respectively.


    L   i   =   D   i   θ    



(8)






    L   i   =       D   i   ×   ∑  m ∈   τ   i        D   m         θ    



(9)






    L   i   =   B   i   θ    



(10)







In the formulas,     D   i     and     B   i     represent the degree and betweenness centrality of the node i, respectively. In Figure 5, we investigate the     α   c m i n     of the DM, DMN, BM, DAW and BAW under their own     θ   o p t    . First of all, we found that     α   c m i n     out of all the methods decreased with an increase in     k    . As can be seen, the smallest value of     α   c m i n     could be obtained through the DAW method, and the sub-small     α   c m i n     could be obtained through during the five methods for different     k    s. In addition, the DM and BM methods processed the largest and sub-largest     α   c m i n    . This meant that the network integrity could be maintain through our methods with node tolerance, which was meaningful for reducing the node cost to avoid cascading failure. Particularly, for the networks with small     k    s,     α   c m i n     could be significantly reduced using the DAW method.




3.2. Analysis of Robustness


Node tolerance represents the ability of nodes to resist overload failure [17]. According to Equation (4), the ability of nodes to withstand network failure could be enhanced by increasing   α  . In order to illustrate the influence of increasing the node capacity on the robustness of the network, some graphs plotted     C S   N     as a function of   α   for different   θ  s in Figure 6 and Figure 7. In Figure 6 and Figure 7,     C F   N     decreased as   α   increased, and     C F   N     and   θ   had a negative correlation in BA scale-free networks. This meant that a larger value of   θ  s could enhance the network’s robustness against cascading failures to some extent because of the scale-free characteristic of the BA scale-free network. Most nodes have a small load, while only small parts of nodes have a large load. If we attack the node with a small load, it is difficult to trigger cascading failure in the BA scale-free network. With the increase in   θ  , the initial load assignment on the nodes correlates with the BA scale-free network scale-free topology characteristic and leads to higher network robustness.



In the above experiment, we discussed the critical tolerance coefficient and network robustness in BA scale-free networks, which seemingly presented contradictory analyses. The main reason for this was that the definitions of     α   c     and     C F   N     were different.     α   c     focuses on avoiding failure spreading after the initial failure, while     C F   N     focuses on the cascading failure results.



In order to obtain the ability of both to have a smaller critical tolerance coefficient and higher robustness, we compared our method with the DM, DNM, BM, DAW and BAW methods under their own     θ   o p t     in Figure 8. All     C F   N    s of the five methods decreased when the value of   α   increased. When   α > 0.04  , the smallest     C F   N     could be obtained through the DAW method, which meant that the performance of the DAW method was better than the other four methods in improving network robustness. When   α < 0.04  , the BM method decreased faster than the other methods. Compared with the BM method, the DAW method had a lower critical tolerance, and its robustness was lower than the BM method. More importantly, the DAW method was faster than the BM method, which relied on global betweenness information. To sum up, the results suggested that the DAW method not only enhanced network robustness against cascading under the same node tolerance but also had the smallest critical tolerance to maintain network integrity while achieving the same     C F   N    .




3.3. Real Networks


In this section, we applied our method to the Ohio AS network [28] while also investigating several existing methods using their respective optimal parameters. The Ohio AS network consisted of 10,672 nodes and 22,004 edges. To provide a brief overview of the network’s topology, we have plotted the degree distributions in Figure 9. The plot clearly illustrates that the AS network exhibited a significant power-law degree distribution.



Figure 9 compares the     α   c m i n     of these methods for the AS networks, Figure 10 and Figure 11 shows the     C F   N     of these methods as a function of   α   under     θ   o p t    . From Figure 10, the DAW method is shown as obtaining the smallest     α   c m i n     while the second smallest     α   c m i n     was obtained by the DNM method. The DM method obtained the largest value of     α   c m i n    . The result indicates that the DAW method could make the AS networks have higher integrity under attacks. From Figure 11, when   α > 0.0  2,     C F   N     decreased to below 0.2 for the BM and DAW methods. When   α = 0.0  3,     C F   N     of the DAW method was the smallest. In addition, the performance of our proposed BAW method was only better than the DM method for the AS network. The results presented above indicate that the DAW method is superior to existing methods in terms of its ability to resist network cascading failures.





4. Conclusions


Ensuring the stable operation of complex systems while minimizing costs is crucial for industries such as power grids, transport, and communications. For instance, in a power grid, a problem at a single node can result in cascading power interruptions due to load distribution. In this paper, we proposed DAW and BAW, two load definition methods, by considering the degree and betweenness centrality of the nodes and their neighbors, respectively. In these methods, the assignments of the initial node load could be flexibly adjusted by two parameters   ω   and   θ  . The experiment found that when optimized with   θ  , the larger contribution of node neighbors could lead smaller     α   c m i n    . Additionally, three existing methods were also investigated for comparisons. The simulation experimental results demonstrated that the DAW outperformed other methods in terms of protecting network integrity and robustness against cascading failures. In addition, the DAW method depending on the local degree information operated faster than the methods that are based on node betweenness centrality. Therefore, studying network load distribution thresholds and robustness can effectively prevent cascade failures and minimize economic losses for investors.



In the future, we aim to research the cascading failure of networks triggered by different attack methods, such as random attacks, maximum traffic point attacks, etc. Additionally, we hope to continue our investigation into the initial load distribution of nodes and different attack strategies to conduct theoretical analysis and validation.
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Figure 1. Load redistribution process when node i failed in the network. 
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Figure 2. The flow chart of the method. 
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Figure 3. The value of     α   c m i n     influenced by the parameter   ω   and     θ   o p t     under different. (a)     k    =6, (b)     k     = 10 and (c)     k     = 14 for DAW method. 
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Figure 4. The value of     α   c m i n     influenced by the parameter   ω   and     θ   o p t     under different. (a)     k     = 6, (b)     k     = 10 and (c)     k     = 14 for BAW method. 
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Figure 5. Comparison of     α   c m i n     for the DM, DNM, BM, DAW and BAW methods. 
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Figure 6.     C F   N     as a function of   α   for the scale-free networks with     k     = 6 (a)   ω   = 0 (b)   ω   = 0.5 and (c)   ω   = 1.0 for DAW. 
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Figure 7.     C F   N     as a function of   α   for the scale-free networks with     k     = 6 (a)   ω   = 0 (b)   ω   = 0.5 and (c)   ω   = 1.0 for BAW. 
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Figure 8. The comparison result of the     C F   N     with an increase in   α   for the DM, DNM, BM, DAW and BAW methods. 
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Figure 9. Degree distribution of AS network in Ohio, USA. 
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Figure 10. Comparison of     α   c m i n     for the DM, DNM, BM, DAW and BAW methods. 
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Figure 11. Comparison of     C S   N     as a function of   α   for the DM, DNM, BM, DAW and BAW methods. 
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