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Abstract: The bottomhole pressure is one of the key parameters for oilfield development and decision-
making. However, due to factors such as cost and equipment failure, bottomhole pressure data
is often lacking. In this paper, we established a GA-XGBoost model to predict the bottomhole
pressure in carbonate reservoirs. Firstly, a total of 413 datasets, including daily oil production, daily
water production, daily gas production, daily liquid production, daily gas injection rate, gas–oil
ratio, and bottomhole pressure, were collected from 14 wells through numerical simulation. The
production data were then subjected to standardized preprocessing and dimensionality reduction
using a principal component analysis. The data were then split into training, testing, and validation
sets with a ratio of 7:2:1. A prediction model for the bottomhole pressure in carbonate reservoirs
based on XGBoost was developed. The model parameters were optimized using a genetic algorithm,
and the average adjusted R-squared score from the cross-validation was used as the optimization
metric. The model achieved an adjusted R-squared score of 0.99 and a root-mean-square error of
0.0015 on the training set, an adjusted R-squared score of 0.84 and a root-mean-square error of 0.0564
on the testing set, and an adjusted R-squared score of 0.69 and a root-mean-square error of 0.0721 on
the validation set. The results demonstrated that in the case of fewer data variables, the GA-XGBoost
model had a high accuracy and good generalization performance, and its performance was superior
to other models. Through this method, it is possible to quickly predict the bottomhole pressure data
of carbonate rocks while saving measurement costs.

Keywords: carbonate reservoirs; bottomhole pressure; machine learning; XGBoost; data driven

1. Introduction

The bottomhole pressure is one of the key parameters for oilfield development and
decision-making. The difference between the bottomhole pressure and the formation pres-
sure largely determines the oil production rate of a well. Traditional methods of obtaining
the bottomhole pressure include installing downhole pressure sensors for measurement,
a well-testing analysis, or establishing numerical simulation models. The installation of
pressure gauges for all wells is costly and carries risks such as equipment lifespan and
failures, leading to expensive workovers for equipment replacement and production delays.
Well-testing methods also require well shutdowns, which affect economic benefits and
involve complex operations. Numerical simulation methods are time-consuming, labor-
intensive, and resource-demanding. Therefore, it is crucial to develop a real-time pressure
prediction model that saves time, effort, and costs in order to continuously and accurately
obtain the bottomhole pressure without shutting down the wells. The traditional correlation
prediction methods for forecasting the bottomhole pressure rely on the establishment of
empirical and semiempirical (mechanistic) models. Studies by Duns and Ros [1], Hagedorn
and Brown [2], Orkiszewski [3], and Beggs and Brill [4] have focused on empirical models,
while Mukherjee and Brill [5], Ansari et al. [6], Chokshi et al. [7], and Gomez et al. [8]
have researched semi-empirical (mechanistic) models. However, these methods are largely
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based on a series of specific conditions. Therefore, when applied beyond these conditions,
the effectiveness of these methods deteriorates.

Artificial intelligence (AI) has a strong adaptability and flexibility in various envi-
ronments and datasets, and is widely used in fields such as medicine, transportation, the
Internet, and energy. In the application of petroleum engineering, AI is often used to solve
problems related to data, optimization, identification, and knowledge integration [9,10].
AI technology can more accurately predict bottomhole pressure by learning patterns and
correlations from a large quantity of historical data (as shown in Table 1), especially in
complex reservoir conditions and dynamic oilfield development processes. Awadalla and
Yousef (2016) [11] used backpropagation algorithm to find the optimal parameters of a
feedforward neural network (FFNN) for predicting the bottomhole flowing pressure of
vertical oil wells. Mahshid and Suren (2019) [12] predicted the bottomhole flowing pressure
of coalbed methane wells using time data, linear regression, and neural-network-based
methods. Ahmadi and Chen (2019) [13] compared various artificial neural network meth-
ods for predicting the bottomhole pressure of vertical wells, and the results showed that
a hybrid genetic algorithm and particle swarm optimization (HGAPSO) was highly ac-
curate. Nait Amar et al. (2018) [14] demonstrated that a hybrid model based on artificial
neural network (ANN) and grey wolf optimization (GWO) (ANN-GWO) performed better
than other hybrid methods such as genetic algorithm (GA), particle swarm optimization
(PSO), or using only a BPNN (backpropagation neural network). Nait Amar and Zeraibi
(2020) [15] proposed a hybrid model based on support vector regression (SVR) and the
firefly algorithm (FFA) for predicting the bottomhole pressure (BHP) in vertical wells un-
der multiphase flow conditions. Rathnayake et al. (2022) [16] compared multiple linear
regression, linear mixed effects, and gradient boosting regression tree (XGBoost) methods
for predicting the flowing bottomhole pressure (FBHP) in gas wells, and the results showed
that the XGBoost method had the best prediction results.

Table 1. Summary of artificial intelligence algorithms for bottomhole pressure prediction.

Reference Artificial Intelligence Algorithm Application

[14]
A hybrid model based on support vector

regression (SVR) and the firefly
algorithm (FFA)

Vertical wells with
multiphase flow

[15] Gradient boosting regression trees (XGBoost) Gas wells
[17] Feedforward neural network (FFNN) Vertical oil wells
[18] Neural network Coalbed methane wells

[19] Hybrid genetic algorithm and particle swarm
optimization (HGAPSO) Vertical oil wells

[20] Artificial neural network (ANN) and grey
wolf optimization (GWO) (ANN-GWO)

Vertical wells with
multiphase flow

Based on previous research, this study proposes a well bottom-pressure prediction
model based on XGBoost. The XGBoost algorithm [21] is an ensemble learning algorithm
based on gradient boosting trees, which has been widely applied in various fields such as
healthcare [22] and telecommunications [23] and has been introduced in several articles
regarding its application in the petroleum field. For example, Pan et al. applied XGBoost
to predict porosity in well logging [24]; Markovic et al. applied XGBoost to predict water
saturation in rock physics [25]; Zhong et al. used XGBoost to generate pseudodensity
logging data [26]; Gu et al. applied it to predict permeability in geology [27]; Al Mudhafar
et al. applied XGBoost to the reservoir lithology classification of carbonate rocks [28];
Zhang et al. applied it to predict hydrocarbon gases in petrochemistry [29]; Dong et al.
used XGBoost for reservoir production prediction [30]; and Wang et al. applied XGBoost to
predict reservoir production in highly heterogeneous sandstone [31]. These applications
have demonstrated that XGBoost is an efficient, superior, and reliable algorithm. Compared
with traditional machine learning algorithms, XGBoost exhibits a higher accuracy, greater
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flexibility, and is less prone to overfitting, demonstrating significant advantages in large-
scale, efficient, and accurate problems. However, there is almost no application of XGBoost
in well bottom-pressure prediction in carbonate reservoirs.

One major issue faced by machine learning models, including XGBoost, is the close
relationship between the model’s performance and its hyperparameters. Using default
parameter values may not fully harness the powerful effects of XGBoost. Conventional
grid-search algorithms require manual parameter tuning, which consumes a lot of time
and effort and makes finding the global optimal value challenging. The enhanced elite
strategy genetic algorithm is an improved genetic algorithm that can more easily find the
global optimal solution. Therefore, this paper proposes the use of an improved genetic
algorithm to optimize the hyperparameters of XGBoost in order to enhance the prediction
accuracy and generalization performance of the XGBoost model. The data used in this
study were production data collected from a numerical model fitted to the historical data
of the X oilfield. Prior to establishing the XGBoost-based prediction model for carbonate
reservoir bottomhole pressure, various preprocessing steps such as data correlation analysis
and data dimensionality reduction were conducted. The optimized XGBoost model with
adjusted hyperparameters was compared with ten other machine learning models, namely,
support vector machines, neural networks, stochastic gradient descent, linear regression,
ridge regression, decision trees, random forests, gradient boosting trees, ExtraTrees, and
Adaboost, to evaluate the superior predictive performance of XGBoost. These models were
selected due to their frequent utilization in machine learning problems. The novelty of this
work compared to other studies in the field lies in the following aspects: (1) The X oilfield
is a matrix-pore-type carbonate reservoir with localized fractures and dissolution cavities,
as well as high-permeability streaks and impermeable interlayers, exhibiting an extremely
strong heterogeneity. The uneven pressure distribution during the development process
poses a significant challenge for pressure prediction. The use of numerical simulation
for pressure prediction requires a great deal of work, and there is currently no suitable
empirical formula for pressure prediction in this type of oilfield. Using XGBoost through
data-driven methods for pressure prediction is a relatively feasible approach. (2) Previous
research often involves collecting extensive geological, development, engineering, well
logging, and seismic data to achieve optimal machine learning results. However, due to the
inconvenience of a practical application caused by the need for extensive data collection,
this work utilizes only six easily collectible production data variables (daily oil production,
daily water production, daily gas production, daily liquid production, daily gas injection,
and gas–oil ratio) to test the performance of the model in the case of limited data variables.
The utilization of a smaller set of variables in model training also facilitates the rapid
implementation of real-time bottomhole pressure prediction in the field. (3) The model
compares the pressure prediction performance of ten different machine learning algorithms
with that of GA-XGBoost, demonstrating the superior accuracy and generalization ability
of XGBoost in pressure prediction problems with limited data variables. This workflow
also has certain limitations, as the data used are derived from numerical simulations.
Although the model has undergone historical fitting, there are still errors compared to
actual production data.

2. Principles and Methods
2.1. The Principles of the XGBoost Method

XGBoost [21] is an ensemble algorithm that combines multiple weak classifiers into a
strong classifier based on the decision tree algorithm. It enhances the accuracy of predictive
models by constructing multiple CART decision trees. The final prediction is obtained by
summing the predictions of each trained decision tree in each round of training.

The principle of the XGBoost algorithm is as follows [32]:

ŷi =
n

∑
t=1

ft(xi), ft ∈ F (1)
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In the equation, n represents the number of trees in the model. ft denotes a function in
the function space F. ŷi represents the predicted value, and xi represents the i-th input data.
F represents the set of all possible CART models.

At each iteration, the model remains unchanged, and a new function is added to the
existing model. Each function corresponds to a tree, and the newly generated tree is used
to fit the residual of the previous prediction. The iterative process is as follows:

ŷ(0)i = 0
ŷ(1)i = f1(xi) = ŷ(0)i + f1(xi)

ŷ(t)i = ŷ(t−1)
i + ft(xi)

(2)

The objective function of XGBoost is as follows [33]:

Xobj =
n

∑
i=1

l(y, ŷ) +
K

∑
k=1

Ω( fk) (3)

Ω( fk) = γT + λ
1
2

T

∑
j=1

ω2
j (4)

In Equation (3), ∑n
i=1 l(y, ŷ) is used to measure the discrepancy between predicted

scores and true scores, and ∑K
k=1 Ω( fk) is the regularization term that effectively prevents

overfitting. In Equation (4), T represents the number of leaf nodes, ω represents the score
of each leaf node, γ is used to control the number of leaf nodes, and λ ensures that the
scores of leaf nodes are not too large.

XGBoost has several main parameters that need to be adjusted: the number of sub-
models, the learning rate, the maximum depth, the minimum child weight, γ, the subsample
rate, and the column sampling rate. These hyperparameters affect the final performance of
the model but in different ways. Therefore, it is necessary to optimize these hyperparameters.

2.2. Genetic Algorithm

Genetic algorithms (GAs) have been proven to be superior to traditional methods
when performing a global search within a complex search space [34]. Usually starting
from a group of randomly generated candidates embedded with potential solutions, a
GA creates a new generation in each iteration by transferring crucial information such
as survival of the fittest, crossover, and mutation operations onto promising candidates
selected based on the probability biased towards relatively fitter agents [35].

The enhanced elite retention strategy for genetic algorithm (SEGA) takes advantage
of the best individuals (called elites) generated during evolution, which are not subjected
to selection, crossover, and mutation but directly copied to the next generation. The main
feature of this operation is that elites produced during evolution will not be lost or damaged
due to pairing crossover and other operations, significantly improving the ability to reach
global convergence.

This paper utilizes the SEGA (Sequential Evolutionary Grid Algorithm) to continu-
ously optimize the parameters of XGBoost and achieve the maximum cross-validation
adjusted R-squared score, thereby accurately predicting the bottomhole pressure. The
SEGA initially generates a batch of XGBoost hyperparameter initial values within a speci-
fied range and trains them with production data from the reservoir to obtain a score for the
bottomhole pressure prediction. A higher score indicates better model performance. Based
on the objective of maximizing the score, the elite preservation strategy is employed to
generate the next generation of superior XGBoost hyperparameter populations, which are
then trained to obtain scores. This process continues until the maximum evolution genera-
tion or the optimization objective reaches a predetermined threshold. The model training
process is illustrated in Figure 1. By utilizing this method, the SEGA automatically searches
for the optimal parameters of the XGBoost model. Compared to conventional grid-search



Processes 2024, 12, 125 5 of 16

methods, it eliminates the need for exhaustive parameter exploration, resulting in faster
optimization speed, lower computational cost, and significant time and effort savings.
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Figure 1. GA-XGBoost model flow diagram.

3. Model Verification and Application

The numerical simulation, through historical fitting, can represent, to some extent, the
actual conditions of the target oilfield. The numerical model of the target oilfield had a
grid size of 300 × 300 × 20 m, with a total of 239,000 effective grid cells. The boundaries
were closed on all sides, and there were 8 components in the model. The model simulation
parameters are shown in Table 2. Based on the actual production data and pressure test
data, the fitting of a fixed oil volume and single well pressure was carried out, and the
overall fitting effect was good.
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Table 2. Model parameters.

Parameters

Average
Reservoir
Thickness

per Well, m

Average
Permeability,

mD

Average
Porosity, %

Average Oil
Saturation,

%

Average
Production

per Well, bbl

Values 225 0.19678039 12.5 78.4 30,000

Common production data (daily oil production, daily water production, daily gas
production, daily liquid production, daily gas injection rate, gas–oil ratio, and bottomhole
pressure) were collected from the numerical model as the dataset. The bottomhole flowing
pressure was treated as the target value, while the remaining data served as input values.

A total of 413 datasets were collected from 14 wells. It can be observed from Figure 2,
the distribution of the bottomhole pressure was uneven, mainly concentrated in the area of
5500 psi to 8300 psi, with the most data distributed around 7000 psi.
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3.1. Data Standardization

Due to the inconsistent dimensions of the original data, some of which may vary
significantly, models tend to give more weight to features with larger scales during training,
thus affecting the accuracy of the model. In addition, machine learning models are designed
for data that follow a Gaussian distribution. If the data do not conform to a normal
distribution, it will also affect the accuracy of the model. Therefore, data standardization is
generally performed before training the model.

This article used the standard deviation normalization method (standardScale) to
make the processed data conform to the standard normal distribution, with a mean of 0
and a standard deviation of 1. The formula is as follows:

x∗ =
x − µ

σ
(5)

where x∗ represents the standardized data, x represents the original data, µ represents the
mean of the data, and σ represents the standard deviation of the data.

3.2. Dimension Reduction by Principal Component Analysis

First, the Pearson algorithm [36] was employed to calculate the correlation coefficients
between each pair of features, which were then represented using a heatmap as shown
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in Figure 3. WOPR refers to the oil production rate of a well, WWPR refers to the water
production rate of a well, WGPR refers to the gas production rate of a well, WWIR refers to
the water injection rate of a well, WGIR refers to the gas injection rate of a well, GOR refers
to the gas–oil ratio of a well, WWCT refers to the water cut of a well, and BHP refers to the
bottomhole pressure of a well. In the figure, the values of the cells where rows intersect
represent the correlation between the variables represented by rows and columns. If it is a
positive number, it indicates a positive correlation between these two variables, while a
negative number indicates a negative correlation between these two variables. The absolute
value of the correlation coefficient ranged from 0.8 to 1.0, indicating a strong correlation
between features. It can be observed that variables such as the gas–oil ratio and water
cut exhibited a high correlation with the bottomhole flowing pressure (−0.91 and −0.86).
Additionally, there were also high correlations among the variables themselves (e.g., the
correlation between WWCT and WWPR was 0.98), which could potentially interfere with
the predictive performance of the model.
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A principal component analysis (PCA) [37] is a multivariate statistical algorithm used
to assess the correlation between multiple variables. It employs an orthogonal transforma-
tion to convert a set of potentially correlated variables into a set of linearly uncorrelated
variables called principal components. The PCA algorithm can transform the original data
into several principal components while preserving as much of the original information
as possible, with each principal component being mutually independent. A PCA serves
the purpose of dimensionality reduction by extracting and synthesizing relevant infor-
mation while reducing the interference of redundant features and accelerating the model
training process.

Through the PCA algorithm, the original seven features were mapped and linearly
combined to construct new features known as principal components. The importance of
the principal components can be evaluated based on their contribution to the variance. A
higher variance contribution indicates greater importance. We used Python to call the PCA
algorithm of the scikit learn framework and reduce the data to five dimensions based on
the criterion of variance contribution rate greater than 95%. The variance contribution rates
of the five principal components are shown in Table 3. From Table 3, it can be observed that
the first principal component contributed the most, accounting for 52.15% of the variance,
while the fifth principal component contributed the least, with a variance contribution rate
of 3.65%.
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Table 3. Principal component analysis data features.

Features Feature 1 Feature 2 Feature 3 Feature 4 Feature 5

Variance
contribution rate 0.52153446 0.19678039 0.11851757 0.08397276 0.03653219

The correlation heatmap of the five principal components after dimensionality re-
duction is presented in Figure 4. It can be seen that the absolute correlation values of the
principal components after dimensionality reduction were all less than 0.5, and the princi-
pal components were independent of each other, which was conducive to the performance
of the model.
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3.3. Model Training

The corresponding parameters of the genetic algorithm used in this study are presented
in Table 4. The number of generations was set to 50, as it is generally believed that if
convergence is not achieved by the 50th generation, it is necessary to investigate potential
issues with the data or the model, as further increasing the generations may not yield
significant improvements. The population size has a certain impact on the final results, with
larger populations having a higher likelihood of finding the optimal solution. However,
this also increases computational complexity. To ensure a balance between accuracy and
efficiency, the population size was set to 20. The significance of the convergence threshold
is that if the difference between the current generation and the best values from previous
generations is smaller than this threshold, it indicates that the optimization of the objective
has reached a stagnation state. If the evolution stagnates beyond the maximum limit set,
the algorithm will stop running.

Table 4. The corresponding parameters of the genetic algorithm used in this paper.

Parameters Parameter Range

Number of generations 50
Population size 20

Threshold for determining stagnation in
single-objective optimization 1 × 10−6

Maximum threshold value for evolution stagnation counter 10



Processes 2024, 12, 125 9 of 16

The data were randomly split into training, testing, and validation sets with a 7:2:1
ratio, with the number of samples in each set presented in Table 5.

Table 5. Number of sample sets.

Data Set Training Set Test Set Verification Set

Number 296 75 42

Using the SEGA, the parameters were iteratively adjusted to maximize the indicator of
the average adjusted R-squared score obtained through cross-validation on the training set.
Cross-validation [38–41] is a practical method employed in the machine learning training
process, which involves dividing the data samples into smaller subsets. By performing a
K-fold cross-validation, it simulates various possible datasets, enabling a thorough testing
of the model’s performance. This approach effectively utilizes the data to evaluate the
model’s performance and reduces issues such as overfitting and selection bias, thereby
enhancing the model’s generalization capability. Based on the empirical formula provided
below, a cross-validation fold number of 6 was selected.

K ≈ log(n) (6)

where K represents the number of cross-validation folds and n represents the size of the
dataset. By randomly partitioning the data, each subset contains a mix of best- and worst-
case scenarios. The cross-validated score obtained by averaging the scores from each subset
may appear lower compared to the conventional training set score. However, it provides
a more comprehensive evaluation of the model’s performance across different datasets,
making it a suitable objective function for optimization purposes.

The R-squared coefficient of determination indicates the goodness-of-fit of the trend
line. Given a series of true values (yi) and their corresponding predicted values, R-squared
is defined as follows:

R2 = 1 − ∑i(ŷi − yi)
2

∑i(yi − ȳ)2 (7)

The R-squared value is in the range (−∞,1] and represents the proportion of variance
explained by the model. It provides an intuitive understanding of the model’s performance.
As R-squared approaches 1, the model’s performance improves. But as the number of inde-
pendent variables increases, the R-squared value becomes larger, and using the adjusted
R-squared value to evaluate the fitting effect of the model is more accurate. The adjusted R-
squared takes into account both the sample size n and the number of independent variables
k. Therefore, it reflects the modelling accuracy.

Adjusted R2 = 1 −
(

1 − R2
) (n − 1)
(n − k − 1)

(8)

RMSE (root-mean-square Error) is simultaneously used as a supplementary validation
metric to assess the performance of the model. The RMSE measures the square root of
the ratio between the squared deviations of the predicted values and the observed values,
divided by the number of observations, n.

RMSE =

√
1
N

n

∑
i=1

(Yi − f (xi))
2 (9)

The RMSE quantifies the deviation between predicted values and actual values, and
it is particularly sensitive to outliers in the data. A smaller RMSE value indicates higher
model performance.

The optimization process is illustrated in Figure 5, where the average score of the
population improves from below 0.9350 to above 0.9525. The final average score of the
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population is comparable to that of the elites. The model optimization process terminates
after the 18th generation.
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After optimization using the genetic algorithm, the optimal values of the XGBoost
parameters were found and are shown in Table 6. The average adjusted R-squared score
from the cross-validation was 0.9536.

Table 6. The parameters of the XGBoost model established in this paper.

Parameters Parameter Value

n_estimators 6401
learning_rate 0.0338
max_depth 4

min_child_weight 6.5425
gamma 0.0233

subsample 0.9483
colsample_bytree 0.6000

To verify the effectiveness of XGBoost, we compared it with other common machine
learning models, including support vector machines (SVM), neural networks, stochastic
gradient descent (SGD), linear regression, ridge regression, decision trees, random forests,
gradient boosting trees, ExtraTrees, and Adaboost. Support vector machines can handle
the interaction of nonlinear features but are sensitive to missing data. Artificial neural
networks can fully approximate complex nonlinear relationships but require a large number
of parameters. The parameter update speed of random gradient descent is fast, but it may
converge to local optima. Linear regression is easy to implement, but it cannot fit nonlinear
data. Although ridge regression is less prone to overfitting compared to linear regression, it
is also unable to handle nonlinear data. Decision trees are easy to understand and interpret,
but they are prone to overfitting. Random forest performs well and can handle high-
dimensional data, but it may overfit in some noisy problems. Gradient boosting decision
trees have a good generalization ability but perform poorly on high-dimensional sparse
datasets. ExtraTrees is a variant of random forests with better generalization performance
at times. The Adaboost algorithm is a typical boosting algorithm that is not prone to
overfitting, but imbalanced data can lead to decreased accuracy and sensitivity to outliers.
Table 7 shows the parameters used by each model. These models were chosen because they
have performed well in previous applications. Neural networks [13] are used for predicting
bottomhole pressure in vertical multiphase flow oil wells, with a prediction error of no more
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than 10%. A support vector machine [42] was used for comparison in predicting bottomhole
flow pressure in multiphase flow, as it represents a commonly used ML method and was
therefore classified as the benchmark method in FBHP prediction. Linear regression [16]
has been used to predict the bottomhole flow pressure of coalbed methane wells, with high
accuracy in single-well prediction problems. Other models [43–49] have performed well in
similar application fields.

Table 7. The parameters used by each model.

Model Parameters

SVM C: 1; epsilon: 0.1; gamma: 0.167
ANN single hidden_layer_sizes: 100; learning_rate_init: 0.003
SGD penalty: l2; alpha: 0.0001

Linear regression fit_intercept: True; normalize: False
Ridge regression alpha: 1

Decision trees min_samples_split: 2; min_samples_leaf: 1
Random forests n_estimators: 100; min_samples_split: 2; min_samples_leaf: 1

Gradient boosting trees learning_rate: 0.1; n_estimators: 100; alpha: 0.9; max_depth: 3
ExtraTrees n_estimators: 100; min_samples_split: 2; min_samples_leaf: 1
Adaboost n_estimators: 100; learning_rate: 1

4. Results Analysis and Comparison
4.1. Results Analysis

The optimized XGBoost model had an adjusted R-squared score of 0.99 and a root-
mean-square error of 0.0015 on the training set; the adjusted R-squared score on the test
set was 0.84, with a root-mean-square error of 0.0564; the adjusted R-squared score of the
validation set was 0.68, with a root-mean-square error of 0.0721. We drew a scatter plot with
the true value as X and the predicted value as Y in Figure 6, where the comparison between
the true and predicted values of the model on the training, testing, and validation sets is
shown. A scattered distribution above the grey dashed line indicates that the predicted
value is greater than the true value, a scattered distribution below the grey dashed line
indicates that the predicted value is equal to the true value, and a scattered distribution
below the grey dashed line indicates that the predicted value is less than the true value.
The closer the scatter points are to the grey dashed line, the closer the predicted value is
to the true value. It can be seen that the points formed by the predicted values and the
true values of the model in the training set are basically distributed near the line with a
slope of one, indicating that the predicted values were relatively close to the true values.
For unseen data, the model still performed well in both the test and validation sets, with
predicted values close to actual values, indicating good generalization performance.
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It can be seen that the validation set has significant fluctuations in the predicted values
of the model at 7000 psi, with the distribution of predicted values ranging from 6000 psi to
9000 psi, which may be due to data-driven limitations. Due to the high dependence of data-
driven methods on the quality and quantity of data, the prediction error of the model for
unseen data such as the validation set is relatively large compared to the training set, which
is inevitable. In addition, compared with traditional models, pure data-driven models do
not have physical-knowledge constraints, and some predicted values may have significant
deviations. In future work, improving XGBoost by incorporating physical-knowledge
constraints may lead to better predictive performance.

4.2. Comparison of Models

The performance of the XGBoost model was compared with that of ten other common
machine learning models, including support vector machines (SVM), neural networks,
stochastic gradient descent (SGD), linear regression, ridge regression, decision trees, ran-
dom forests, gradient boosting trees, ExtraTrees, and Adaboost. The comparison of adjusted
R-squared scores for these models on different datasets is illustrated in Figure 7.
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Linear regression, ridge regression, and Adaboost models performed poorly, with
scores of only 0.5, 0.51, and 0.51 on the training set. This may be due to the complex nonlin-
ear relationship between the bottomhole pressure and input variables in heterogeneous
reservoir backgrounds, and these models cannot fit nonlinear data well. Previous studies
used support vector regression and neural networks for predicting bottomhole pressure,
and both performed well. However, with fewer data variables, support vector regression
scored only 0.62 on the training set, while the neural network scored only 0.66 on the
training set. It can be observed that tree-based models, such as decision trees and random
forests, exhibited superior performance compared to other machine learning algorithms
like support vector machines in addressing this particular problem. The training set scores
of these tree-based models consistently exceeded 0.9. However, due to their tendency
to overfit, the tree-based models yielded lower scores on the testing and validation sets
compared to the XGBoost model. The XGBoost model optimized by GA demonstrated
excellent performance across all three datasets.
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5. Discussion

In this study, we selected the XGBoost algorithm, which exhibits a high accuracy and
strong generalization, to establish a bottomhole pressure prediction model for carbonate
reservoirs. We used a genetic algorithm with an enhanced elite strategy to optimize XG-
Boost’s hyperparameters, with the objective function being the average adjusted R-squared
score of a K-fold cross-validation, and compared its performance with other popular ma-
chine learning models. We selected six key variables, such as daily oil and water production,
for the bottomhole pressure prediction, enabling a quick on-site implementation with lim-
ited data. The aim was to assess whether XGBoost could still perform well under limited
data variable conditions. A correlation analysis revealed strong links between variables,
potentially impacting the model training effectiveness. We used dimensionality reduction
algorithms to convert the data into independent variables, minimizing interference from
redundant features. We employed the cross-validation score as the genetic algorithm’s
optimization target, enhancing data use and the model’s ability to generalize. By compar-
ing XGBoost with commonly used machine learning algorithms, we verified the superior
accuracy and generalization capabilities of XGBoost.

We established an XGBoost bottomhole pressure prediction model and optimized
hyperparameters using SEGA to evaluate the pressure prediction performance of XGBoost
under limited data volume. The optimized XGBoost model had an adjusted R-squared
score of 0.99 and a root-mean-square error of 0.0015 on the training set; the adjusted R-
squared score on the test set was 0.84, with a root-mean-square error of 0.0564; the adjusted
R-squared score of the validation set was 0.69, with a root-mean-square error of 0.0721, and
the superiority of GA-XGBoost was established through a comparison with other models.
The poor performance of the linear regression, ridge regression, and Adaboost models may
be due to the complex nonlinear relationship between the bottomhole pressure and input
variables in heterogeneous reservoir backgrounds, and these models cannot fit nonlinear
data well. Previous studies have used support vector regression and neural networks to
predict bottomhole pressure, both of which have achieved good results. However, in the
case of limited data variables, the performance of support vector regression and neural
networks on the training set was also relatively average. It can be observed that tree-based
models, such as decision trees and random forests, exhibited superior performance in
solving this specific problem compared to other machine learning algorithms such as
support vector machines. However, due to their tendency towards overfitting, tree-based
models scored lower on the test and validation sets compared to XGBoost models. XGBoost,
optimized by the GA model, demonstrated excellent performance on all three datasets,
demonstrating the performance of the model.

6. Conclusions

The GA-XGBoost model demonstrated its ability to accurately estimate pressure values
in challenging scenarios characterized by a significant heterogeneity and extreme variations
in pressure distribution during the development of carbonate reservoirs. It maintained this
capability even in cases with fewer data variables. This advantage of the model eliminates
the need to install pressure gauges, resulting in cost savings.

Compared to numerical simulation techniques, predicting bottomhole pressure us-
ing GA-XGBoost eliminates the need for complex model building and historical fitting
operations, while significantly improving computational speed. The use of genetic algo-
rithms for automatic optimization avoids the extensive trial-and-error process required by
conventional grid-search methods, saving time and effort.

Predicting the bottomhole pressure through a data-driven approach only requires
commonly available production data, enabling a convenient and real-time estimation of
bottomhole pressure. This method is more practical and facilitates on-site implementation
of real-time bottomhole pressure prediction.

The GA-XGBoost model achieved an adjusted R-squared score of 0.99 and a root-
mean-square error (RMSE) of 0.0015 on the training set. On the test set, the model obtained
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an adjusted R-squared score of 0.84 with an RMSE of 0.0564, while on the validation set, it
achieved an adjusted R-squared score of 0.69 with an RMSE of 0.0721. Compared to other
machine learning models, the GA-XGBoost model was superior in predicting bottomhole
pressure with limited data features, exhibiting a high accuracy and good generalization
performance. It achieved excellent results in the bottomhole pressure prediction on the
training, test, and validation sets.

In future work, several trends are expected. Firstly, collecting data of various types
and larger quantities will allow us to evaluate whether XGBoost’s accuracy and general-
ization can be improved when dealing with massive test datasets, while also assessing
the computational speed of XGBoost. Secondly, introducing constraints based on prior
physical knowledge during the XGBoost training process may further enhance the model’s
accuracy, aligning the predicted results more closely with engineers’ understanding.
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Nomenclature

ANN Artificial neural network
BHP Bottomhole pressure of a well
GA Genetic algorithm
GOR Gas–oil ratio of a well
SGD Stochastic gradient descent
SVR Support vector regression
WGIR Gas injection rate of a well
WGPR Gas production rate of a well
WOPR Oil production rate of a well
WWIR Water injection rate of a well
WWCT Water cut of a well
WWPR Water production rate of a well
XGBoost eXtreme Gradient Boosting
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