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Table S1: Effect of input data ratio on the training performance. 

Ratio of training 

data sets (%) 

Training set 

RMSE 

Training set 

R2 

Extrapolation 

set RMSE 

Extrapolation 

set R2 

Training time 

(s) 

50 1.0447 0.9792 2.3982 0.9451 51 

60 1.0469 0.9792 1.5108 0.9614 55 

70 1.0435 0.9793 1.5789 0.9559 57 

80 0.9794 0.9819 6.9349 0.5301 66 

90 0.8943 0.9849 4.8059 0.7842 68 

 

 

 

 

Table S2: Effect of number of neurons on the training performance. 

Neuron number Training set 

RMSE 

Training set 

R2 

Extrapolation 

set RMSE 

Extrapolation 

set R2 

Training time 

(s) 

6 1.0931 0.9773 1.7393 0.9539 33 

7 1.0457 0.9792 1.5921 0.9595 46 

8 1.0469 0.9792 1.5108 0.9614 55 

9 1.0335 0.9798 2.4621 0.9447 74 

10 1.0191 0.9805 10.3742 0.3583 91 

 

 

 

 

Table S3: Effect of number of hidden layers on the training performance. 

Number of  

hidden layer 

Training set 

RMSE 

Training set 

R2 

Extrapolation 

set RMSE 

Extrapolation 

set R2 

Training time 

(s) 

1 2.8214 0.8478 4.6256 0.7737 22 

2 1.4013 0.9631 3.0079 0.9093 38 

3 1.0469 0.9793 1.5514 0.9604 46 

4 1.0469 0.9792 1.5108 0.9614 55 

5 0.8877 0.9850 1.9617 0.9516 65 

6 0.8913 0.9849 10.6475 0.2499 82 

7 0.7707 0.9805 5.2443 0.7363 145 

 


