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Abstract: Microreactors have the advantages of high heat and mass transfer efficiency,
strict control of reaction parameters, easy amplification, and good safety performance, and
have been widely used in various fields such as chip manufacturing, fine chemicals, and
biomanufacturing. However, narrow microchannels in microreactors often become filled
with catalyst particles, leading to blockages. To address this challenge, this study proposes
a multiphase flow heat transfer model based on the lattice Boltzmann method (LBM) to
investigate the dynamic changes during the bubble collapse process and temperature
distribution regularities. Based on the developed three-phase flow dynamics model, this
study delves into the shock dynamic evolution process of bubble collapse and analyzes
the temperature distribution regularities. Then, the flow patterns under different particle
density conditions are explored. The study found that under the action of shock wave,
the stable structure of the liquid film of the bubble is destroyed, and the bubble deforms
and collapses. At the moment of bubble collapse, energy is rapidly transferred from the
potential energy of the bubble to the kinetic energy of the flow field. Subsequently, the
kinetic energy is converted into pressure waves. This results in the rapid generation of
extremely high pressure in the flow field, creating high-velocity jets and intense turbulent
vortices, which can enhance the mass transfer effects of the multiphase flows. At the
moment of bubble collapse, a certain high temperature phenomenon will be formed at the
collapse, and the high temperature phenomenon in this region is relatively chaotic and
random. The pressure waves generated during bubble collapse have a significant impact on
the motion trajectories of particles, while the influence on high-density particles is relatively
small. The results offer a theoretical basis for understanding mass transfer mechanisms
and particle flow patterns in three-phase flow. Moreover, these findings have significant
practical implications for advancing technologies in industrial applications, including chip
manufacturing and chemical process transport.

Keywords: microchannel reactor; heat transfer mechanism; bubble collapse characteristics;
energy shock

1. Introduction

With the rapid development of society, the energy consumption, safety, and envi-
ronmental problems faced by the traditional chemical industry have become increasingly
prominent, and it is increasingly important to explore more efficient, economic, and envi-
ronmentally friendly response methods. Therefore, the microchemical technology came
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into being and quickly became a new research hotspot and development direction [1-3].
As the core of microchemical technology, microreactors have outstanding advantages such
as excellent heat and mass transfer performance, high safety, convenient and continuous
control, easy amplification design, and easy industrial amplification, and they have broad
application prospects in chemistry, chemical industry, energy, biology, and other fields, and
are considered to be one of the important ways to achieve sustainable development of the
chemical industry. In microreactors, catalyst loading on the channel wall can avoid catalyst
separation and recovery problems, but due to the size of the reactor, the catalyst loading
area is very small. Although the packed bed microreactor can significantly increase the
catalyst load area, it will lead to flow blockage and excessive pressure drop. A structured
microreactor combines the advantages of a structured catalyst and microreactor and has
the characteristics of large catalyst load area and small flow pressure drop. It is a promising
microreactor structure. In the structured microreactor, the gas-liquid two-phase reactants
flow in the pores of the structured catalyst, and there are complex and coupled multiphase
flows and material transfer and transformation processes, which are closely related to the
activity of the structured catalyst, gas-liquid two-phase flow, phase interface distribution,
and reactor structure. A thorough understanding of the relevant mechanism and rules
will help to improve the reactor performance. However, achieving fast and efficient fluid
mixing in microscale operations remains challenging due to relatively low diffusion trans-
fer rates. Therefore, it is urgent to further improve the mixing and conveying capacity
of microreactors.

The gas-liquid microreactor is a microreaction device in which the gas phase reactants
react in the liquid phase. Microreactors or microchannel reactors can be in close contact
with the reactants and rapidly change the pressure. The increase in the specific surface
area significantly improves the mass transfer efficiency. Microreactors can suppress hot
spots and promote rapid cooling and heating reactions. It can precisely control the time
between fluids, interface size, and interface shape, and facilitate heterogeneous catalytic
reactions [4-6]. However, the performance of the microreactor is significantly affected
by the internal multiphase flow, mass transfer, and transformation processes. Therefore,
the phenomenon of multiphase flow and mass transfer in microchannels has become a
research hotspot. In microreactor technology, fluid diffusion and mixing problems are
often encountered. By effectively managing fast flows and fully mixing reactants, the
speed of chemical and biological analysis is significantly accelerated, thereby increasing
the overall efficiency of experiments. During the operation of the microreactor, the samples
are rapidly mixed. This ensures adequate contact between samples while minimizing
sample consumption, accelerating chemical reactions, and improving analytical speed and
operational efficiency [7-11]. At the microscale, studying the principle of fluid mixing
and developing fast and efficient mixing technology is a very valuable research field. This
has a crucial impact on the design and manufacture of microfluidic devices and their
effectiveness in practical applications.

Currently, research on microreactor technology has focused on both the development
of channel structures and theoretical studies [12-15]. The well-designed microchannels
not only reduce the workspace of micro laboratories but also significantly accelerate re-
action rates within the channels, enhancing overall analytical efficiency. The small size
of microchannels leads to lower flow rates, making it challenging to exhibit macroscopic
turbulence characteristics at the microscale. Thus, optimizing channel structures is crucial
for the performance of microreactors. Chen et al. analyzed the mixing performance of
serpentine microchannels in microreactors, finding that higher Reynolds numbers lead to
the generation of vortices and chaotic behavior, resulting in more efficient mixing in square
wave microreactors [16]. Rahimi et al. studied the mixing rates in microreactors using
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ultrasonic excitation via a piezoelectric transducer, finding that microreactors subjected
to ultrasound achieved significantly higher micro-mixing efficiency than those without
ultrasonic excitation [17]. Mona et al. investigated the influences of ultrasonic excitation on
gas-liquid flow in T-shaped microreactors, finding that ultrasound significantly improved
the mass transfer coefficient, enhancing mixing and localized turbulence [18]. Dong et al.
utilized ultrasonic microreactors to enhance gas-liquid mass transfer, observing that os-
cillations of surface waves at the gas-liquid interface increased the specific surface area.
Additionally, the cavitation microflow field accelerated interface renewal, improving the
individual mass transfer coefficient [19]. Zhao et al. investigated cavitation and ultrasound-
assisted nitration reactions in these microreactors. They found that ultrasonic irradiation
generated and violently oscillated microbubbles within the microchannels, highlighting the
effectiveness of ultrasound in promoting efficient reactions in microreactors [20]. Soleymani
et al. studied the fluid dynamics and mixing characteristics of T-shaped microreactors,
finding that developing flow field vortices is crucial for effective mixing performance [21].
Cha et al. designed an efficient passive checkerboard mixer, enhancing mixing perfor-
mance by increasing fluid interfacial area [22]. Microreactors show good processability
in a series of processes such as the synthesis of inorganic and metal nanoparticles and
organic compounds, and they have been flexible and controllable in the pharmaceutical
and chemical industries. However, blockage of microchannels due to increased product
viscosity, or prematurely precipitated products, can lead to a disruption of the continuous
flow. Therefore, more research should design and manufacture microreactors with optimal
channel structure, interconnections, channel size distribution, and channel volume, and
reaction conditions must be carefully modified.

Microreactors enable control over the production process by enhancing flow and
mixing within the channels, leading to safer, greener, and more efficient manufacturing.
Current research on microreactors primarily focuses on performance comparisons and their
advantages in specific applications. There is limited research on the interactions of mass
transfer, heat transfer, and fluid dynamics within the channels of microreactors, as well as
on the mechanisms and patterns of catalytic properties and interfacial behavior. Moreover,
the strong coupling between the complex fluid flow and transfer reaction behavior limits
the understanding and effective control of microreactors.

To address these issues, this paper proposes a modeling method of multiphase flow
with the lattice Boltzmann method (LBM) to explore the mass transfer mechanism of bubble
collapse and particle flow characteristics. Based on the mass transfer flow model, this
study investigates the dynamic evolution mechanisms of the bubble collapse process and
analyzes flow patterns under different particle densities. The findings provide a theoretical
basis for understanding mass transfer mechanisms in three-phase flows and identifying
particle flow patterns. Additionally, they offer technical support for industrial processes,
including chip manufacturing and medical drug delivery.

2. LBM Theoretical Modeling
2.1. LBM Two-Phase Flow Model

The lattice Boltzmann method (LBM) play a vital role for fluid dynamics. On the
macroscopic scale, the simulated transport equations are difficult to solve analytically
due to complex geometric structures or boundary conditions. At the microscale, a large
number of tiny particles are used to simulate the macro problem, but the position and
velocity of each particle are monitored to simulate the macro problem, which greatly
increases the amount of data that need to be calculated. The fundamental idea of the
lattice Boltzmann method is to simplify the kinetic model to include the basic physical
properties of micro or macro processes. By establishing simplified dynamics equations, it
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is possible to avoid solving complex dynamics equations and tracking each particle as is
performed in molecular dynamics simulations. The lattice Boltzmann method has many
advantages, for example, the LBM can use parallel computation to speed up the solution
time in today’s increasingly developed science and technology, and it is more and more
favored by researchers.

The LBM uses the lattice Boltzmann equation to represent the motion and evolution
process of fluid particles [23,24]. The expression is as follows:
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where f(x,t) is the distribution function of component k at position x and time ¢, and 7y is
the relaxation time of the k-th component. The discrete velocities are indicated by e, 6t is
the time step, fz* is the equilibrium distribution function, and the discrete velocity model
used is the D3Q19 model.
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Equilibrium distribution function of the k-th component can be given by the
following [24]:
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where w, is the weight coefficient, and the assigned values of 1/3 fori=0,1/18 fori=1 to
6, and 1/36 for i = 7 to 18. The lattice speed of sound, c;, is set to % [25,26]. The equations
for density and velocity of the k-th component are defined as follows:

o=y fk (4)
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Assuming non-local interactions occur among different fluid particles, these inter-
actions can be characterized by a potential energy function. This function is generally
expressed in the following form [27-29]:

Vi (%, X") = G pr(x) g (&) (| — ') (6)

where Gy (x, x') is the Green’s function, and it indicates the strength of the interactions.
The term x’ = x + ¢,0; denotes the neighboring lattice positions around x. The Green’s
function is defined as follows:

/ G - = 0
Gkk’(|x—x |) = { 0 |3‘|7x xx/|>5x } (7)

Based on the interaction potential, the interaction force between the k-th component
particles and other component particles in the system can be calculated [30]. This interaction
force can be described as follows:

Ff(x) = — Gy (x, x/)(l)k(x)zwu(l)k/(x + 6,1(5,5)6,1 (8)
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In the contact zone between the fluid and solid interfaces, considering the wetting
characteristics of the wall, the interaction force between the fluid and the solid wall can be
represented via the following equation [31]:

Pw(x) = —qu(x)Z waas(x + €a5t)€a (9)

where Gy, is the strength of the interaction between the fluid phase and the solid wall. The
variable s(x) indicates the status of the solid lattice points; if x is a solid lattice point, then
s(x) = 0; otherwise, s(x) = 1. Gravity is calculated as follows:

Fo(x) = —pr-8 (10)
where g is the gravity acceleration.

2.2. DEM Model

The discrete element method (DEM) is commonly employed to tackle discontinuity
problems, particularly demonstrating its unique advantages in simulating the dynamic
behavior of discrete systems [32-35]. In this approach, each discrete particle is modeled
as a rigid body with mass, and its translational and rotational motions adhere to New-
ton’s second laws. The equilibrium equation for each discrete element is formulated as
follows [36]:

Ma+Ca+Ka = f (11)

where a is the displacement, a is the first derivative of displacement with respect to time (ve-
locity), a is the second derivative of displacement with respect to time (acceleration), f is the
applied load, M is the mass matrix, K is the stiffness matrix, and C is the damping matrix.

In the immersed boundary method (IBM), solid nodes are classified as internal solid
nodes or boundary solid nodes, while fluid nodes are categorized into fluid boundary
nodes and pure fluid nodes. The local solid fraction €5 quantifies the proportion of the
surrounding area covered by solid material. For pure fluid nodes, €; = 0; for internal solid
nodes, €; = 1; and for boundary solid nodes and fluid boundary nodes, €5 values range
from 0 to 1 [37].

The IBM extends the traditional LBM by introducing the solid fraction €; and addi-
tional collision terms ()?. This modification facilitates a smooth transition between fluid
dynamics at nodes occupied only by fluid and rigid body motion at nodes occupied ex-
clusively by solid particles [38]. Excluding external forces, the modified lattice Boltzmann
equation in the IBM framework can be described as follows:

At
filx+ bbb+ = filx,t) = (1= B) [fT(p,u) — filx,t)| + BO;  (12)
where ()? is the collision term, which is derived from the standard bounce-back scheme for
the nonequilibrium part, and B is the weighting function that depends on the local solid

fraction, with their expressions given as follows [39]:

B es(T—0.5)
b= =)+ =05 -
OF = fi(x,t) — filx, £) + £ (o, u5) — £ (o, u) (14)

where u; is the velocity of the solid nodes, and f_; is used to denote the standard bounce-
back state of f;.
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The force and torque exerted by the fluid on particles are represented by the grid
nodes that cover the particles. Each node applies both a force and a torque to the particles.
The total force F and torque T experienced by the solid particles are the vector sums of
the forces and torques produced by all the grid nodes covering the particles, expressed as
follows [40]:

n 8
F=Y)" (sz ch,) (15)

j=1\ i=0

n 8
T=Y) ((x]- —xp)B;) Q?Ci> (16)
j=1 i=0

where 7 is the number of grid nodes covering the solid particles, x; is the position vector of
the j-th grid node, and x;, is the position vector of the center of the solid particle.

3. Numerical Model Experiments of Microreactor
3.1. Three-Dimensional Physical Model

The gas-liquid-solid mixing in microreactors exhibits pronounced nonlinear and
chaotic behavior, characterized by complex interactions among multiple physical
fields [41-44]. Therefore, understanding the dynamic processes of bubbles within microre-
actors and their influence on particle flow patterns is crucial. To elucidate the movement
patterns of bubbles driven by fluid forces, this study establishes a 3D model for numerical
simulations. Serpentine channels, due to their unique design and performance, can utilize
secondary flows generated by centrifugal forces to enhance heat transfer and improve
heat exchange efficiency. The serpentine channels offer significant advantages in indus-
trial heat exchange, fluid transport, high-pressure systems, and pipeline inspections in
specialized environments.

This study utilizes a microreactor with a common serpentine channel, illustrated
in Figure 1, which details the specific structure and dimensions of the geometric model.
To optimize the simulation time and computational efficiency, the geometric model is
simplified. The pipe diameter is 2 mm, with a total length of 15 mm for the straight sections.
The outer wall radius at the bends is 3 mm, while the inner wall radius is 1 mm. A bubble
is placed within the pipe to simulate the flow effects of the bubble in the flow field and
study the evolution of the bubble collapse process.

Bubbl
Inlet / o

Observation point 1
—1 i
—1 é

Bubble collapse region Observation point 2 \ / Curve region

I 2 mm
I 9 mm r\
' ' Observation

] point 3
~——— Observation point 4

. Oulet

I 15 mm I

Figure 1. Three-dimensional physical model of the microchannel.

3.2. Boundary and Initial Conditions

In the numerical model, it is essential to establish boundary conditions for the fluid
region to effectively solve the momentum equations of the flow field. Accurate numerical
solutions can only be achieved when these boundary conditions are both scientifically
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sound and reflective of real-world applications [45-49]. The initial fluid domain in the fluid
region module is determined using a functional form. With a bubble diameter of 1 mm
positioned 1 mm from the pipe entrance, the fluid domain function is set as follows:

(x — 0.001)% + 2 4 2% > 0.00000025 (17)

This function indicates that a bubble with a diameter of 1 mm is located 1 mm from
the entrance, and the rest of the fluid except the bubble is in the first phase. The first phase
is defined as water, and the second phase is set as air. To reduce the computational demand
near the wall, enhanced wall functions are used to estimate the velocity at the nearest wall.
The numerical model implements a velocity inlet boundary condition, with velocities set
at1m/s, 1.5m/s,2m/s, and 2.5 m/s. The outlet is defined as a no-reflux pressure outlet
boundary condition, with the outlet pressure maintained at atmospheric pressure.

In the numerical model, particle diameters are set at 0.2 mm. By simulating particles
of varying densities, this study investigates the impact of bubble collapse on different
particles. Three types of particle materials are selected, namely, coal powder, polystyrene
beads, and polytetrafluoroethylene (PTFE) beads, with densities of 480 kg/m3, 1050 kg/m?,
and 2200 kg/m3. The collision model employed for the particles is the Herz-Mindlin
no-slip contact model, based on the physical framework illustrated in Figure 1 and the
parameters outlined in Table 1. The particles are assumed to be spherical, which facilitates
the calculation of relevant properties such as mass, volume, and moment of inertia [50-55].

Table 1. Parameter settings of the numerical model.

Parameter Value
Multiphase model Particle tracking model
g (m/s?) —9.81
Initial distribution function in fluid domain (x — 0.001)% + y? + z% > 0.00000025
Entrance velocity (m/s) 1,15,2,2.5
Radius of bubble (mm) 0.5
Outlet pressure Standard atmospheric pressure
Wall function Enhanced wall function
Particle diameter (mm) 0.2
Particle density (kg/m?) 480, 1050, 2200

While the simplified geometric model provides a computationally efficient framework,
it inherently assumes an idealized uniformity and symmetry, excluding factors such as
wall roughness, localized geometric variations, and three-dimensional flow complexities.
These simplifications could affect the detailed representation of flow near the boundaries
and interactions in non-uniform scenarios [56-60]. However, these limitations are un-
likely to significantly impact the conclusions of this study. The primary focus is on the
mechanisms of bubble collapse and particle dynamics, which are largely captured by the
simplified model. The symmetry assumption and exclusion of wall roughness primarily
influence small-scale turbulence and flow irregularities, which have minimal effects on the
overarching trends and mechanisms investigated in this work.

In simulating the motion of the particle phase, a particle tracking technique is utilized
to establish a coupling mechanism between the moving boundary and accumulated vari-
ables [61-65]. This method calculates interactions among particles, as well as between the
fluid and particles, across multiple physical fields. It ensures that particle sizes are smaller
than the minimum grid size of the flow field numerical model while meeting the necessary
accuracy for calculations [66,67].
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In the multi-field coupled simulation model, a particle generator is positioned at the
inlet of the pipe to produce particles. During the fluid—structure coupling simulation, the
flow field solver first calculates the forces exerted by the fluid on the particles, including
hydrodynamic forces and inter-particle interactions. These forces are then used to resolve
the motion equations of the particles and update their positions in real time [68]. This
continuous process aims to effectively track the movement paths and states of particles
within the fluid.

4. Numerical Results and Analysis
4.1. Bubble Collapse Evolution Mechanism

The bubble collapse significantly influences the fluid dynamic characteristics within
the flow channels, affecting parameters such as flow velocity and pressure distribution,
which can alter flow patterns and overall efficiency. To investigate the impact of bubble
collapse on the multiphase flow field, this study introduces a single bubble into the fluid
field. This section monitors variations in velocity, pressure, turbulence intensity, and
vorticity by establishing observation points within the flow field. The observation points
are precisely positioned at the location of the bubble collapse to analyze the dynamic
changes in the flow field in that area. Figure 2 illustrates the instantaneous pressure
distribution during bubble collapse in the mixing flow field. The simulation conditions
include an inlet velocity of 2.5 m/s. In the pressure contour map, darker blue indicates
lower pressure values, while darker red represents higher pressure values. To accurately
observe the bubble collapse state, this study selects the flow field distribution at the moment
of bubble collapse (t = 0.68 ms) and the evolution process of the flow field parameters at
the observation point at the bubble center, as shown in Figures 2-5.

x10*
10 + 102
/C? &
[a W) 6.8
;/ 6 B ) 0.670 0.672 0.674 0.676 0.678 0.680
2 _ T _ _
A
£ af
2 -
Pressure (Pa) R
| g.
O 1 1 1 1
110000 55000 0 060 068 076 084 092  1.00
Time (ms)
(a) (b)

Figure 2. Pressure contour and pressure curve during bubble collapse. (a) Pressure contour distribu-
tion during bubble collapse. (b) Time-varying pressure curve at the bubble collapse point.
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Figure 3. Velocity contour and velocity curve during bubble collapse. (a) Velocity contour distribution
during bubble collapse. (b) Time-varying velocity curve at the bubble collapse point.
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Figure 4. Turbulence intensity analysis during bubble collapse. (a) Turbulence intensity distribution.
(b) Turbulence intensity curve at the collapse point.
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Figure 5. Vorticity distribution and vorticity curve during bubble collapse in the flow field.
(a) Vorticity distribution. (b) Time-varying vorticity curve.

Figure 2a shows that the bubble collapse region occupied a very limited space within
the flow field, yet it exhibited a pressure level significantly higher than surrounding areas.
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Figure 2b reveals that there were minor pressure fluctuations before the bubble collapsed;
as the bubble moved through the flow field, the recorded pressure values dropped to 0
pa when the observation point entered the bubble. At the instant of bubble collapse, the
potential energy stored in the bubble was rapidly converted into kinetic energy, generating a
pressure wave, which caused the pressure in the flow field to increase dramatically in a very
short time, resulting in a high-speed jet. The pressure wave was rapidly transmitted into
the flow field, showing an obvious reflective pressure wave. When the bubble collapsed,
the inertial effect of the surrounding liquid pushed the liquid to contract towards the center
of the bubble and form a high-speed jet at the collapse point. As a result, the pressure
value at the observation point rose sharply and reached 99,972 Pa at the collapse point.
After the collapse, the pressure dropped rapidly and fluctuated with the dynamics. This
was due to the fact that at the entrance, the pressure wave encountered the boundary and
reflects, forming a fluctuating pressure field. The asymmetric nature of the bubble wall
contributed to complex pressure variations during the collapse, significantly affecting the
surrounding flow structure. A deeper investigation into this phenomenon will enhance
the understanding and prediction of bubble collapse effects on fluid dynamics, facilitating
more effective utilization and control in industrial applications.

During the bubble collapse process, the bubble experiences rapid contraction and
expansion, influenced by the internal gas pressure, surface tension, and dynamic interac-
tions with the surrounding fluid. Figure 3 illustrates the instantaneous velocity changes
in the bubble in the mixing flow field during collapse, under the same conditions as the
pressure maps. In Figure 3a, despite the limited area of the collapse region, the darker
color indicates a significantly higher velocity compared to other parts of the flow field. This
reflects a rapid conversion of the bubble’s potential energy into kinetic energy, resulting
in high-velocity micro-jets. Before the bubble collapsed, the recorded flow velocity at the
observation point was 2.5 m/s, as shown in Figure 3b. When the observation point was
inside the bubble, the recorded velocity dropped to 0 m/s. However, at the moment of
bubble collapse, the velocity at the observation point sharply increased to 6.95 m/s, three
times the initial velocity. After the collapse, the velocity began to decrease and fluctuated
with the flow of the field. These phenomena indicate that the bubble collapse generated a
strong energy shock, increasing the velocity of the surrounding fluid and forming micro-
jets. These micro-jets created localized high-pressure, high-velocity regions around the
bubble, thereby influencing the flow characteristics of the flow field. At the instant of
bubble collapse, the flow velocity at the observation point oscillated at high speed due to
the pressure wave at the instant of bubble bursting. With the time evolution, the velocity
near the observation point showed obvious fluctuations under the action of the fluctuating
pressure field generated by the bubble collapse. A more obvious distribution of rippled
flow velocity is presented in the velocity cloud map.

Turbulence intensity is a key parameter that characterizes the turbulent state of fluid
flow, reflecting the irregularity and chaotic nature of the movement. It describes a complex
three-dimensional flow phenomenon in which fluid velocity, pressure, and related param-
eters exhibit random fluctuations over time and space. Figure 4 presents the turbulence
intensity measured at the collapse point during bubble collapse. In Figure 4a, the redder
color at the collapse point indicates a higher turbulence intensity compared to other areas of
the flow field. The bubble underwent rapid contraction and expansion during the collapse,
as described by the Rayleigh—Plesset equation. This swift movement and deformation
induced turbulence in the surrounding fluid, leading to an increase in turbulence intensity.
Figure 4b shows that prior to collapse, turbulence intensity was nearly zero, with little
turbulence present. However, at the moment of bubble collapse, the turbulence intensity
peaked at 5.51% at the collapse point. This increase in turbulence intensity enhanced the
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mixing process within the fluid, thereby improving mass and heat transfer efficiency. Fol-
lowing the collapse, the turbulence intensity at the observation point began to decrease and
fluctuate with the flow. At this stage, turbulence could lead to uneven velocity distribution,
potentially impacting the efficiency of fluid transport.

Vorticity describes the rotation and circulation phenomena of mixed fluids in microre-
actors. Figure 5 illustrates the vorticity field of the entire flow field at the moment of bubble
collapse, along with the corresponding vorticity value at the collapse point. The uneven
distribution of vorticity can lead to flow instability, subsequently affecting the fluid’s flow
state and its transition to turbulence. In Figure 5a, the stretching and bending deformation
of the fluid microstructures at the moment of bubble collapse significantly influenced the
distribution and intensity of the vorticity field. Several small vortices emerge at the collapse
point, with the instability of the fluid flow generating and enhancing vorticity, while no
vortices were observed in other areas. Figure 5b shows that before the bubble collapsed,
no small vortices were formed, and the vorticity value was nearly zero. However, at the
moment of collapse, numerous small vortices appeared, indicating a strong conversion of
potential energy into kinetic energy, with peak vorticity reaching 127,977 s~ at one of the
vortices. After the bubble collapse, localized vortices persisted in the flow field; however,
their vorticity values were significantly lower than the peak observed during the collapse.
This behavior underscores the dynamic changes in the flow characteristics resulting from
the bubble’s interaction with the surrounding fluid.

The observed phenomenon indicates that the complex movement of fluid during
bubble collapse led to changes in vorticity, accompanied by significant energy transitions
that generated strong nonlinear characteristics within the local flow field. Due to the rapid
conversion of energy from potential energy to kinetic energy during bubble collapse, which
generates pressure waves, high-speed jets, and strong turbulent vortices, this property
can be utilized to enhance mixing and mass transfer in microchannels. When designing
microchannels, the bubble collapse mechanism can be introduced to improve the reaction
efficiency. Understanding the energy evolution during this process is essential for pre-
dicting and controlling the complex behaviors, including chemical engineering, medicine,
and environmental engineering. By investigating these physical mechanisms, we can
enhance the design and optimization of related equipment, ultimately improving efficiency
and safety.

4.2. Flow Field Temperature Distribution Patterns

To investigate the simulation of temperature variations within the microchannel, this
study selected three different external ambient temperature conditions: 100 °C, 200 °C, and
300 °C. Four observation points were established inside the pipe to monitor temperature
changes at key locations: at the midpoint of the inlet straight section, near the lower wall of
the first bend, at the midpoint of the second straight section, and at the midpoint of the
second bend. By setting up four observation points, the temperature variations in the bend
and straight sections can be compared, and the relationship between the distance from the
wall and the temperature rise can be analyzed. The bubble motion and collapse influence
the temperature distribution of the water flow. To reveal the temperature variation patterns
in the microchannel containing bubbles, this study calculates the temperature changes over
time at these four observation points, as depicted in Figure 6, with temperatures measured
in Kelvin (K). For reference, 0 °C is equivalent to 273.15 K, the ambient temperatures of
100 °C, 200 °C, and 300 °C convert to 373.15 K, 473.15 K, and 573.15 K, respectively, while
the water temperature at 15 °C corresponds to 288.15 K. The temperature records from
observation point 1 in Figure 6a indicate that the external ambient temperature had a
minimal impact on the flow temperature. The bubble collapse in the fluid generated radial
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velocities in localized areas, and the temperature fluctuations observed at point 1 in the
initial stages were a result of this bubble collapse.
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Figure 6. Temperature distribution at observation points in the flow field. (a) Observation point 1.
(b) Observation point 2. (c) Observation point 3. (d) Observation point 4.

In contrast, observation point 2, located near the pipe wall, was more affected by
the external ambient temperature. As shown in Figure 6b, the temperature values at this
point fell between the initial water temperature and the external ambient temperature.
The increased turbulence and frequent bubble collapses in the initial part of the bend
led to noticeable temperature variations at point 2 under different ambient conditions.
Higher temperature environments typically result in greater fluctuations; for instance, at an
ambient temperature of 573.15 K, the temperature at observation point 2 peaked at 345 K.
This rise was attributed to the enhanced radial temperature gradient within the pipe under
elevated temperature conditions. Comparing Figure 6a,c, it is evident that the temperature
at observation point 3 consistently exceeded that at observation point 1 across all ambient
temperature conditions. This suggests that the bend facilitates mixing between the fluid at
the pipe center, enhancing overall temperature distribution.

Observation point 4, located in the bend region where radial fluid flow is more pro-
nounced, maintained a higher temperature than observation point 3, as illustrated in
Figure 6¢,d. While both points were situated at the center of the pipe, their temperatures
were lower than that of observation point 2, which was closer to the wall. The presence
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of the bend caused temperatures at points 3 and 4 to exhibit irregular fluctuations. These
findings indicate that the temperature increased the closer one was to the wall, aligning
more closely with the external ambient temperature. In the center of the flow field before en-
tering the bend, temperatures were nearly unaffected by external environmental conditions;
however, the collapse of the bubble led to localized temperature increases. The temperature
of the flow field in the center of the pipe changed after passing through the bend, as seen
at observation points 1, 3, and 4. Observation point 3, which experienced a bend, had a
temperature that was noticeably higher than that of observation point 1, also located in
the middle of a straight section. Meanwhile, observation point 4 began to be influenced
by the second bend after passing through the first, resulting in a temperature higher than
that of observation point 3. Overall, the temperature within the flow field showed irregular
variations due to the effects of the bends and bubble collapse, leading to an increase in the
central temperature and creating a more uniform overall temperature distribution.

To observe temperature changes within the flow channel more clearly, this study
simulated temperature variations in the pipe before and after bubble collapse under an
ambient temperature of 573.15 K and an initial water temperature of 288.15 K, as depicted
in Figure 7. The flow velocity in the simulation was set at 2.5 m/s, considering a single
bubble. The temperatures shown in the figure are in Kelvin. Since the high ambient
temperature of 573.15 K only affects the pipe’s exterior, the actual internal temperature,
influenced by the water temperature, could not reach 573.15 K but could only approach
it. Figure 7a illustrates that at the moment of bubble collapse, localized high-temperature
regions emerged, displaying an irregular distribution. Figure 7b reveals that as the fluid
flowed through the bend, periodic temperature fluctuations occurred. These observations
confirm several key conclusions: the temperature near the wall is higher than that in
the central region, the local temperature in the bubble collapse area exceeds that of the
surrounding fluid, and the overall temperature increases in the mid-bend and downstream
flow field. By adjusting the timing of bubble generation and collapse, the hydrodynamic
properties and temperature transfer can be more effectively controlled.

Temperature (K)
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357.15
334.15
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288.15

()
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412.15

350.15
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Figure 7. Temperature evolution contour of the flow field before and after bubble collapse. (a) Before
bubble collapse. (b) After bubble collapse.

4.3. Particle Motion Patterns

The motion of particles refers to the movement of solid particles suspended in a
fluid as they are carried along by the flow. This study explores the flow characteristics
of particles within a mixing flow field, specifically examining the dynamics of a single
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particle influenced by a single bubble. Figure 8 illustrates the evolution of the bubble. The
particle diameter was set at 0.2 mm, with an inlet flow velocity of 1 m/s. As the flow
drove the bubble forward, it gradually decreased in volume until it collapsed. At the
moment of collapse, the bubble generated a significant pressure wave that peaked shortly
after bursting, greatly affecting particle motion. This phenomenon demonstrates that the
micro-jets and pressure waves created during bubble collapse can considerably enhance
particle dynamics, subjecting them to substantial forces that alter their trajectories and
distribution within the fluid. Such enhanced particle motion may impact the overall flow
characteristics of the fluid, as well as the efficiency of mass transfer.

Motion trail

Particle
VOF
[ B o ]
1 0.75 05 0.25 0
(b)

Static Pressure (Pa) Static Pressure (Pa)
[ B s ) [ B
11840 8880 5920 2960 0 11840 8880 5920 2960 0
(c) (d)

Figure 8. Dynamic process of bubble collapse in the flow field. (a) t = 0 ms. (b) t = 2.7 ms.
(c)t=3.1ms. (d) t =3.38 ms.

Figure 8 illustrates the evolution process of the interaction between a single particle
and a single bubble within the flow field. In Figure 8a, the bubble is represented in blue,
the fluid domain in red, and the particle in black, with the particle’s trajectory indicated
by yellow lines. In the initial state, the bubble diameter was 1 mm, the particle diameter
was 0.2 mm, and the particle was positioned at the lower right side of the bubble. As
time progressed to 2.7 ms, shown in Figure 8b, the bubble began to deform and gradually
shrink due to the speed effect of the inlet flow. The particle, being of greater density, lags
behind the bubble in its movement. Further observations reveal that at 3.1 ms, depicted in
Figure 8c, the bubble collapsed due to continued shrinking. At the moment of collapse, a
significant instantaneous pressure was generated, typically exceeding the normal pressure
in the flow field and reaching a peak value. In Figure 8d, as the flow field continued
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to move, the pressure generated from the collapse began to decrease, forming a circular
pressure wave centered around the collapse point. This pressure wave expanded outward,
with its diameter increasing with distance and the pressure gradually diminishing until
it equilibrated with the flow field pressure. The resulting pressure wave influenced the
particle’s motion trajectory within the flow field, with the extent of this change depending
on the particle’s density.

The influence of pressure waves generated by bubble collapse varies with particle
density. By setting particle densities at 480 kg/m?, 1050 kg/m?3, and 2200 kg/m3, we
observed the impact of pressure waves generated by bubble collapse on particles of different
densities. Figure 9 illustrates the motion trajectories of four types of particles influenced by
the pressure waves formed during bubble collapse. At 3.25 ms, the particles were affected
by the pressure waves resulting from the bubble burst, leading to changes in their motion
trajectories. The impact of bubble collapse on the trajectories of the particles varied with
fluid flow and particle density, indicating that as the fluid flowed, the influence of the
bubble collapse on particle paths also differed according to their densities.

-0.32
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£ -0.36 1
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-0.42 . . : . .
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Figure 9. Motion trajectories of particles affected by bubble collapse.

To investigate the impact of the flow field in the bend region on particles with different
densities, the velocity variation trends in different directions were explored, as shown
in Figure 10. Before the bubble collapsed, particles with densities of 480 kg/m?® and
1050 kg/m?, being lower than or comparable to the density of water, exhibited relatively
smooth motion trajectories and displayed some buoyant rising characteristics. However,
after the bubble collapsed, the pressure wave generated from the collapse influenced the
motion trajectories of both types of particles at 3.25 ms. This pressure wave temporarily
interrupted the rising trend of the particles, causing them to experience a slight descent. As
the pressure wave weakened, both types of particles gradually resumed their ascent. Due
to the density difference, the 480 kg/m3 particles showed a more pronounced buoyancy
effect compared to the 1050 kg/m? particles.
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Figure 10. Variations in particle velocity in the flow field. (a) Changes in particle velocity in the X
direction. (b) Changes in particle velocity in the Y direction.

In contrast, particles with a density of 2200 kg/m? initially tended to sink due to
their greater density. Just before the bubble collapsed, however, the negative pressure
region surrounding the bubble attracted these particles. When the pressure wave reached
them, they continued to move downward, and this tendency became more pronounced
with increasing particle density. Additionally, differences in particle densities affected
their movement distances under the same flow velocity. In the simulation, high-density
particles typically moved slower than low-density particles, making them less affected by
the pressure wave as they remained farther from the bubble. This highlights that, under
consistent external conditions, particle density significantly influences motion trajectories
and responses.

The interaction between the bubble and a single particle in the flow field significantly
influences particle behavior. While previous studies have examined the effect of bubble
collapse on particle trajectories, a thorough analysis of the specific velocity changes in
particles has been lacking. To better understand how bubble movement and collapse
impact particle velocities, we monitored temporal changes in particle speed. Figure 10
presents the variations in velocity in the X and Y directions for different particle densities
within the flow field. In Figure 10a, it is evident that the average velocity of particles
with a density of 480 kg/m? in the X direction was higher than that of the other densities,
aligning with the movement characteristics of lighter density particles. Around 2.5 ms,
these particles experienced a slight decrease in velocity in the X direction due to the
influence of the bubble. In contrast, the other particles, particularly the denser ones, were
less affected by the bubble collapse and even show an increase in their X-direction velocity
afterward. Figure 10b illustrates the changes in particle velocity in the Y direction. Similarly,
particles with a density of 480 kg/m? exhibited faster velocities, while those with a density
of 2200 kg/m? move more slowly. At approximately 2.5 ms, a significant change in velocity
occurred for all particles in the Y direction, with the magnitude of change decreasing as
density increased. By around 3.0 ms, the bubble collapse process was nearly complete, after
which the particles began to regain speed in the Y direction, exhibiting gradual oscillations.

The above results indicate that the force received at the moment of bubble collapse can
be effectively regulated by changing the density of the altered particles, which introduces a
new direction for the design and regulation of microreactors.
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5. Conclusions

Investigating bubble collapse characteristics and the heat transfer mechanism of the
microchannel reactor is crucial for enhancing the performance of microfluidic chips and
medical drug delivery. This paper proposes a modeling method for multiphase flow based
on the LBM to investigate the dynamic evolution characteristics of bubble collapse process.

(1) A multiphase flow dynamics model for microreactors is developed using the LBM
to explore the evolution of bubbles. The findings indicate that at the moment of bubble
collapse, potential energy is converted into the kinetic energy of the flow field, which
then generates pressure waves. This process results in the rapid creation of high pressure,
leading to the high-velocity jets and intense turbulent vortices.

(2) In the flow field, the temperature closer to the wall is higher and approaches
the external environment temperature. The temperature in the center of the flow field,
which has not passed through a bend, is almost unaffected by the external environment
temperature; however, the bubble collapse creates localized high-temperature phenomena,
which are somewhat chaotic and random.

(3) The motion of a single bubble and a single particle shows that the bubble gradually
deforms and shrinks, ultimately leading to collapse. The pressure wave generated at the mo-
ment of bubble collapse expands outward, affecting the motion trajectories of the particles.
Smaller density particles are more significantly influenced by the pressure wave, resulting
in larger changes in their trajectories. In contrast, higher-density particles, situated farther
from the bubble, experience less impact compared to their lower-density counterparts.

In the future research, we will further develop the current coupled model based on
the study in this paper to obtain more accurate motion laws of the particles in the flow
field. At the same time, we will build a flow field-particle experimental platform to observe
the jet phenomenon and the evolution law of particles during bubble collapse, and further
develop the monitoring and control techniques for different particle parameters.
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