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Abstract: The application of scene recognition in intelligent robots to forklift AGV equipment is of
great significance in order to improve the automation and intelligence level of distribution centers.
At present, using the camera to collect image information to obtain environmental information can
break through the limitation of traditional guideway and positioning equipment, and is beneficial
to the path planning and system expansion in the later stage of warehouse construction. Taking
the forklift AGV equipment in the distribution center as the research object, this paper explores the
scene recognition and path planning of forklift AGV equipment based on a deep convolution neural
network. On the basis of the characteristics of the warehouse environment, a semantic segmentation
network applied to the scene recognition of the warehouse environment is established, and a scene
recognition method suitable for the warehouse environment is proposed, so that the equipment can
use the deep learning method to learn the environment features and achieve accurate recognition in
the large-scale environment, without adding environmental landmarks, which provides an effective
convolution neural network model for the scene recognition of forklift AGV equipment in the
warehouse environment. The activation function layer of the model is studied by using the activation
function with better gradient performance. The results show that the performance of the H-Swish
activation function is better than that of the ReLU function in recognition accuracy and computational
complexity, and it can save costs as a calculation form of the mobile terminal.

Keywords: storage system; forklift AGV; deep learning; semantic segmentation; H-Swish

1. Introduction

In the application of forklift AGV equipment path planning in the distribution center,
the main tasks include road scene recognition, path planning, obstacle identification, and
local obstacle avoidance, etc. The road scene recognition of forklift AGV equipment
is a very important task, especially the use of pure visual methods, as these problems
have high complexity and are more challenging when applied to the distribution center
warehouse environment. In the aspect of scene recognition and path planning, a large
number of scholars have studied and made great achievements in SLAM (simultaneous
localization and mapping) [1,2], deep learning [3–7], and other aspects. These methods
are often aimed at the general indoor and outdoor life scenes, but the adaptability of
AGV equipment for forklift trucks in logistics and distribution centers is low. In order
to ensure the smooth operation of the forklift AGV equipment in the warehouse, the
equipment needs to obtain the warehouse scene of the distribution center, including the
identification information of racks, aisles, people, and other targets in the warehouse
environment. This paper mainly uses the semantic segmentation model, based on the deep
learning method, to study the warehouse environment of forklift AGV equipment, and
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proposes a deep convolution neural network for the image segmentation of the warehouse
environment in the distribution center. Depthwise separable convolution was used to
reduce the parameters, computation, and training time of the model, and the H-Swish
activation function was used to improve the accuracy of the network model. The deep
convolution neural network can accurately identify equipment in the distribution center
warehouse and provide reliable environmental information for the smooth operation of
forklift AGV equipment.

Forklift AGV equipment is needed to complete the access operation of goods in the
logistics distribution center, as shown in Figure 1. Research on forklift AGV equipment
has made great progress over the years. However, the current application of forklift AGV
equipment is still limited by the cost and the computing power. Forklift AGV equipment
needs to be aware of the environment in almost all cases. The visual system of forklift
AGV equipment can be constructed by a deep learning method to identify the shelves,
passages, and other environmental information in the working environment. In the aspect
of working-environment map construction and vehicle location, forklift AGV equipment
obtains environmental information through the camera, lidar, and other environmental
sensing equipment, analyzes environmental information data through deep learning and
image processing, identifies passable areas and obstacles in the environment, and uses a
path planning algorithm to plan the path of forklift AGV equipment, so as to complete the
task of forklift AGV equipment. The environmental information obtained by camera or lidar
has rich environmental information, which can deeply restore the real environment in the
construction of the environmental map. Research on the environmental map construction
of forklift AGV equipment has received more and more attention, but each method will
have different performances in different environments.
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Figure 1. Forklift AGV.

Vision-based scene recognition mainly collects the image of the workspace through
the camera, processes the environmental information in the image by means of machine
vision and deep learning, transforms the pixel information into understandable feature
information, and provides useful feature information for mobile robot scene recognition.
In the aspect of mobile robot scene recognition, the robot mainly perceives the surrounding
environment through ultrasonic, laser, and vision sensors, and obtains the environmental
information of the current position and its own posture through simultaneous localization
and mapping (SLAM), or deep learning.

SLAM collects the surrounding environment information with the help of the sensor
carried by the mobile robot itself and calculates its current location according to the collected
environmental information, which is the basis of the application of the mobile robot. The
sensors carried by mobile robots usually include lidar, depth camera, and so on, in which
the scene recognition method using the camera as the sensor is called “visual SLAM” [8].
The collected environment pictures have rich texture information, and the information in
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the pictures can be obtained by using the method of deep learning, such as ORB-SLAM2 [9].
The feature-based method used in visual SLAM cannot express the semantic information
of the environment, which is solved by the semantic SLAM [10], based on deep learning,
but it uses optical flow to calculate the image, which has a large amount of computation [1].
WANG [2] proposes the use of a binocular camera to obtain the image information of the
path of a mobile robot, and then uses SURF to extract feature points from the binocular
image as undetected obstacles for matching. Finally, combined with the binocular vision
calibration model, the target position is determined by using the parallax between the
matching points to realize the real-time navigation of the mobile robot.

The use of the deep learning method for scene recognition, which is different from the
SLAM method and target detection, can obtain more abundant image feature information,
including image semantic information, texture information, and local features. In the aspect
of semantic segmentation using the deep learning method, firstly, Long [3] proposed a
deep learning full convolution network FCN, which applies the deep learning method to
image segmentation and can produce accurate and detailed image segmentation. Noh [4]
proposed a deconvolution network, which is a mirror image relationship between the
network structure and the convolution network structure of VGG16 [11], and the inverse
operation of the convolution operation. Badrinarayanan [5] proposed that the SegNet
network model of the image semantic segmentation network includes two parts: the
encoder and the decoder. The encoder is the VGG16 [11] convolutional neural network,
which removes the full connection layer and samples the low-input feature map in the
first half of the convolutional neural network to produce dense feature maps, which is
beneficial to the training of the network. The DeepLab image segmentation model [12] uses
the convolution of the upgraded sampling filter to effectively expand the filtering range of
the filter, without increasing the number of parameters and the amount of computation.
Lin [6] proposed a multipath thinning network, RefineNet, which can make use of multiple
levels of shallow features in subsamples to get a better effect of image segmentation. Liu [7]
proposed a visual localization algorithm in a dynamic environment, which uses the image
segmentation ability of deep learning to screen and predict potential moving objects in
the environment. Training a supervised learning model is expensive, time-consuming,
and laborious. Chen [13] proposed a weak supervised semantic segmentation method
based on dynamic mask generation. Firstly, image features are extracted by CNN, and then
multilayer features are iteratively integrated to get the edge of the foreground object to
generate a mask. Finally, the mask is modified by CNN. However, the performance of this
algorithm is not as good as that of fully supervised learning, and its accuracy is not high.
Souly [14] modified the GAN network and created a large number of unreal images for
discriminator learning by generating a confrontation network to achieve image semantic
segmentation. The adversarial erasing method [15] and the antagonistic complementary
learning method [16] are also applied to semantic segmentation, but the generalization
ability is poor and only performs well on specific datasets.

Training time is an important factor in the training of convolution neural networks.
The deep convolution neural network has a large number of parameters, and the calcula-
tion of pixel-by-pixel convolution consumption in image semantic segmentation is also
huge, so the convolution neural network based on GPU computing can be trained faster.
However, with the increase of the depth of the network, the progress in hardware can
no longer support the needs of model training. Courbariaux [17] proposed the method
of BinaryConnect to effectively improve the speed of convolution neural networks in the
training stage. By forcing the weight binarization used in the forwarding and backpropa-
gation of the convolution neural network, it replaces the traditional method of real weight
multiplying real value activation, or gradient, in the process of propagation.

To sum up, although researchers have made a lot of basic research results in image se-
mantic segmentation, they still cannot meet the needs of practical engineering applications.
The application environment in the actual logistics system often has the characteristics
of high-dynamic and multi-device interactions. In addition, because the forklift AGV
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equipment needs to run in the unstructured environment scene, there are many complex
factors and these external disturbances are often difficult to model. More in-depth and
comprehensive systematic research on vision-based road scene recognition is needed.

This paper uses the image semantic segmentation method to segment the pixels in the
environment picture of the distribution center according to the semantic label in the image,
as shown in Figure 2.
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The image segmentation methods in mobile robot scene recognition include the
pixel “threshold” method [18], the pixel clustering method [19], the pixel image semantic
segmentation method [20], and so on. These methods of image segmentation based on
pixels have low computational complexity, but the segmentation effect is poor, far below
the application level. After the development of the deep learning theory, the image
semantic segmentation model, trained by a convolution neural network, has a deeper
network structure and can better identify the high-order information of pixels, including
the FCN network [3], the SegNet network [5], the DeepLab network [12,21], and so on.
However, because of the complexity of the warehouse environment, these methods cannot
be universal, so it is impossible to choose a universally applicable method. In this paper,
the deep learning method was used to segment the image semantic of the forklift AGV
equipment operating environment in the distribution center warehouse in order to achieve
the identification of the forklift AGV equipment operating environment.

2. Deep Convolution Semantic Segmentation Network

At present, there are some network architectures for image segmentation, such as
SegNet, VGG, and so on. SegNet achieves image segmentation by classifying each pixel
in the image. Its idea is very similar to that of FCN, except that the technology of the
encoder (Encoder) and decoder (Decoder) is different. Taking the SegNet network as
an example, the encoder network uses the network structure of VGG-16. By removing
the full connection layer of the network, the encoder network is used to obtain the low-
resolution feature map from the high-resolution image. The decoder network converts the
low-resolution image feature mapping into the label segmentation of the original image
pixels through the training and learning of the dataset.

The structure of the SegNet network is shown in Figure 3. It can be seen from Figure 3
that the structure of the convolution neural network is approximately symmetrical. In the
input layer of the network, the light blue layer is the convolution layer, batch normalization,
and activation function; the purple layer is the subsampled layer; the light yellow layer is
the upsampling layer; the dark blue layer is the deconvolution layer, batch normalization,
and activation function; and the subsequent dark yellow layer is the objective function
layer. The first half of the whole network is called the “coding” network, which uses
the first 13-layer convolution network of VGG-16, and the second half is the “decoding”
network. The coefficient feature graph obtained by the coding network is restored to the
dense feature graph by deconvolution and upsampling. The last layer of the network is the
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soft connection layer, and the maximum value of different classifications is the output to
obtain the final segmentation graph.
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2.1. Encoder

In the coding network, the features of the input image are extracted by the convolution
layer, using a convolution kernel of a 3 × 3 size, and the step size of the convolution kernel
is 1. A pixel is added to the edge of the input image so that the input and output pixels
of the convolution layer can be kept the same, and the same principle is also used in the
decoding network to keep the image pixel size unchanged.

The coding network part uses the first 13 layers of VGG-16, which is different from
VGG-16 in that the position information of upsampling is saved in the subsampled opera-
tion so that the decoder can use it to do nonlinear upsampling.

2.2. Decoder

The pooling operation can reduce the image in CNN, including in two ways: max-
pooling and average-pooling. What is used in this paper is the maximum pool method, in
which the value of the largest weight is taken out in a 2 × 2 filter, and the position of the
maximum weight in the 2 × 2 filter is saved at the same time. From Figure 3 of the network
framework, we can see that the purple max-pooling layer and the yellow max-unpooling
layer are connected by the pooling index. In fact, the index after the max-pooling operation
is output to the corresponding max-unpooling. Because the network is symmetrical, the
first max-pooling operation corresponds to the last max-unpooling operation, and so on.

In the max-pooling operation, after the feature map of the input max-pooling layer is
maximized, the largest value will be selected in each max-pooling filter, and the remaining
three smaller values will be ignored. The max-pooling index is saved in the max-pooling
operation so that the position where the maximum value is found in the max-unpooling
operation in the network can be decoded for the deconvolution operation.

3. Deep Convolution Network Model Based on Depthwise Separable Convolution

As the basis of the scene understanding of forklift AGV equipment, image semantic
segmentation determines the quality of the equipment target recognition and path plan-
ning. The convolution neural network has made great achievements in visual tasks so
that the network can achieve pixel-by-pixel semantic label classification. In the semantic
segmentation of images, in order to achieve a higher effect of semantic segmentation, a
deeper convolution neural network is needed, and the deep convolution neural network
can improve the abstract expression ability of the network. It can be more suitable for the
working environment of large-scale distribution center warehouses. However, the deep
convolution neural network also has some shortcomings. With the increase in network
depth, the number of network parameters generated by the training convolution neural net-
work increases sharply, which leads to the need for increased storage in the network model,
which limits the application of semantic segmentation networks in mobile platforms, such
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as forklift AGV equipment. At the same time, the deep convolution neural network needs
relatively large and complex calculations in the model training stage and model testing
stage, which leads to the limitation of the running speed of the semantic segmentation
algorithm. There are problems in the path planning algorithm based on real-time semantic
segmentation. Therefore, the research reduces the number of parameters and model com-
plexity of the convolution neural network and satisfies a certain semantic segmentation
accuracy, which has great practical application value in forklift AGV equipment.

In this chapter, a scene semantic segmentation network is constructed, which is used
to identify the path of forklift AGV equipment in the distribution center warehouse and
to provide robust and accurate scene recognition for the equipment. The network is a 26-
layer convolutional neural network, which is composed of a 13-layer convolutional coding
network and a 13-layer deconvolution network. On the basis of the SegNet network model,
the number of parameters of the coding network is reduced by using depth separable
convolution. In the training stage of the model, the training time is less than that of the
original model. The structure and parameters of the network model are shown in Table 1.

Table 1. Neural network model parameters based on depthwise separable convolution.

Name Type Input Size Parameters Name Type Input Size Parameters

Conv_00 Convolution 224*224 64,3*3,1,1 Convtr_42d Deconvolution 14*14 512,3*3,1,1
X_0 Max pooling 224*224 2*2,2 Convtr_41d Deconvolution 14*14 512,3*3,1,1

Conv_10 Convolution 112*112 64,3*3,1,1 Convtr_40d Deconvolution 14*14 512,3*3,1,1
Conv_11 Convolution 112*112 128,1*1,0,1 X_3d Max Unpooling 14*14 2*2,2

X_1 Max Pooling 112*112 2*2,2 Convtr_32d Deconvolution 28*28 512,3*3,1,1
Conv_20 Convolution 56*56 128,3*3,1,1 Convtr_31d Deconvolution 28*28 512,3*3,1,1
Conv_21 Convolution 56*56 256,1*1,0,1 Convtr_30d Deconvolution 28*28 256,3*3,1,1
Conv_22 Convolution 56*56 256,3*3,1,1 X_2d Max Unpooling 28*28 2*2,2

X_2 Max Pooling 56*56 2*2,2 Convtr_22d Deconvolution 56*56 256,3*3,1,1
Conv_30 Convolution 28*28 256,3*3,1,1 Convtr_21d Deconvolution 56*56 256,3*3,1,1
Conv_31 Convolution 28*28 512,1*1,0,1 Convtr_20d Deconvolution 56*56 128,3*3,1,1
Conv_32 Convolution 28*28 512,3*3,1,1 X_1d Max Unpooling 56*56 2*2,2
Conv_33 Convolution 28*28 512,3*3,1,1 Convtr_11d Deconvolution 112*112 128,3*3,1,1

X_3 Max Pooling 28*28 2*2,2 Convtr_10d Deconvolution 112*112 64,3*3,1,1
Conv_40 Convolution 14*14 512,3*3,1,1 X_0d Max Unpooling 112*112 2*2,2
Conv_41 Convolution 14*14 512,3*3,1,1 Convtr_01d Deconvolution 224*224 64,3*3,1,1
Conv_42 Convolution 14*14 512,3*3,1,1 Convtr_01d Deconvolution 224*224 8,3*3,1,1

X_4 Max Pooling 14*14 2*2,2 Softmax
X_4d Max Unpooling 7*7 2*2,2

Note: The input size represents the input feature pixel. The parameters of convolution (Conv_*) and deconvolution (Convtr_*) are separated
by commas, which, in turn, represent the number of output channels, the convolution kernel size, and the padding and stride. The
parameters of max-pooling and max-unpooling are the pooling window size and step size, respectively.

The parameters of the batch normalization layer and the activation function layer
are not listed in Table 1, in which the input parameters of each batch normalization layer
are the number of output channels of the previous convolution layer. The formula for
calculating the output of the batch normalization operation is as follows:

y =
x− E(x)√
Var(x) + ε

× γ + β (1)

In the formula, x is the output data of the previous convolution layer, that is, the
input data, E(x) and Var(x), of this layer are the mean and variance of the batch data,
respectively. ε is a variable that prevents zero increase in the denominator, and γ and β
are the linear transformations of the input data. The default values for γ and β are 1 and 0,
respectively, so that the batch normalization operation does not reduce the model.

The activation function layer uses a modified linear unit (ReLU), whose input is the
output of the previous batch normalization layer. In the coding network, the encoder
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uses depth separable convolution, and the encoder is composed of a channel-by-channel
convolution layer, using a 3× 3 convolution core, and the number of convolution kernels is
the same as the number of input channels: Stride = 1 and Padding = 1. Through depthwise
convolution to generate a set of feature images with the same number of channels, and
then through a convolution kernel of 1× 1, a group of feature graphs are convoluted point
by point with the same number of output channels. The feature map is again subjected to
BN operation and nonlinear mapping, and, finally, max-pooling is carried out. After the
pooling operation, the size of the feature graph becomes 1/2.

In the decoding network, the feature graph is generated by the max-unpooling op-
eration to produce a feature graph with sparse features. The sparse feature images of
the upsampled output are convoluted by fractionally-strided convolutions to get dense
feature maps. After the BN operation and nonlinear mapping, high-dimensional feature
maps are output at the last layer. At the last layer of the network is the Softmax classifier.
By classifying each pixel, the probability of each pixel corresponding to each label in the
output image is output. The label category with the highest probability is the classification
tag of the pixel. The objective function of the classifier is as follows:

Γso f tmax loss = −
1
N

N

∑
i=1

log

(
ehyi

∑C
j=1 ehj

)
(2)

3.1. Depthwise Separable Convolution

Depthwise separable convolution [22] includes a depthwise convolution and a pointwise
convolution. When inputting a 6× 6 pixel, three-channel picture data (shape is 6× 6 × 3), in
the convolution operation, use a 3× 3 convolution kernel; Padding = 1, Stride = 1. After
the convolution operation was completed, there were three feature images, with a feature
size of 6× 6, as shown in Figure 4. The convolution kernel shape in this case is:

Shape = W × H × C (3)

W is the width of the convolution kernel, H is the height of the convolution kernel,
and C is the number of input channels.
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One of the filters contains only a convolution kernel with a size of 3× 3, and the
number of parameters in the convolution part is calculated as shown in Equation (4):

Ndepthwise = W × H × C (4)

The amount of calculation is as follows:

Cdepthwise = W × H ×
(
Wp −W + 1

)
×
(

Hp − H + 1
)
× C (5)
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Wp is the width of the input picture, and Hp is the height of the input picture.
After depthwise convolution, the feature graph with the same number of input chan-

nels can be output, and each feature graph only represents the corresponding characteristics
of one input channel, without merging other channel features. It cannot express the char-
acteristic information of navigation in the same spatial position on different channels. In
order to make the convolution network have more abstract expression ability, we need
more channel feature graph representation, so we need pointwise convolution to combine
these feature graphs into a new feature graph.

Pointwise convolution is a weighted combination of the characteristics of each input
channel. The size of the convolution kernel used is 1× 1×M. M is the number of input
channels in the point-by-point convolution layer. After pointwise convolution, a new
feature graph is generated with characteristic information on the channel depth, as shown
in Figure 5. The size of the convolution core of this layer is:

Shape = 1× 1× Cin × Cout (6)

Cin is the number of input channels, and Cout is the number of output channels.
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Because of the convolution operation of 1× 1, the number of parameters involved in
the point-by-point convolution is expressed as Equation (7):

Npointwise = 1× 1× Cin × Cout (7)

The amount of calculation is as follows:

Cpointwise = 1× 1×W f × H f × Cin × Cout (8)

W f is the width of the input feature layer, and H f is the height of the input feature
layer.

After pointwise convolution, four feature graphs are also output, which is the same as
the output dimension of conventional convolution.

Compared with conventional convolution, the number of parameters is expressed:

Nstd = W × H × Cin × Cout (9)

The amount of calculation is as follows:

Cstd = W × H ×
(
Wp −W + 1

)
×
(

Hp − H + 1
)
× Cin × Cout (10)

The comparison of the number of parameters and the amount of calculation with the
conventional convolution algorithm is shown in Table 2:
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Table 2. Comparison between depthwise separable convolution and conventional convolution.

Amount of Calculation Number of Parameters

Cstd > Cdepthwise + Cpointwise Nstd > Ndepthwise + Npointwise

As can be seen from Table 2 above, the number of parameters and the amount of
computation of depthwise separable convolution are much smaller than that of the standard
convolution operation. Therefore, the use of depthwise separable convolution can reduce
the number of parameters generated by the convolution neural network in the process of
model training while ensuring a certain accuracy, thus reducing the memory consumption
of mobile devices and, on the other hand, reducing the amount of computation in the
training phase of the model. A smaller amount of calculation correspondingly reduces the
time required for model training.

3.2. Batch Normalization

In the process of convolution neural network training, batch normalization (BN) [23]
makes the mean value of the output signal of this network layer 0, and the variance is 1.
This operation can improve the decreasing speed of the loss value of the model and, at the
same time, alleviate the “gradient dispersion” to a certain extent, and make the convolution
network model converge more easily in the training stage. BN operations are generally
used before nonlinear mapping functions.

3.3. Unpooling

Unpooling is the operation of increasing the image resolution and is the inverse
operation of pooling, in which the position index information of the maximum value
retained by the red operation is recorded during the max-pooling operation in the coding
network part of the convolutional neural network, and the information is used to expand
the feature graph when the max-unpooling operation is carried out in the decoding network.
The specific operation is the maximum position of the maximum value. Except for the
position of the maximum value, the rest is 0, as shown in Figure 6.
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4. Convolution Neural Network Based on H-Swish Activation Function

The activation function layer uses the activation function to simulate the characteristics
of human brain neurons, controls whether the neurons are in an excited state, increases the
nonlinear characteristics of the convolution neural network, and increases the ability of
the convolution neural network to express the abstract features in the image. The rectified
liner unit (ReLU) function [24] is a piecewise function, which is defined as:

ReLU(x)= max{0, x} =
{

x x ≥ 0
0 x < 0

(11)

As shown in Figure 7, the gradient of the ReLU function is 1 when x≥0, and vice
versa.
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Because the convolution neural network constructed in this paper is aimed at the
mobile end of the forklift AGV equipment and is limited by the computing power of the
mobile end, it was considered in order to reduce the computational complexity of the
model. Therefore, the H-Swish function was used instead of the ReLU function, which can
not only improve the accuracy, but also reduce the computational pressure of the forklift
AGV equipment to a certain extent. The Swish [25] function can optimize the effect of the
deep convolution network model to a certain extent, which is defined as:

swish(x) = x·sigmoid(βx) (12)

The Swish activation function has no upper bound or lower bound and is smooth
and nonmonotonous. However, the calculation of the sigmoid function contained in the
function is not friendly to forklift AGV equipment. The value of the H-Swish activation
function is similar to that of the Swish activation function, and there is no sigmoid function
operation in H-Swish, so it is friendly to the calculation of forklift AGV equipment. The
definition is as follows:

h-swish[x] = x
ReLU6(x + 3)

6
(13)

5. Model Training and Analysis of Experimental Results

In order to realize the convolution neural network established in this paper, it was used
to identify the road scene of forklift AGV equipment in a distribution center warehouse,
using the PyTorch deep learning framework, which is the most popular in the field of deep
learning and is very suitable for image data processing. We used the GPU computing
model, which can improve the computing speed of the convolution neural network. The
graphics card used in the model training was 6G NVIDIA GTX1660, video memory, and
only one video card was used for training.
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5.1. Data Preparation

The convolution neural network established in this paper learns image features from
label data, so it needs a distribution center environment image dataset with tags. We used
the self-built dataset, including the warehouse environment picture dataset, including
469 logistics distribution center warehouse environment pictures, pictures from Google,
Baidu, Bing, and other search engines. The dataset part is as shown in Figure 8. Because
the training convolution neural network needs labeled label data, and the dataset built in
this paper is only the original picture, we needed to label these pictures manually. The
labeling tool was LABELME. In the dataset label, there are six types of tags: shelf, AGV car,
pedestrian, ground, pallet, goods. Therefore, these six kinds of objects were segmented in
the experiment.
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Figure 8. Distribution center environment image dataset.

5.2. Model Training

The self-built warehouse dataset of the logistics distribution center was used to train
the convolution neural network. The dataset includes 375 color training pictures, with
a resolution of 224 × 224 and 94 color training pictures, all of which are marked with
information. When training the convolution neural network, the random batch processing
(Mini-Batch) training mechanism was adopted, the training iteration number of the model
was set to 3000, and the training sequence of pictures was randomly generated before
each round of training to ensure that the pictures of each round of training were not the
same. The generalization ability of the model was increased, and the convergence speed
was improved. In the data processing of the convolution neural network, the resolution
of the input picture was 224 × 224, but the resolution of the dataset was inconsistent. By
compressing the picture, the resolution of the picture was unified to facilitate the input
data of the neural network. The objective function of convolution neural network training
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was the cross-entropy loss function, the learning rate of network training was 10−6, the
momentum parameter was 0.9, and every eight pictures were used as a batch of network
input (limited by video memory; the larger the number of pictures in batches, the better
the training effect).

5.3. Analysis of Experimental Results of Network Model Based on Depthwise
Separable Convolution

In order to compare the difference between the network model based on depthwise
separable convolution and the original model, the same training set is used to train the
model in the environment of the same hardware equipment. In this paper, 375 pictures
were used for training and 94 pictures were used for testing. The experiment used six types
of tags for training, with a batch size of eight. There were 3000 iterations and 64 epochs of
training, and the time consumption in the training process is shown in Figures 9 and 10.
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Figure 9. Model training time based on depthwise separable convolution.
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Among them, batch size is the number of images selected in the dataset for training,
usually 8, 16, 32. Iteration completes an iteration for the network model, training a batch-
sized picture. Epochs is the number of times the training traverses the dataset. An epoch
indicates that each image in the training set participates in the training once. In this
experiment, there were 3000 iterations. If the batch size of the training set is eight, then the
number of epochs is 64.

As shown in Figure 9, the average training time per round of the network model with
depthwise separable convolution was 12.41 s, and the total training time was 10.34 h. In
the traditional convolution operation network model, the average training time per round
is 14.83 s, and the total training time is 12.36 h. It can be seen that the depthwise separable
convolution has an obvious effect on reducing the training time of the model.

After 3000 iterations, both the depthwise separable convolution network model and
the original model are basically in a state of convergence, and the loss value is reduced
to 2.49. The experimental results show that, in the convolution network model with
depthwise separable convolution, although the parameters of the model are reduced, the
accuracy of the model is not affected, and the loss value is basically the same as that
of the original model, which confirms the effectiveness of the application of depthwise
separable convolution.

The number of network model parameters based on depthwise separable convolution
is 27.94 million, as shown in Table 3, and the number of parameters of the original model
is 29.43 million, which is 1.49 million, and 5% lower than that of the original model. The
maximum number of pooled layer and soft connection layer parameters is 0.

Table 3. Network model parameter scale based on depthwise separable convolution.

Name Input
Size Parameters Number Name Input

Size Parameters Number

Conv_00 224*224 64,3*3,1,1 1792 Convtr_41d 14*14 512,3*3,1,1 2359808
Conv_10 112*112 64,3*3,1,1 36928 Convtr_40d 14*14 512,3*3,1,1 2359808
Conv_11 112*112 128,1*1,0,1 8320 Convtr_32d 28*28 512,3*3,1,1 2359808
Conv_20 56*56 128,3*3,1,1 147584 Convtr_31d 28*28 512,3*3,1,1 2359808
Conv_21 56*56 256,1*1,0,1 33024 Convtr_30d 28*28 256,3*3,1,1 1180160
Conv_22 56*56 256,3*3,1,1 590080 Convtr_22d 56*56 256,3*3,1,1 590080
Conv_30 28*28 256,3*3,1,1 590080 Convtr_21d 56*56 256,3*3,1,1 590080
Conv_31 28*28 512,1*1,0,1 13312 Convtr_20d 56*56 128,3*3,1,1 295168
Conv_32 28*28 512,3*3,1,1 2359808 Convtr_11d 112*112 128,3*3,1,1 147584
Conv_33 28*28 512,3*3,1,1 2359808 Convtr_10d 112*112 64,3*3,1,1 73856
Conv_40 14*14 512,3*3,1,1 2359808 Convtr_01d 224*224 64,3*3,1,1 36828
Conv_41 14*14 512,3*3,1,1 2359808 Convtr_01d 224*224 8,3*3,1,1 4608
Conv_42 14*14 512,3*3,1,1 2359808 Total 27937564

Convtr_42d 14*14 512,3*3,1,1 2359808

5.4. Analysis of Network Model Experiment Results Based on H-Swish Activation Function

In order to compare the training results of the network model using the H-Swish
activation function with that of the network model using the ReLU activation function, this
paper used the same dataset to train the network model. The two models went through
3000 iterations each, and the loss value in the training process is shown in Figure 11 below:

As can be seen from Figure 11, the loss value (loss) of the H-Swish activation function
is significantly lower than that of the ReLU activation function: the lowest loss value of the
H-Swish activation function is 1.2, and the lowest loss value of using the ReLU activation
function is 2.4. The comparison of the experimental data shows that the convolution net-
work model using the H-Swish activation function has higher accuracy. In the convolution
network model using the H-Swish activation function, the superiority of the activation
function is proven. There is no sigmoid function operation in the activation function, so it
is friendly to the calculation of forklift AGV equipment.
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Figure 11. H-Swish and ReLU activation function loss curve.

As shown in Figure 12, 3000 epochs were trained with the network model of the H-
Swish activation function and the ReLU activation function, and the segmentation results on
the test set image are shown. In the image semantic segmentation, the segmentation effect of
using the H-Swish activation function is better, and the segmentation of the target analogy
is smoother and more accurate. From the above experimental results, we can see that the
segmentation effect of using the H-Swish activation function is better, indicating that using
this activation function can improve the performance of the convolution neural network.
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6. Conclusions

In this paper, the basic principle of depthwise separable convolution is described, and
a neural network model based on depthwise separable convolution is proposed on the
basis of the SegNet network model. Compared with the original model, the network model
established in this chapter has a lower number of parameters and calculations, less memory
consumption of the computing equipment in model training, and a shorter convergence
time of the training model. On the premise of ensuring the accuracy of the model, the
number of parameters of the model proposed in this paper is 1.49 million less than that
of the traditional model, and the training time is saved by two hours. The model uses the
H-Swish activation function to further improve the accuracy of the model on the basis
of reducing the number of model parameters. When using the H-Swish function as the
activation function, the loss value is lower than that of ReLU activation function. H-Swish
has no sigmoid operation, which reduces the amount of model calculations and is more
suitable for the operation of mobile devices, such as forklifts. The network model of this
paper was trained by a self-built dataset, which included the data of all kinds of equipment
in the logistics distribution center warehouse, which can provide reliable data for the neural
network in order to better adapt to the working environment of the warehouse and make
the model more suitable for the application of warehouse scene understanding.

This research does not take the small-label objects in the forklift operation environment
into account. The classification label types can be improved to make the model suitable for
the general industrial environment, which is also a direction for future research.
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