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Abstract

:

Evolution algebras are currently widely studied due to their importance not only “per se” but also for their many applications to different scientific disciplines, such as Physics or Engineering, for instance. This paper deals with these types of algebras and their applications. A criterion for classifying those satisfying certain conditions is given and an algorithm to obtain degenerate evolution algebras starting from those of smaller dimensions is also analyzed and constructed.
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1. Introduction


Evolution algebras were firstly introduced by Tian in his Ph.D. Thesis [1] in 2004, later published in a book in 2008 [2], although, in literature, researchers only usually cite [3]. These types of algebras belongs to the family of genetic algebras and have direct applications in non-Mendelian genetics [3]. In addition, its applications to other branches of mathematics and different disciplines are numerous, being connected, among others, with graph theory (see [4,5,6], for instance), stochastic processes and Markov chains [7,8] group theory [9], mathematical physics [7], and biology [10]. Moreover, [11,12,13] for analysis concerning dynamical systems modeling chemotaxis and moment problems, respectively, can be cited.



The main operator studied in evolution algebras is the so-called evolution operator, which reveals all the dynamic information about the algebra. In this paper, we will focus on the study of this operator, specifically in the case where it is a derivation. The space of derivations of an evolution algebra is a frequent subject of study in the literature [14,15,16,17], although obtaining a complete characterization of this space is still an open question. On the other hand, there are also several studies carried out with the aim of classifying certain evolution algebras [18,19,20]. This paper lives in the intersection of these two subjects. Our main goal is to obtain the complete classification of evolution algebras whose evolution operator is a derivation. The structure of this paper is as follows. In Section 2, we briefly introduce the main definitions and properties of evolution algebras. In Section 3, we review the main results obtained in [21], and we develop the methods outlined in this paper in order to extend the classification of these algebras to any dimension through a characterization theorem. Finally, we present some applications of this type of evolution algebras in Section 4.




2. Preliminaries on Evolution Algebras


Let   E ≡ ( E , + , · )   be an algebra over a field  K . It is said that E is an evolution algebra if there exists a basis   B = {  e i  : i ∈ Λ }   of E, where  Λ  is an index set, such that    e i  ·  e j  = 0  , if   i ≠ j  . The basis  B  is called a natural basis.



Since  B  is a basis, the product    e j  ·  e j  =  e j 2    can be written as    ∑  i ∈ Λ    a  i j    e i   , with    a  i j   ∈ K  , where only a finite quantity of   a  i j   , called structure constants, are non-zero for each   j ∈ Λ   fixed. Thus, the product on E is determined by the structure matrix   A = (  a  i j   )  .



In general, evolution algebras are neither associative nor power-associative, but they are flexible.



An evolution algebra is said to be non-degenerate if    e j 2  ≠ 0  , for all   j ∈ Λ  . On the contrary, the algebra is called degenerate.



Tian defined in [2] the evolution operator associated with  B  as the endomorphism   L : E → E  , which maps each generator onto its square, that is,   L  (  e j  )  =  e j 2  =  ∑  i ∈ Λ    a  i j    e i   , for all   j ∈ Λ  . The matrix representation of the evolution operator with respect to the basis  B  is the structure matrix A.




3. Evolution Algebras Whose Evolution Operator Is a Derivation


An endomorphism   d : E → E   is called a derivation if   d ( x · y ) = d ( x ) · y + x · d ( y )  , for all   x , y ∈ E  . In this section, we study those evolution algebras over  C  such that   L ∈ D e r ( E )  , i.e., the evolution operator is a derivation. This condition, as shown in [21], is equivalent to


     A  A ¯  = 0 ,     



(1)






      a  k j    a  j i   +  a  k i    a  i j   = 0 ,   ∀  k ,   ∀  i ≠ j ,     



(2)




where   A ¯   is the matrix obtained from A by changing the sign of its diagonal elements.



Remark 1.

Suppose there exists   i , j ∈ Λ   such that    a  i j   ≠ 0   and    a  j i   = 0  . Then, from condition (2), column i is null.





In [21], a study is carried out to characterize these types of algebras, up to ordering of the basis elements, reaching the following results.




	
If E is non-degenerate, then its dimension is even, and the structure matrix is a block diagonal matrix   D i a g (  M  a 1   ,  M  a 2   , ⋯ )  , where


   M  a i   =      a i     −  a i        −  a i      a i      ,  








for some    a i  ≠ 0  .



	
If E is degenerate, the following algorithm to obtain all the structure matrices A of these algebras in dimension n is given.




	Step 1: 

	
Obtain all matrices   A ′   of dimension   n − 1  , both degenerate and non-degenerate.




	Step 2: 

	
For each   A ′  , impose conditions


      v t    A ′  ¯  = 0     



(3)




and (2) on matrix   A =      A ′    0      v t    0      .














Additionally, the complete classification for dimensions less than five is given in [21]. We will focus on the classification for larger dimensions, and we will give a result that allows us to characterize the non-degenerate case without using the previous algorithm.



3.1. The Algorithm


In this subsection, we analyze and modify the previous algorithm for the degenerate case in order to eliminate unnecessary conditions and improve its efficiency.



In Step 2 of the algorithm, we impose conditions (2) on matrix A. Since A is a   n × n   matrix, there are     ( n − 1 )   n 2   2   conditions to impose. However, some of these conditions are trivially satisfied




	
If   i , j , k ∈ { 1 , ⋯ , n − 1 }  , then these conditions are fulfilled, since all of these indices are from the submatrix   A ′  .



	
If   i = n   or   j = n  , then these conditions are   0 = 0  .








Therefore, there remain the conditions with   k = n   and   i , j ∈ { 1 , ⋯ , n − 1 }  . If we write    v t  =  (  v 1  , ⋯ ,  v  n − 1   )   , these conditions are


      v i   a  i j   +  v j   a  j i   = 0 ,   ∀  1 ≤ i < j ≤ n − 1 .     



(4)







That is, all the conditions we impose on matrix A are linear equations on the vector v.



Example 1.

If    A ′  =   (  a  i j   )   i , j ∈ { 1 , ⋯ , 3 }    , then the linear equations of the conditions (3) and (4) are written in matrix form as


        −  a 11      a 21     a 31       a 12     −  a 22      a 32       a 13     a 23     −  a 33        a 12     a 21    0      a 13    0    a 31      0    a 23     a 32           v 1       v 2       v 3      =     0     0     0     0     0     0     .   













Taking into account these changes, we implement the second step of the algorithm in Python below


[image: Mca 26 00057 i001]


3.2. Computational and Complexity Study


In this subsection, we show a computational study of the previous algorithm, which has been implemented with an Intel Core i5-1135G7 processor (frequency of   2.4   GHz) and 16 GB of RAM. To do this study, we have considered the family of evolution algebras with a structure matrix of the form   D i a g (  M  a 1   ,  M  a 2   , ⋯ )  . Table 1 shows the computing time used to return the output of the whole procedure according to the dimension n of the algebra.



Let us compute the complexity of the algorithm taking into account the number of operations carried out in the worst case. For this purpose, we use the big O notation: Given two functions   f , g : R → R  , we say that   f ( x ) = O ( g ( x ) )   if there exist   M ∈  R +    and    x 0  ∈ R   such that   | f ( x ) | ≤ M g ( x )  , for all   x ≥  x 0   . For our algorithm, we have




	
The auxiliary function has complexity   O ( n )  , since the loop is executed n times.



	
The definition of   A 1   has complexity   O (  n 2  )  .



	
The definition of   A 2   has complexity   O (  n 3  )  , since the loop is executed     n ( n − 1 )  2  = O  (  n 2  )    times and, in each iteration, the auxiliary function is called.








That is, if functions   c o l _ j o i n   and   n u l l s p a c e   have complexity   O (  n 3  )  , then the running time of the algorithm is   O (  n 3  )  . To check if these assumptions are correct, we calculate the least square cubic polynomial fit to our experimental data in Table 1, and we make predictions for larger dimensions (  n = 220 , 240 , 260 , 280  ). As can be seen in Table 2 and Figure 1, our data fit this model, so our algorithm has complexity   O (  n 3  )  .




3.3. Five-Dimensional Evolution Algebras


Since this dimension is odd, there do not exist non-degenerate evolution algebras. For the degenerate cases, we use the previous algorithm. The complete classification in dimension 4 is the following (see [21]):


   A 1  =     a    − a    0   0      − a    a   0   0     0   0   b    − b      0   0    − b    b     ,    A 2  =     a    − a    0   0      − a    a   0   0     b    − b    0   0     c    − c    0   0     ,    A 3  =     a    − a    0   0      − a    a   0   0     0   0   0   0     b    − b    c   0     ,  










   A 4  =     0   0   0   0     a   0   0   0     b   0   0   0     c   0   0   0     ,    A 5  =     0   0   0   0     0   0   0   0     a   b   0   0     c   d   0   0     ,    A 6  =     0   0   0   0     0   0   0   0     0   0   0   0     a   b   c   0     ,  








with   a , b , c , d ∈ C  . Let us make use of the algorithm for these matrices




	
For   A 1  : We can assume that   a , b ≠ 0  , since, if any of these constants is null, it would be treated as the following cases (if necessary, by a permutation of the basis). If we run the following code [image: Mca 26 00057 i002] then we obtain    v t  ∈  〈   ( − 1 , 1 , 0 , 0 )  t  ,   ( 0 , 0 , − 1 , 1 )  t  〉   , so we get the matrices of the form


      a    − a    0   0   0      − a    a   0   0   0     0   0   b    − b    0     0   0    − b    b   0     c    − c    d    − d    0     .  











	
For   A 2  : We can assume that   a , b , c ≠ 0  . Running the algorithm, we obtain    v t  ∈  〈   ( − 1 , 1 , 0 , 0 )  t  〉   . That is, matrices of the form


      a    − a    0   0   0      − a    a   0   0   0     b    − b    0   0   0     c    − c    0   0   0     d    − d    0   0   0     .  











	
For   A 3  : We can assume that   a ≠ 0  . Running the algorithm, we get the matrices


      a    − a    0   0   0      − a    a   0   0   0     0   0   0   0   0     b    − b    c   0   0     d    − d    e   0   0        and        a    − a    0   0   0      − a    a   0   0   0     0   0   0   0   0     0   0   0   0   0     d    − d    e   f   0     ,  








depending on whether the constants b and c are null.



	
For   A 4  : We can assume that   a , b , c ≠ 0  . Running the algorithm, we get    v t  ∈  〈   ( 1 , 0 , 0 , 0 )  t  〉   , which corresponds to the matrices


      0   0   0   0   0     a   0   0   0   0     b   0   0   0   0     c   0   0   0   0     d   0   0   0   0     .  











	
For   A 5  : We can assume that a and b are not both null, the same as c and d. Running the algorithm, we obtain    v t  ∈  〈   ( 1 , 0 , 0 , 0 )  t  ,   ( 0 , 1 , 0 , 0 )  t  〉   , so we get the matrices


      0   0   0   0   0     0   0   0   0   0     a   b   0   0   0     c   d   0   0   0     e   f   0   0   0     .  











	
For   A 6  : Running the algorithm, we obtain the matrices


      0   0   0   0   0     0   0   0   0   0     0   0   0   0   0     a   b   c   0   0     d   e   f   0   0        and        0   0   0   0   0     0   0   0   0   0     0   0   0   0   0     0   0   0   0   0     d   e   f   g   0     ,  








depending on whether the constants   a , b , c   are null.









3.4. Characterization in the Degenerate Case


In this subsection, we deal with the degenerate case. To do it, we firstly show the following general result.



Theorem 1.

Let E be a degenerate evolution algebra with natural basis   B = {  e i  : i = 1 , ⋯ , n }   and structure matrix   A = (  a  i j   )  . Then,   L ∈ D e r ( E )   if and only if there exists a rearrangement of the basis  B  such that the structure matrix has any of the following forms:




	A) 

	


           D     O       A ′      ,      



(5)




where




	
D is a   2 r × 2 r   matrix of the form   D i a g (  M  a 1   , ⋯ ,  M  a r   )  , for some r with   1 ≤ r <  n 2    and    a i  ≠ 0  .



	
O is the   2 r × ( n − 2 r )   zero matrix.



	
  A ′   is a   ( n − 2 r ) × n   matrix whose only non-null elements are in the lower left   ( n − k ) × k   submatrix, for some k with   2 r ≤ k ≤ n − 1  , and such that its columns fulfill that    c 2  = −  c 1   ,    c 4  = −  c 3   , ⋯,    c  2 r   = −  c  2 r − 1    .









	B) 

	


           O 0     O 1       A ′     O 2      ,      



(6)




where




	
  O 0   is the   k × k   zero matrix, for some   k ≥ 1  .



	
  O 1   is the   k × ( n − k )   zero matrix.



	
  O 2   is the   ( n − k ) × ( n − k )   zero matrix.



	
  A ′   is a   ( n − k ) × k   matrix.
















Proof. 

The right-to-left implication is carried out by checking that these matrices meet the conditions (1) and (2), which is easy to check.



For the left-to-right implication, we proceed by induction in n. We know that the result is true for   n ≤ 5  . Suppose that it is true for dimension n and let us see that it is true for dimension   n + 1  .



Let A be the structure matrix of a degenerate evolution algebra E of dimension   n + 1  , whose evolution operator satisfies   L ∈ D e r ( E )  . Then, there exists   A ′   such that


  A =      A ′    0      v t    0     ,  








where   A ′   is the structure matrix of an evolution algebra   E ′   of dimension n whose evolution operator   L ′   is a derivation. Then, by induction hypothesis, we are in one of the following cases:




	Case 1:

	
  E ′   is non-degenerate. Then,    A ′  = D i a g  (  M  a 1   ,  M  a 2   , ⋯ )   , for some    a i  ≠ 0  . From condition (3), we obtain that    v 2  = −  v 1   ,    v 4  = −  v 3   , ⋯,    v n  = −  v  n − 1    . Thus, matrix A is like in A).




	Case 2:

	
  A ′   is like (5). Let   A  ″    be the lower   ( n − 2 r ) × n   submatrix in   A ′  .



If   A  ″    is null, from condition (3), we obtain that    v 2  = −  v 1   ,    v 4  = −  v 3   , ⋯,    v  2 r   = −  v  2 r − 1    . Thus, A is like in A), being   k = n  .



In another case, we can assume that the   ( n − k ) × k   submatrix of   A  ″    does not have any null rows, since, in this case, we could reorder the basis so that this non-null matrix would be of size   ( n − k − 1 ) × k   and could be treated as one of size   ( n − k − 1 ) × ( k + 1 )  , in which that null row would no longer appear.



Since no row is null, from Remark 1, we obtain that    v  k + 1   =  v  k + 2   = ⋯ =  v n  = 0  . Again, by condition (3),    v 2  = −  v 1   ,    v 4  = −  v 3   , ⋯,    v  2 r   = −  v  2 r − 1    . Thus, A is like in A).




	Case 3:

	
  A ′   is like (6). Let   A  ″    be the lower   ( n − k ) × k   submatrix in   A ′  . If   A  ″    is null, then A is trivially like in B).



In another case, we can assume, as before, that, in the   ( n − k ) × k   submatrix of   A  ″   , there is no null row. Then, by Remark 1, we obtain    v  k + 1   =  v  k + 2   = ⋯ =  v n  = 0  . Thus, A is like in B).









□






3.5. Six-Dimensional Evolution Algebras


The non-degenerate cases are those of the form   D i a g (  M a  ,  M b  ,  M c  )  , with   a , b , c ≠ 0  . By the previous theorem, the degenerate cases are


      a    − a    0   0   0   0      − a    a   0   0   0   0     0   0   b    − b    0   0     0   0    − b    b   0   0     c    − c    d    − d    0   0     e    − e    f    − f    0   0     ,       a    − a    0   0   0   0      − a    a   0   0   0   0     0   0   b    − b    0   0     0   0    − b    b   0   0     0   0   0   0   0   0     c    − c    d    − d    e   0     ,       a    − a    0   0   0   0      − a    a   0   0   0   0     b    − b    0   0   0   0     c    − c    0   0   0   0     d    − d    0   0   0   0     e    − e    0   0   0   0     ,  










      a    − a    0   0   0   0      − a    a   0   0   0   0     0   0   0   0   0   0     b    − b    c   0   0   0     d    − d    e   0   0   0     f    − f    g   0   0   0     ,       a    − a    0   0   0   0      − a    a   0   0   0   0     0   0   0   0   0   0     0   0   0   0   0   0     b    − b    c   d   0   0     e    − e    f   g   0   0     ,       a    − a    0   0   0   0      − a    a   0   0   0   0     0   0   0   0   0   0     0   0   0   0   0   0     0   0   0   0   0   0     b    − b    c   d   e   0     ,  










      0   0   0   0   0   0     a   0   0   0   0   0     b   0   0   0   0   0     c   0   0   0   0   0     d   0   0   0   0   0     e   0   0   0   0   0     ,       0   0   0   0   0   0     0   0   0   0   0   0     a   b   0   0   0   0     c   d   0   0   0   0     e   f   0   0   0   0     g   h   0   0   0   0     ,       0   0   0   0   0   0     0   0   0   0   0   0     0   0   0   0   0   0     a   b   c   0   0   0     d   e   f   0   0   0     g   h   i   0   0   0     ,  










      0   0   0   0   0   0     0   0   0   0   0   0     0   0   0   0   0   0     0   0   0   0   0   0     a   b   c   d   0   0     e   f   g   h   0   0       and       0   0   0   0   0   0     0   0   0   0   0   0     0   0   0   0   0   0     0   0   0   0   0   0     0   0   0   0   0   0     a   b   c   d   e   0     .  













4. Applications


Among the most recent references referring to the applications of the evolution operator (it cannot be said that there are many in the literature), the two following ones can be cited: that by Absalamov and Rozikov [22], who investigate in the field of biology the dynamical system generated by a gonosomal evolution operator of sex linked inheritance depending on parameters and the one by Padmanabhan, related to physics, who studies the Planck scale by the modification of the time evolution operator due to the quantum structure of spacetime [23]. We have tried to find some applications of this operator related to both scientific and non-scientific fields, as they might be in the latter case economics and commerce, for example, although we have not quite achieved what we wanted. The one that we present below is one of them, quite modest, in our opinion and that could even seem artificial or forced, but the authors believe that it can serve as a starting point and model for obtaining other more useful and consistent ones, similar or in the way of [24,25,26], for instance.



Suppose we have two different environments, m and   m ′  , and certain types of objects   {  o 1  ,  o 2  , ⋯ }   in these environments. Let us see how to associate an evolution algebra to this assumption in such a way that the evolution operator models the movement of objects between the two environments.



Let us consider the vector space with basis   {  e 1  ,  e 1 ′  ,  e 2  ,  e 2 ′  , ⋯ }   and let us identify   e i   with an object of type   o i   in the environment m and   e i ′   with an object of the same type in   m ′  . Let T be the total amount of objects in these environments. Now, consider the evolution algebra whose structure matrix is   D i a g (  M  − 1   ,  M  − 1   , ⋯ )  . Then, we have that   L  (  e i  )  = −  e i  +  e i ′    and   L  (  e i ′  )  =  e i  −  e i ′   , so the evolution operator models the transfer of objects between environments. It can be illustrated with the following:



Example 2.

Let us consider the basis   {  e 1  ,  e 1 ′  ,  e 2  ,  e 2 ′  }  , the structure matrix   D i a g (  M  − 1   ,  M  − 1   )  , and let   T = 2  e 1  +  e 1 ′  +  e 2 ′   . This means that there are two units of   o 1   in m, while, in   m ′  , there is one unit of   o 1   and another of   o 2  . If we want to model the transfer of a unit of   o 1   from m to   m ′  , we act as follows:


   T ↦ T + L  (  e 1  )  =  ( 2  e 1  +  e 1 ′  +  e 2 ′  )  +  ( −  e 1  +  e 1 ′  )  =  e 1  + 2  e 1 ′  +  e 2 ′  .   













Let us now analyze some cases in which the evolution algebra is degenerate. For example, the evolution algebra with structure matrix


       − 1    1   0   0     1    − 1    0   0      − n    n   0   0     n    − n    0   0      or       − 1    1   0   0     1    − 1    0   0     n    − n    0   0      − n    n   0   0      








can be used when the movement of two objects are carried out at the same time and in the same or opposite directions, respectively. In this case, n is the number of units of   o 2   transferred for each unit of   o 1  .



The above cases may have direct applications in biology, for instance in cellular exchanges. Carrying out some modifications, we can also model, for example, the sales of a store.



Let   {  o 1  ,  o 2  }   be two items with prices   {  p 1  ,  p 2  }  , respectively. Let us consider the basis   {  e 1  ,  e 1 ′  ,  e 2  ,  e 2 ′  , η }   and the structure matrix


       − 1    1   0   0   0     1    − 1    0   0   0     0   0    − 1    1   0     0   0   1    − 1    0      p 1     −  p 1      p 2     −  p 2     0     .  








If we identify the basis vectors as before and  η  with a monetary unit, then the evolution operator models a transaction (sale or return) in the store.




5. Conclusions


Classifications in evolution algebras by means of the behavior of the evolution operator are scant, and even more for high dimensions. The characterization theorem given in this paper allows for obtaining the complete classification in the case of derivations, in any dimension. However, some related problems remain open. We show some of them here.




	
When the evolution operator is a derivation, it is easy to check that the equality    L n   ( x · y )  =  ∑  k = 0  n    n k    L  n − k    ( x )  ·  L k   ( y )    holds for   n > 1  . An operator is said to be a derivation of ordern when it satisfies the above equality for n. It could be studied when the evolution operator is a derivation of orden n, for   n > 1  .



	
When the evolution operator is a derivation, it is also easy to check that the equality   L  (  x 1  ⋯  x n  )  =  ∑  i = 1  n   x 1  ⋯  x  i − 1   · L  (  x i  )  ·  x  i + 1   ⋯  x n    holds for   n > 2  . An operator is said to be a n-derivation when it satisfies the above equality for n. It could be studied when the evolution operator is an n-derivation, for   n > 2  .



	
Classify evolution algebras whose evolution operator satisfies other equalities. For example, the case in which the evolution operator is an endomorphism of algebras is analyzed in [21], that is, when   L ( x · y ) = L ( x ) · L ( y )  . This case could be studied in depth.



	
Transfer the results obtained to other branches of Mathematics that have direct connections with evolution algebras.
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Figure 1. Least square cubic polynomial fit to the experimental data and test data for predictions. 
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Table 1. Computing time.






Table 1. Computing time.





	Input
	Computing Time (s)
	Input
	Computing Time (s)





	   n = 2   
	0.0
	   n = 80   
	4.047



	   n = 6   
	0.031
	   n = 100   
	7.516



	   n = 10   
	0.094
	   n = 120   
	12.641



	   n = 20   
	0.203
	   n = 140   
	19.625



	   n = 30   
	0.406
	   n = 160   
	29.313



	   n = 40   
	0.688
	   n = 180   
	41.016



	   n = 60   
	1.875
	   n = 200   
	55.797
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Table 2. Real computing time and expected time by the cubic fit in higher dimensions.
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	Input
	Computing Time (s)
	Expected Time (s)





	   n = 220   
	74.297
	73.882



	   n = 240   
	95.797
	95.450



	   n = 260   
	121.969
	120.867



	   n = 280   
	152.188
	150.449
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